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ABSTRACT

This paper describes tw o  methods for the acquisition and utilization of lexical cooccurrence 

relationships. Under these method, cooccurrence relationships are obtained from tw o  kinds of inputs 

: example sentences and the corresponding correct syntactic structure. The first of the tw o  methods  

treats a set of governors each element of which is bound to a element of sister nodes set in a 

syntactic structure under consideration, as a cooccurrence relationship. In the second method, a 

cooccurrence relationship name and affiliated attribute names are manually given in the description 

of augmented rewriting rules. Both methods discriminate correctness of cooccurrence by the use of 

the correct syntactic structure mentioned above.

Experiment is made for both methods to find if thus obtained cooccurrence relationship is useful 

for the  correct analysis.

1. Introduction

Much attention should be paid for the role of m inutely described grammar and real world 
knowledge in order to improve natural language analysis performance. In this respect, the authors
have tried to acquire and use coocurrence data for the im provem ent of analysis performance. By
com bining a parser and an acquisition m echanism , we im plem ented a learning program of lexical 
cooccurrence data. The program has two kinds of inputs, exam ple sentences and the corresponding 
correct structures. The related study of learning grammar from sentences and their sem antic structure 
is conducted in LAS[1] (Language Learning System) by Anderson. He is of the opinion that most of 
grammars are derived from sem antic structures. We advocate the use of syntactic structures, because 
information such as cooccurrence is a reflection of the real world and is easily  derived from syntactic  
structure. Furtherm ore we im plem ented a parser to utilize the acquired lexical data.

This paper describes above mentioned two methods for acquiring lexical cooccurrences and also
describes the experim ent results of the methods.

The result of the experim ents shows (1) a reduction of the. number of alternative analysis trees (2) 
the increase on probability of selecting a correct analysis tree. The experim ents m ight be influenced by 
the used sentences and the nature of the used grammar. However we believe that our methods 
proposed here is one of the prom ising ways to reflect real world knowledge to sentence analysis.

At first, we explain  the parser we use. This parser is based on augm ented CFG. And the parser 
produces a forest (m ultip le analysis trees), and selects a single structure from the forest.

In section 3, the first of the above methods is showed. The method has two features : (1) 
Comparing generated analysis structures with the correct structure which should be generated by a 
parser for a treated sentence, each sequence of the governors on sister nodes is judged into two cases, 
correct case or wrong one. (2) The sequence which is alw ays judged as a wrong case through the 
period of acquisition, is utilized for reducing analysis trees generated by the parser.

Experim ents are made to m easure effects of the second feature above. The result shows : when the 
set of exam ple sentences are equivalent to the set of analyzed sentences, very few am biguous analysis 
trees are generated. A lm ost all the selections of generated trees, then, are successful. H owever when  
the set of exam ples are not equivalent to the set of analyzed sentences, only one third of ambiguous 
trees are elim inated  and probability of selection decreases a little  in com parison with a original (no

action) case. .379.  International Parsing Workshop '89



In section 4, several  problems of the first method are described. And in the successive section, a 
modified implementa t ion  is showed. We explain three modifications. The first  modification is to uses 
the information of any proper a t t r i but es  on the node. This  informat ion is manual ly  described in 
augmen te d rewri t ing-rules .  The informat ion consists of the nam es of relat ions and the calculation of 
a r gum en ts  for the relat ions.  The second modification is to raises the prior i ty of the s t ructure  which 
appears  the cooccurrences judged solely as correct  all through the period of acquisit ion.  The thi rd is to 
collect cooccurrence dat a  on two phases.

In section 6 , we show the analysis performance of the modified version on our experiment. The 
results show that modified version shows better performances than the previous version, when 
relatively small number of acquired data is utilized. Furthermore we show another experiment which 
measures the appearance rate of acquired cooccurrences data in each parsed text with the measurement 
of an analysis performance in each text. By this measurement, we can confirm that texts having high 
appearance ratio are analyzed more accurately than texts having low appearance ratio.

2. Features of the utilized parser

In our method, cooccurrence data are collected with a parser. Here, we utilize a parser of a 
English-to-Japanese machine translation system named KATE. The analysis technique for a English  
sentence is based on augmented context free grammar like LINGOL. Cook-Kasami-Younger algorithm  
and Early algorithm are implemented with some fast parsing techniques[2 ] in this parser. Other 
features of the parser are :

(1) Each node of syntactic trees generated by the parser has attributes information which is the
meaning representation of the sub-tree governed by the node.

(2) On each node, a governor (the word which represents the phrase) is given as one of attributes.
(3) We can register partial patterns of possible syntactic trees, and when a rule generates such a

pattern on parsing stage, then the application of the rule is inhibited. These inhibiting patterns 
are used for the suppression of ambiguous trees.

Examples of generated trees and governors are showed bellow. [Fig 1,21 

[ figure 1 An example of an analysis jqs ] [ Figure 2 An example of an analysis tree ]
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3. Acquisition and usage of relationships between governors in a simple version

Details of the first method are explained here. We call the program for this method a simple 
version. This version is more easily implemented than the modified version described in section 5, but 
lacks the accuracy in collecting cooccurrence data, We show this method for explanation purposes.
3.1  Discrimination procedure of a cooccurrence and maintenance of stored cooccurrence-data
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I n s u f f i c i e n t  s e m a n t i c  a n a l y s i s  c a u s e s  th e  g e n e r a t i o n  o f  u n p r o p e r  s y n t a c t i c  t r e e s ,  l ik e  o n e  in F i g . 2. 

O u r  p r o g r a m  c o m p a r e s  e a c h  g e n e r a t e d  t r e e  w i t h  th e  c o r r e c t  t r e e  o f  c o r r e s p o n d i n g  s e n t e n c e ,  an d  

c l a s s i f i e s  th e  s e q u e n c e  o f  g o v e r n o r s  a p p e a r in g  on  s i s t e r  n o d e s  in to  tw o  c l a s s e s  for e a c h  r e w r i t i n g - r u .

W h e n  th e  s e q u e n c e  o f  th e  g o v e r n o r s  o c c u r s  on  th e  f o l l o w in g  tw o  c o n d i t io n s ,  th e  p r o g r a m  j u d g e s  the

s e q u e n c e  a s  a c o r r e c t  c o o c c u r r e n c e  d a ta ,  o t h e r w i s e  j u d g e s  a s  a w r o n g  c o o c c u r r e n c e  d a ta .

(1) th e  s a m e  r u le  w h ic h  f i e ld s  th e  r e m a r k e d  s e n t e n c e  is  a p p l i e d  in  th e  c o r r e c t  s y n t a c t i c  t r e e ;

(2) In e a c h  s u b - n o d e  o f  th e  a p p l i e d  r u le ,  th e  t e r m i n a l  w o r d s  s e q u e n c e  r e w r i t t e n  is  th e  s a m e  a s  th e  

t e r m i n a l  w o r d s  s e q u e n c e  r e w r i t t e n  b y  c o r r e c t  a p p l i c a t i o n s  in  th e  c o r r e c t  tr e e .

If  w e  a s s u m e  th e  t r e e  in  F i g . l  is  a c o r r e c t  s y n t a c t i c  t r e e  w e  o b t a in ,  f r o m  th e  t r e e s  in  F i g . l  a n d

F i g . 2, w e  o b t a i n  f o l l o w i n g  c o r r e c t  c o o c c u r r e n c e  d a t a  a n d  w r o n g  c o o c c u r r e n c e  d a ta .

C o rrec t  c o o c c u r r e n c e  d a t a  fr o m  Fig.1 & F ig .2
I p la y for C L -*■ N P  V P

<3 I for N P P R O N
<3 p la y w e l l for V P —* V P  A D V

p la y t e n n i s for V P —► V P 6  N P
t e n n i s > for N P — N O U N

W r o n g  c o o c c u r r e n c e  d a t a fr o m Fig.1 & F ig .2
<3 p la y w e l l for V P —  V P 6  N P

w e l l for N P —  N O U N
< t e n n i s w e l l > for N O U N ->  N O U N  N O U N

In accordance with this discrim ination procedure, the sequence of governors may be judged as 
correct cooccurrence data in one example sentence and be judged as wrong cooccurrence data in 
another. So the program stores the sequence of the governors into three categories. First is the set of 
sequences being alw ays judged as correct cooccurrence data by the discrim ination procedure. The 
second is the set of sequences being always judged as wrong cooccurrence data. And the last is the set 
of sequences being judged as correct cooccurrence data in one or more cases and judged as wrong in 
one or more cases. Our learning program m aintains these three categories through the period when 
exam ple sentences and their correct structures are inputted. In this section, we simply call the 
sequence of governors as cooccurrence data.
3 .2  Experiment for acquiring cooccurrence data

We make an experim ent for acquiring cooccurrence data with the use of the above mentioned 
learning program. About 3,200 exam ple sentences are collected from a English  grammar text[3] and 
exam ple sentences in a dictionary. We assum e each exam ple sen tence has a s itu a tion  free 
interpretation, so if sem antics analysis is successful, very few ambiguous analysis trees are generated.

We m easure the number of cooccurrence data in each category at every 50 inputted pairs of 
sentences and correct structures. We observe that :

(1) Each number of acquired cooccurrence data increases monotonously.
(2) F inally, from 3,200 sentences, the program acquires about 10,0000 kinds of cooccurrence data

belonging to the first category, about 5,000 kinds and 4,000 kinds respectively belonging to the 
second and the third.

However, our detailed observation finds a part of acquired cooccurrence data purposeless or
m ischievous. This problem is described later in section 4.
3 .3  Filtering technique based on the cooccurrence data

We im plem ented the parser which utilizes acquired cooccurrence data. W hen the sequence of the 
governors appearing on a rule application belongs to the set of acquired cooccurrence judged as to be 
alw ays wrong, the parser doesn’t apply the rule. This paradigm suppresses the excessive application of
rules and reduces generated trees. So the probability of selecting proper analysis tree may increase.
We call this paradigm ‘F iltering  based on cooccurrence (judged as to be alw ays wrong).’
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A n d  w e  m e a s u r e  th e  t r a n s i t i o n  o f  fo l lo w in g  th r e e  v a lu e s  a s  th e  a n a l y s i s  p e r f o r m a n c e  o f  the  p a r se r
w i t h  th e  a m o u n t  o f  i n c r e a s i n g  i n p u t t e d  p a ir s  a s  a p a r a m e t e r .

(a) a v e r a g e  o f  th e  n u m b e r  o f  g e n e r a t e d  t r e e s  p er  a s e n t e n c e

(b) p r o b a b i l i t y  o f  g e n e r a t i n g  a c o r r e c t  a n a l y s i s  tr e e

(c) p r o b a b i l i t y  o f  s e l e c t i n g  a c o r r e c t  a n a l y s i s  t r e e

W e  m a d e  tw o  e x p e r i m e n t s  to m e a s u r e  a b o v e  v a lu e s .

O n e  is  m e a s u r e d  in  th e  c o n d i t io n  t h a t  th e  s e t  o f  s e n t e n c e s  for t h e  a c q u i s i t i o n  p r o g r a m  is e q u i v a l e n t  

to th e  s e t  o f  s e n t e n c e s  a n a l y z e d  b y  th e  p a r se r .  A c t u a l l y  w e  c a n ’t m a k e  th e  s e t  o f  in p u t t e d  p a ir s  

e q u i v a l e n t  to th e  s e t  o f  m o d e l  s e n t e n c e s  in  a p r a c t i c a l  o c c a s io n .  B e c a u s e  o f  .n e  m o n o t o n o u s  i n c r e a s e  o f  

a c q u ir e d  c o o c c u r r e n c e  d a t a  in  e a c h  c a t e g o r y ,  h o w e v e r ,  w e  c o n s i d e r  th e  r e s u l t  o f  t h i s  e x p e r i m e n t  g i v e s  a

p r o s p e c t iv e  v i e w  o f  th e  e f f e c t  o f  th e  f i l t e r in g .  W e  o b s e r v e  f o l l o w i n g  r e s u l t s .  [ F i g . 3]

(a) W i t h  th e  i n c r e a s e  o f  in p u t t e d  p a ir s ,  a v e r a g e  o f  t r e e s  d e c r e a s e s  a l m o s t  m o n o t o n o u s ly .  F i n a l l y ,  

th e  a v e r a g e  b e c o m e s  a p p r o x i m a t e  1 .0  s t a r t i n g  fr o m  2 .5  a t  th e  b e g i n n i n g .  (A in  F ig .3  s h o w s  th e  

r e d u c t i o n  o f  t r e e s )

(b) P r o b a b i l i t y  o f  g e n e r a t i n g  a  c o r r e c t  t r e e  s e v e r e l y  g o e s  d o w n ,  w h e n  a m o u n t  o f  in p u t t e d  p a ir s  a re  

few .  A n d  f i n a l l y  th e  p r o b a b i l i t y ,  o f  c o u r s e ,  b e c o m e s  e q u a l  to th e  p r o b a b i l i t y  in i t ia l .

(c) P r o b a b i l i t y  o f  s e l e c t i n g  a c o r r e c t  t r e e  a l s o  g o e s  d o w n ,  w h e n  i n p u t t e d  p a ir s  a r e  fe w ,  a n d  a f t e r

n u m b e r  o f  in p u t t e d  p a ir s  e x c e e d s  o n e  th ir d  o f  th e  n u m b e r  o f  f i n a l  in p u t t e d  p a ir s ,  th e

p r o b a b i l i t y  b e c o m e s  b e t t e r  t h a n  t h a t  o f  th e  b e g i n n i n g .  (C in  F ig .3  s h o w s  th e  i m p r o v e m e n t )

T h e  s e c o n d  e x p e r i m e n t  is  m a d e  in  th e  c o n d i t io n  t h a t  th e  s e t  o f  2 , 4 0 0  s e n t e n c e s  i n p u t t e d  for th e  

a c q u i s i t i o n  p r o g r a m  is  n o t  e q u i v a l e n t  to th e  s e t  o f  8 0 0  s e n t e n c e s  p a r s e d .  F o l l o w i n g  o b s e r v a t i o n  is  

m a d e .

(a) W i t h  th e  i n c r e a s e  o f  i n p u t t e d  p a ir s ,  th e  a v e r a g e  o f  t r e e s  d e c r e a s e  w i t h  a  s o m e w h a t  

n o n m o n o t o n ic .  (A in  F i g . 4 s h o w s  th e  r e d u c t i o n  o f  n u m b e r  o f  t r e e s )

(b) A s  in  th e  c a s e  o f  th e  p r e v i o u s  e x p e r i m e n t ,  p r o b a b i l i t y  o f  g e n e r a t i n g  a  c o r r e c t  t r e e  g o e s  d o w n

s e v e r e l y  a t  t h e  b e g i n n i n g  b u t  d o e s  n o t  r e s u m e  th e  i n i t i a l  s t a t e .  (B in  F i g . 4)

(c) P r o b a b i l i t y  o f  s e l e c t i n g  a  c o r r e c t  t r e e  a ls o  g o e s  d o w n  a t  th e  b e g i n n i n g  a n d ,  w h a t  is  w o r s e ,  th e

p r o b a b i l i t y  f i n a l l y  b e c o m e s  lo w e r  t h a n  t h a t  o f  th e  i n i t i a l  s t a t e ,  in  s p i t e  o f  th e  a s s i s t i n g  e f f e c t  o f

r e d u c i n g  a m b i g u i t i e s .  (C in  F i g . 4)

4. Problems in the simple version

This section explains eight problems of the previous simple implementation.
Problem [1] : Meaningless and purposeless data acquired.

Because the previous version discriminates and classifies all the sequences of governors appearing
in all the rewriting rules, the learning program acquires purposeless cooccurrence data from the
governors which represents no cooccurrence relationships. For example, in the case of the rule TEXT 
—► CL END, which means a clause and a end-mark make a sentence, the previous program obtains the 
sequence of governors of CL and END. However, this sequence is useless to be utilized for parsing. 
Problem [2] : Cooccurrence data judged as to be always wrong but easily revised in the future

In accordance with the increase of inputted pairs for the leaning program, the sequence of 
governors judged as to be always wrong so far may encounter a case where the sequence is judged as
to be correct. Probability of reclassification for acquired cooccurrence data varies with the rewriting-
rule related to the acquired data. For instance, in Fig.2, a sequence <3well£> for the rule NP —► 
NOUN is the sequence judged as wrong. If the discrimination for this sequence doesn’t contradict any 
discrimination caused by inputted data for the learning program, this sequence is judged as to be 
always wrong and used for the filtering. However, we can easily mention the example where this 
filtering works adversely.
Problem [3] : There exists the governor which is independent of a cooccurrence.
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In th e  c a s e  o f  th e  r u le  C L  -+  N P  A D V  V P ,  w h ic h  m e a n s  a n o u n  p h r a s e  a n d  a d v e r b  a n d  a verb  

p h r a s e  m a k e  a c l a u s e ,  th e  g o v e r n o r s  o f  N P  a n d  V P  h a v e  a c o o c c u r r e n c e  r e la t io n s h i p .  B u t  th e  g o v e r n o r  

o f  A D V  is  a l m o s t  i n d e p e n d e n t  o f  th i s  r e la t io n s h i p .

Problem [4] : T h e  s a m e  r e l a t i o n s h i p  o f  c o o c c u r r e n c e  in  d i f f e r e n t  r e w r i t i n g  r u le s  c a n ’t be d e a l t  w i th .

F o r  e x a m p l e ,  th e  c o o c c u r r e n c e  r e l a t i o n s h i p  b e t w e e n  N P  a n d  V P  for a r u le  C L  —► N P  V P  a n d  the  

c o o c c u r r e n c e  r e l a t i o n s h i p  b e t w e e n  N P  a n d  V P  for a r u le  C L  —* N P  A D V  V P  a r e  id e n t i f i e d  a s  d i f f e r e n t  

r e l a t i o n s  b y  th e  p r e v i o u s  v e r s i o n .  H o w e v e r ,  d e a l i n g  w i t h  b o th  r e l a t i o n s h i p s  a s  th e  s a m e  w i l l  b e  m o re  

a d v i s a b l e  for th e  u t i l i z a t i o n  o f  c o o c c u r r e n c e .

Problem [5] : T h e r e  e x i s t s  c o o c c u r r e n c e  r e l a t i o n s h i p s  w h ic h  c a n ’t b e  r e p r e s e n t e d  w i t h  th e  s e q u e n c e  o f  

g o v e r n o r s  o n  s i s t e r  n o d e s .

T h i s  p r o b le m  is  c o n s i d e r a b l y  a f f e c t e d  by  th e  g r a m m a r  u s e d .  F o r  th e  c a s e  o f  F i g . 5, w e  e x p l a i n  th is  

p r o b le m .  F r o m  a r u le  V P  —► V P  P P  (w h ic h  m e a n s  a  n o u n  p h r a s e  a n d  a  p r e p o s i t i o n a l  p h r a s e  m a k e  a 

n o u n  p h r a s e ) ,  th e  s e q u e n c e  <3r e a d  y o u >  for th e  r u le  V P  —► V P  P P  is  j u d g e d  a s  c o r r e c t ,  i f  th e  s t r u c t u r e  

o f  F i g . 5 is  a  c o r r e c t  s t r u c t u r e .  H o w e v e r ,  i f  th e  f o l l o w i n g  s e n t e n c e  :

I r e a d  th e  l e t t e r  f r o m  y o u .  

is  in c l u d e d  in  in p u t t e d  p a ir s ,  a  c o n t r a d i c t io n  m a y  o ccu r .  A  p r e p o s i t io n a l  p h r a s e  o c c u r r e d  in  th is  

s e n t e n c e  c a n  m o d i f y  a  n o u n  p h r a s e .  A n d  i f  a r u le  V P  —► V P  P P  is  a p p l i e d  w r o n g ly ,  th e  s e q u e n c e  

r e a d  you£> for th e  r u le  V P  —* V P  P P  is  j u d g e d  a s  w r o n g .  H e r e ,  th e  a c q u ir e d  s e q u e n c e  b e c o m e s  

p u r p o s e l e s s  for to be u t i l i z e d .

In  t h i s  c a s e ,  c o o c c u r r e n c e  d a t a  for  th e  r u le  V P  - *  V P  P P  s h o u l d  b e  r e p r e s e n t e d  a s  t h e  r e la t io n  

b e t w e e n  th e  g o v e r n o r  o f  V P ,  th e  p r e p o s i t i o n  o f  P P ,  a n d  t h e  g o v e r n o r  o f  P P .

[ Figure 5 Part of a structre for "1 read the letter with you" ]

VP

name^ vaĴ  
namcjl vain represents attributes of a node

name j represents the name of an attribute 
vai j represnts the value for the name ?

Problem [6] : In the previous version, information of cooccurrence data judged as to be alw ays correct 
is not utilized.

Suppress of generated trees affects the selection of trees. Moreover information of correct 
cooccurrence data can improve the selection of a correct tree by the parser.

In the use of inform ation of correct cooccurrence, however, following two problems become 

important.
Problem [7] : W hen a rule is applied at the occasion of an unproper application on lower level, the 
cooccurrence data which should be judged as correct may be judged as wrong.

We explain th is problem with using Fig.6. In F ig.6, two analysis trees are generated. From a 
correct structure, the sequence <3 much money for a rule N O U N  —► ADJ NO U N  is judged as correct. 
And from a wrong structure, the sam e sequence is judged as wrong. So the data of this sequence 
becomes purposeless. If the application of a rule ADJ —* ADV ADJ in the wrong structure fails, the 
sequence <3much m o n e y s  is only judged as correct in this sentence. We should not acquire
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c o o c c u r r e n c e  d a t a  fro m  t h i s  w r o n g  tr e e ,  i f  w e c o n s id e r  <£ s t i l l  m u cn $>  for a r u le  A D J  

ju d g e d  a s  to be a l w a y s  w r o n g .

[ r:gure 6 Partial trees for "There is stil much money'' ]

ADV ADJ is
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Problem [8] : Ambiguity in rule application orders causes the cooccurrence data which should be judged 
as correct to be judged as wrong.

We assume two rewriting rules, A -* B A and -> A C. If categories appear in the sequence of B A 
C and applications of each rule are successful, the parser generates two trees [Fig.7]. Appearance here 
of attributes related to the cooccurrence is assumed in Fig.7.

According to the discrimination procedure in section 3. 1, regardless of whether the tree-1 is correct 
or tree-2 is correct, both the cooccurrence < 3 ( 3 a £ > f o r A —> B A  and the cooccurrence <?r for A 
C A become purposeless.

' [ Figure 7 Two ambiguous trees]

A
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Tree-2
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5. M odified version of learning and usage

This section shows a modified version of the previous program. This modified version solves the 
problem [1]—[7] in the previous section. Only problem [8] is out of scope, but we have a basic idea to 
reduce this kind of ambiguity with the use of the inhibited pattern technique in section 2.

Three major modification is described bellow.
Modification [1] : Manual description of cooccurrence names and their attributes names in rewriting  
rules.

Rich input data is required by the system in order to determine what relations exists or what 
attributes are used in each relation. Therefore we consider that the kind of a cooccurrence relationship  
and the names of used attributes which appear in the cooccurrence should be described manually for  ̂
the sake of effective learning by examples.

For this reason, we now extend the description method of the rewriting rules used in the former 
version. In this extended description, a cooccurrence relationship is depicted as a function of any
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a t t r i b u t e s  in e x i s t i n g  nodes and, moreover,  tnese a t t r ioutes  usea are aepictea as functions of any 
a t t r i b u t e s  in  a l l  th e  n o d e s .

T h e  p r o g r a m  o f  m o d i f i e d  v e r s i o n  d e a l s  w i t h  c o o c c u r r e n c e  d a t a  a s  b e l l o w  ;

In th e  p h a s e  o f  a c q u i s i t i o n ,  th e  p r o g r a m  d e c id e  th e  n a m e  o f  c o o c c u r r e n c e  a n d  th e  n a m e s  o f  u sed  

a t t r i b u t e s  in  th e  c o o c c u r r e n c e ,  in  a c c o r d a n c e  w i t h  th e  d e s c r i p t io n  o f  a r e w r i t i n g  ru le .

A c q u ir e d  c o o c c u r r e n c e  d a t a  is  j u d g e d  s i m i l a r l y  l ik e  in  th e  p r e v io u s  m e t h o d ,  a n d  s t o r e d  in to  th r e e  

c a t e g o r i e s  l i k e  in  th e  s i m p l e  v e r s io n .

W e  s h o w  h o w  th e  m o d i f i e d  v e r s i o n  s o l v e s  th e  p r o b le m s  [1] — [51 m e n t i o n e d  in  th e  p r e v io u s  s e c t io n  

u t i l i z i n g  f o l l o w in g  e x a m p l e s .

Problem [1] : In th e  r u le s  s u c h  a s  T E X T  - *  C L  E N D ,  w h ic h  h a v e  no c o o c c u r r e n c e  th e r e  s h o u l d  be  no 

d e s c r i p t io n  o f  c o o c c u r r e n c e .

P r o b le m  [2] : In  th e  r u le s  s u c h  a s  N P  - *  N O U N ,  w h ic h  t e n d  to b e  e a s i l y  r e v i s e d  th e  c o o c c u r r e n c e  

s h o u l d  n o t  be  u t i l i z e d .
P r o b le m  [3] : In th e  r u le  o f  C L  - »  N P  A D V  V P ,  c o o c c u r r e n c e  d a t a  s h o u l d  be  d e s c r ib e d  w i t h  an 

a t t r ib u t e  o f  N P  a n d  a n  a t t r i b u t e  o f  V P ,  b e c a u s e  w e  c o n s i d e r  c o o c c u r r e n c e  r e la t io n  e x i s t s  b e t w e e n  a 

g o v e r n o r  o f  N P  a n d  a  g o v e r n o r  o f  V P .

Problem [4] : W e  s h o u l d  d e c la r e  th e  s a m e  c o o c c u r r e n c e  in  b o th  r u le s  o f  C L  - *  N P  A D V  V P  a n d  C L  ->  

N P  V P .
P r o b le m  [5] : W h e n  w e  d e c la r e  th e  c o o c c u r r e n c e  in  th e  r u le  V P  —*■ V P  P P ,  w e  s h o u l d  c h o o s e  the  

g o v e r n o r  o f  V P ,  th e  p r e p o s i t i o n  o f  P P ,  a n d  th e  g o v e r n o r  o f  th e  P P  a s  th e  e l e m e n t s  o f  th e  c o o c c u r r e n c e .  

M o d i f i c a t i o n  [2] : U t i l i z a t i o n  o f  c o o c c u r r e n c e  d a t a  j u d g e d  a s  to b e  a l w a y s  c o r r e c t  in  s e l e c t i o n  p h a s e .

In p r o b le m  [6] w e  p o in t e d  o u t  th e  e f f e c t  o f  u s i n g  c o o c c u r r e n c e  d a t a  j u d g e d  a s  to b e  a l w a y s  correct.

H e n c e ,  w e  i m p l e m e n t  n e x t  p a r a d i g m  :

W h e n  a  c o o c c u r r e n c e  d a t a  j u d g e d  a s  to b e  a l w a y s  c o r r e c t  o c c u r s  in  a  g e n e r a t e d  t r e e  o n  t h e  se le c t io n  

p h a s e ,  t h e  p a r s e r  g i v e s  th e  t r e e  a  h i g h  p r io r i t y  for t h e  s e l e c t i o n  p u r p o s e .

M o d i f i c a t i o n  [3] : A c q u i s i t i o n  for c o o c c u r r e n c e  d a t a  is  e x e c u t e d  in  2 - p a s s e s .

T o  s o l v e  t h e  p r o b le m  [7] ,  w e  m o d i f ie d  th e  p r o c e d u r e  o f  a c q u i r i n g  c o o c c u r r e n c e  d a ta .  O n  th e  first

p a s s  o f  a c q u i s i t i o n ,  th e  a c q u i s i t i o n  o f  c o o c c u r r e n c e  is  e x e c u t e d  a s  in  th e  p r e v i o u s  v e r s i o n .  A f t e r  t h e  end  

o f  th e  f i r s t  p a s s ,  th e  m o d i f i e d  p r o g r a m  c l e a r  th e  b o t h  s t o r a g e s  o f  ‘c o o c c u r r e n c e  j u d g e d  a s  to be  a lw a y s  

c o r r e c t ’ a n d  ‘c o o c c u r r e n c e  j u d g e d  a s  to b e  c o r r e c t  a n d  w r o n g  s i m u l t a n e o u s l y .  T h i s  p r o g r a m  e x e c u t e s  the 

a c q u i s i t i o n  a g a i n  f r o m  t h e  b e g i n n i n g  o f  in p u t t e d  p a ir s  w i t h  t h e  f i l t e r i n g  b a s e d  o n  a c q u ir e d  

c o o c c u r r e n c e .
In  th e  c a s e  o f  F i g .6 ,  i f  t h e  s e q u e n c e  <3m u c h  t i m e >  i s  j u d g e d  a s  to  b e  a l w a y s  w r o n g  a t  th e  e n d  of 

th e  f i r s t  p a s s  o f  a c q u i s i t i o n ,  a  w r o n g  t r e e  in  F i g . 6  c a n ’t b e  g e n e r a t e d  b y  th e  p a r s e r  o n  th e  s e c o n d  pass  

o f  a c q u i s i t i o n .  F o r  t h i s  r e a s o n ,  th e  s e q u e n c e  <3 m u c h  t i m e >  i s  n o t  j u d g e d  a s  w r o n g  in  t h i s  s e n t e n c e .

6. Acquisition and usage of cooccurrence data in the modified version
T h e  r e s u l t  t r e a t e d  h e r e  i s  th e  o n e  for  th e  m o d i f i e d  v e r s i o n .  W e  m a k e  a n  e x p e r i m e n t  w i t h  t h e  same  

e x a m p l e  s e n t e n c e s  a s  u s e d  fo r  t h e  s i m p l e  v e r s i o n ,  b u t  t h e  u s e d  g r a m m a r  i s  s l i g h t l y  d i f f e r e n t .  The 

a u t h o r s  b e l i e v e  t h i s  s l i g h t  d i f f e r e n c e  i s  n e g l i g i b l e  for th e  c o m p a r i s o n  w i t h  th e  s i m p l e  v e r s i o n  a n d  the 

m o d i f i e d  v e r s i o n .

6.1 Experiment of acquiring cooccurrence data by the m odified version
A c c o r d i n g  to  t h e  s a m e  w a y  o f  t r e a t m e n t  in  th e  s i m p l e  v e r s i o n ,  w e  m e a s u r e  t h e  n u m b e r  o f  each 

s t o r e d  c o o c c u r r e n c e  d a t a  for  t h e  m o d i f i e d  v e r s i o n .  T h e  r e s u l t  s h o w s  e a c h  s t o r e d  d a t a  increase

m o n o t o n o u s l y  w i t h  th e  i n c r e a s e  o f  i n p u t t e d  p a ir s .  [ F i g . 8]

T h e  r e s u l t  i s  s i m i l a r  to t h a t  o f  th e  s i m p l e  v e r s i o n  in  3. 1. M o r e  ' c o o c c u r r e n c e  d a t a  j u d g e d  a s  to be

a l w a y s  c o r r e c t ’ a n d  m o r e  ‘c o o c c u r r e n c e  d a t a  j u d g e d  a s  to  b e  a l w a y s  w r o n g  a r e  o b t a i n e d  in  th e  m odifie

v e r s i o n  t h a n  in  t h e  s i m p l e  v e r s i o n .  T h i s  m a y  b e  th e  r e a s o n  w h y  o n e  o r  m o r e  cooccu* r e n c e  r e la t io n sn ip
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a re  o b t a i n e d  in  a s i n g l e  r e w r i t i n g  ru le .  F u r t h e r m o r e  th e  r e s u i t  s n o w s  th e  n u m b e r  o f  'c o o c c u r r e n c e  d a ta  

j u d g e d  a s  to be  c o r r e c t  a n d  w r o n g  s i m u l t a n e o u s l y ’ is  a b o u t  o n e  fo u r t h  o f  th e  s i m p le  v e r s io n .  T h is  

p h e n o m e n o n  is  c a u s e d  b y  m a n u a l  d e s c r i p t io n s  for c o o c c u r r e n c e  r e l a t i o n s h i p s ,  b e c a u s e  t h e s e  d e s c r ip t io n  

s u p p r e s s  th e  a c q u i s i t i o n  o f  m e a n i n g l e s s  c o o c c u r r e n c e  d a t a  a n d  th e  a c q u i s i t i o n  o f  d a t a  e a s i l y  r e c la s s i f i e d .

W e  a l s o  e x a m i n e  th e  e f f e c t  o f  th e  2 -p a s s  a c q u i s i t i o n .  W e  o b s e r v e  t h a t  a b o u t  10% ‘c o o c c u r r e n c e  d a ta  

j u d g e d  a s  c o r r e c t  a n d  w r o n g  s i m u l t a n e o u s l y ’ on  th e  f i r s t  p h a s e  a r e  o b t a i n e d  a s  ‘th e  d a t a  j u d g e d  as  to 

be a l w a y s  c o r r e c t ’ o n  th e  s e c o n d  p a s s  o f  a c q u is i t i o n .

6 .2  Experiment of using acquiring cooccurrence data w ith  modified version

W e  m a k e  tw o  e x p e r i m e n t s  w i t h  m o d i f ie d  v e r s i o n  l i k e  in  s e c t i o n  3 .3 ,  in  o r d e r  to th e  t r a n s i t i o n  o f  

n e x t  th r e e  v a l u e s  : (a) a v e r a g e  o f  th e  n u m b e r  o f  g e n e r a t e d  t r e e s  p e r  a s e n t e n c e  (b) p r o b a b i l i t y  o f  

g e n e r a t i n g  a c o r r e c t  t r e e  (c) p r o b a b i l i t y  o f  s e l e c t i n g  a  c o r r e c t  tr ee .

T h e  f i r s t  is  u n d e r  th e  c o n d i t io n  t h a t  th e  s e t  o f  s e n t e n c e s  for a c q u i s i t i o n  is  e q u i v a l e n t  to th e  s e t  o f  

s e n t e n c e s  for a n a l y s i s .  T h e  s e c o n d  is  for th e  c o n d i t io n  t h a t  th e  s e t  o f  s e n t e n c e s  for a c q u i s i t i o n  is  n o t  

e q u i v a l e n t  to th e  s e t  o f  a n a l y z e d  s e n t e n c e s .  W e  u s e  th e  s a m e  s e t  for a c q u i s i t i o n  a n d  th e  s a m e  s e t  for 

a n a l y s i s  a s  in  e x p e r i m e n t s  o f  th e  s i m p le  v e r s i o n  o n  e a c h  tw o  e x p e r i m e n t .

A t  th e  f i r s t  e x p e r i m e n t  w e  o b s e r v e  f o l l o w in g  r e s u l t s  [ F i g . 9] :

(a) W i t h  th e  i n c r e a s e  o f  i n p u t t e d  p a ir s ,  th e  a v e r a g e  o f  g e n e r a t e d  t r e e s  d e c r e a s e s  m o n o t o n o u s ly  l ik e  

in  th e  e x p e r i m e n t  for th e  s i m p l e  v e r s io n .  B u t  a t  th e  f i n a l  s t a t e ,  th e  e f f e c t  o f  r e d u c in g  th e  

n u m b e r  o f  t r e e s  is  l e s s  t h a n  t h a t  o f  th e  s i m p l e  v e r s i o n .  ( C o m p a r e  w i t h  A in  F ig .3  ,8)

(b) When amount of inputted data are few, adverse effect of failing to generate a correct tree in the 
modified version is less than that in the simple version. Furthermore the range of fluctuation 
in the probability through this experiment is less than that in the simple version.

(c) When amount of inputted data is few, the probability of selecting a correct tree increases, which 
is differ from the simple version. The probability at the final state is lower than that of the 
simple version. (Compare with C in Fig.3,8)

A n d  w e  o b s e r v e  f o l l o w i n g  r e s u l t s  [F ig .  10] a t  th e  s e c o n d  e x p e r i m e n t  :

(a) With increase of inputted data, the average of generated trees also decreases. This decrease is 
more monotonous than that of the simple version, but the effect of suppressing trees is less 
than that of the simple version. (Compare with A in Fig.4,9)

(b) The experiment under the simple version shows the sever decrease of the probability of 
generating a correct tree, when inputted data is few. On the other hand, this experiment shows 
little decrease of this probability even when inputted data is few. Moreover the final probability 
is better than that of the simple version. (Compare with B in Fig.4,9)

(c) The decline of the probability of selecting a correct tree is very slight in comparison with the 
simple version, when inputted data are few. The final probability by this modified version 
slightly exceed that by the simple version. (Compare with C in Fig.4,9)

6. 3 Performance analysis for the ratio of acquired cooccurrence data
We define the proportion of cooccurrence data obtained through the learning by examples to the 

cooccurrence data appearing in a parsed text as the ratio of acquired cooccurrence data. This section 
describe the experiment which treats the relation between analysis performance and the ratio of
acquired cooccurrence data.

We choose 2,400 sentences for acquisition and six variations of sentence sets for analysis. Here, 
each of six sets is not equivalent to the set for acquisition. At first, we measure the ratios of acquired 
cooccurrence data for each of six sets, and measure performance for each of six sets with the use of 
acquired cooccurrence data. By these measurement we obtain following prospective view through the 

experiment.
When we compare, for each of those six sets, differences between the average of the number of

generated trees by the parser without cooccurrence data and that with cooccurrence data, the difference
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by th e  h i g h e r  r a t io  t e x t  t e n d s  to be  la r g e r  th a n  a lo w  r a t io  t e s t  [F ig .  11]. A n d  a h ig h e r  r a t io  t e x t  te n d s

to h a v e  l e s s  a d v e r s e  e f f e c t  on  th e  p r o b a b i l i t y  o f  g e n e r a t i n g  a c o r r e c t  t r e e  th a n  a lo w e r  r a t io  te x t

[F ig .  12]. F u r t h e r m o r e  a h i g h e r  r a t io  t e x t  is  l i k e l y  to h a v e  b e t t e r  p r o s p e c t  on  th e  p r o b a b i l i t y  o f

s e l e c t i n g  a c o r r e c t  t r e e  t h a n  a lo w  r a t io  t e x t .  [F ig .  13]

[ Figure 11 Difference of the average of generated trees ]
[Figure 12 Difference of the probability of generating a correct tree]
[ Figure 13 Difference of probabiiity of selecting a correct tree]

Figur* 12Figur* 11 Figur* 13

a ~ • _

7. Conclusion
We observe cooccurrence data acquired by the modified version has less adverse effects on sentence 

analysis than by the sim ple version under the circum stance of relatively few acquired data. Though we 
consider sentences used in our experim ents are basic and lim ited, we may conclude information of 
cooccurrence which human being has is very useful for acquiring cooccurrence relationships.

We conclude both of the sim ple version and the modified version are effective to suppress the 
generation of unproper tree structures by a parser and to raise the probability of selecting proper 

structures by a parser.
Authors believe in the modified version has more potential to learn cooccurrence by exam ples than 

the sim ple version.
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Figure 3 P erform ance of the sim ple version ] [ F igure 9 P erfo rm ance of the m odified version ]
( Learmg sentences *  Parsed sentences ) ( Learing sentences » Parsed sentences

Inputted pairs

[ Figure 4 Performance of the simple version ]
( Learing sentences =*= Parsed sentences )

Inputted pajrs

Figure 10 Performance of the modified version]
( Learing sentences =*= Parsed sentences )

Inputted pairs

Figure 8 Number of the three kinds of cooccurrence data

In Fig. 3 , 4 , 9 , 1 0

-o- Average of generated
trees per a sentence

-o- Probability of generating
a correct tree (%)

Probability of selecting
a correct tree (%)

♦  coo ccu rren ce  d a ta  judged  a s  to be  alw ays correct
-*• coo ccu rren ce  d a ta  judged  a s  to be alw ays wrong - 388-

co o ccu rren ce  d a ta  judged  a s  to be correct an d  wrong sim u ltaneously
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