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Abstract
This paper presents results from a refined analysis of a series of Wizard 

of Oz-experiments with focus on discourse management. The study is part 
of a larger project aimed at designing a general natural language interface. 
It is argued that a natural language interface needs different referent res­
olution mechanisms for different combinations of background systems and 
scenarios. I present three mechanisms that can be used: proximity, object 
hierarchy and goal-directed control. Finally I suggest the use of a Natu­
ral Language Interface Management System (NLIMS) for customization 
of natural language interfaces to different applications.

1 Introduction
T h e  language used by  a  user when com m u n icatin g  w ith  a  com p u ter app lica tion  
(database, expert system  e tc .)  in natural language w ill d iffer from  the language 
used in a  spoken  fa ce -to -fa ce  com m u n ication  betw een  hum ans as well as the 
language used in w ritten  com m unication .^

T h e  developm ent o f  natural language interfaces m ore  soph istica ted  than sim ­
ple question -answ ering requires know ledge o f  the characteristics o f  such an in­
teraction , not on ly  o f  the language but a lso  o f  how  the d iscourse progresses. In 
a  series o f  experim ents (D ah lback  &  Jonsson  1989; Jdnsson &  D ah lback  1988) 
we have studied these phenom ena and presented results on  the characteristics o f  
the interaction  betw een  a  hum an and a  natural language interface.

W e have con d u cted  experim ents using live different back grou nd  system s (see 
section  2 ) and 21 su b jects , all com p u ter novices. A fter  every sim ulation  w e have 
interview ed the su b ject in order to  find ou t how  they  liked the ‘ system ’ . N o

În Jonsson & Dahlb^k (1988) we elaborate more on this.

297

Proceedings of NODALIDA 1989, pages 297-307



298 Computational Linguistics — Reykjavik 1989

su b je ct u n d erstood  that it was a sim ulation  and m 2m y (to o  m an y?) were not 
surprised w ith  the system ’s capabilities. W e have focu sed  on  com pu tation a l as­
p ects  o f  th e  in terpretation  o f  the S u b jects /U sers  utterances. T h is m eans that 
w e have n ot con sidered  the u tterances typ ed  b y  the system  (sim ulator).

T h ere  are 1047 utterances w hich  we have d iv ided  in to  four different cate­
gories; In itiative, R espon se , R e sp /In it  and  C larification , (cf. L inell, G ustavsson, 
&  Juvonen  (1 9 8 8 )). W h a t poses prob lem s from  a  com pu tation a l poin t o f  view  
are m ain ly  the user In itiatives and  especia lly  the indexica l initiatives. T here 
are 193 indexica l su b ject u tterances, w hich  is 49%  o f  the in itiatives. D ahlbäck  
&  Jönsson  (op . c it .)  furnher analyze these indexica l utterances and also pro­
v id e  som e oth er results. B u t the results have to  b e  refined in order to  see what 
m echanism s different kinds o f  N L I’s shou ld  a d op t w hen in terpreting an indexical 
utterance.

2 Scenarios and Background Systems

In ou r  experim en ts we have varied the ty p e  o f  background system  and the scenar­
io . T h e  analysis o f  these experim ents exposes con siderable  differences betw een 
different com bin ation s o f  back grou nd  system s and scenarios. T hese differences 
m ust b e  con sidered , as this stu dy  is con cern ed  w ith  exp loring  com pu tation a l 
m echanism s for  handling indexicals. C onsequent ou r background system s and 
scenarios require a  presentation .

T h e  scen a rio  is the characteristics o f  the task  the su b ject has to  solve. W e 
used tw o different types o f  scenario , nam ely in form ation  retrieval and configura­
tion . T h e y  differ in that a  configuration , besides d a ta  retrieval, m ust deal w ith 
a  d yn am ica lly  u p da ted  o b je c t , such as an ord er or  specifica tion , during the dis­
cou rse, w hile in form ation  retrieva l is less com p lex  and involves on ly  retrieving 
facts from  an in form ation  base.

Further, we use tw o different kinds o f  background system s, s im ple database 
system s and a d v isory  system s. A  database system  s im ply returns f£icts from  the 
database. T h e  su b ject m ust state  an in form ation  seeking question , he or  she 
can n ot ask for  an op in ion  o r  evaluation  from  the system . A n  advisory system , 
on  the o th er hand, can  a lso  be  used for  con su lta tion . T h e  su b ject can ask for 
a d v ice  i.e. the system ’s evaluation  o f  certain  facts. In b o th  system s we have 
m ost answ ers as p re-stored  texts , o r  tex t fragm ents w hich  are com pleted , and 
the sim ulator (w izard ) selects the a p propria te  text.

T h e  different experim en tal settings as a fu n ction  o f  the com bin ation  o f  back­
grou n d  system  and scen ario  are show n in T ab le  1. T h e  nam e refers to  the back­
grou n d  system  and the num ber o f  experim ents o f  each com bin ation  is stated 
inside the parenthesis. S ection  4  conta ins som e exam ples from  ou r sim ulations.

T h ere  are tw o system s o f  the m ost sim ple com bin ation , nam ely database 
back grou nd  system  and in form ation  retrieval; on e w here the su b jects  ask ques­
tions con cern in g  p u b lica tion s at ou r departm ent (P U B ), and on e w here they 
can  ask questions a b ou t on e o f  the edu cation  program m es (C -lin e ). T hese sys­
tem s allow  the su b jects  to  ask questions and also to  refer to  previous pieces
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Informationretrieval

Config­uration

Background system 
Data base Advisory system

P U B  (4 ) 

C -lin e  (5 )
W in es  (4 )

T ravel (3 ) H iF i (5 )

Table 1: Scenarios an d  background systems.

o f  d iscourse, but they d o  n ot allow  questions like W hich books have I  ordered^  
(con figuration ) or Is that a good cou rse?  (a d v ice ).

A  bit m ore soph isticated  is the in form ation  retrieval ad v isory  system  for 
selecting wines w here the su b jects  can  get adv ice  on  w hether a  w ine is su itable 
for som e specific m eal, d ia logue 1. H ow ever, it is not possib le  to  select on e  w ine 
for the first course and then order that w ine, i.e. con figu ration  is n ot possible. 
T h is does n ot prevent the user from  referring to  previou sly  m entioned  wines.

U:9> What do you racommend vith crab-filled avocado?
S:10> Searching ...

With crab-filled avocado a white vine is suitable 
Do you want more information about any specific vine? 

U:ll> Yes in the price range from 30 to 50 SEK 
S:12> Please wait

Do you want rhine-, mosel- or burgundy sines. Or all. 

U:13> Rhine sine 
S:14> Searching ...

The follosing sines exist ... l i s t in g  . . . .

Dialogue 1. Wines: 1 (The corpus is in Swedish eind translated for verbatim
correctness.)

A n oth er com bin ation  is con figu ration  and  database. T h is  is fou n d  in the 
travel system . H ere the su b jects  can order a  trip  to  a  h oliday  resort by  retrieving 
in form ation  from  a database and using these facts to  con figure a  trip . H ow ever, 
they can  n ot get advice , on ly  access the database. T h is  is discussed in section  
4.2.
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Finally, we have the H iF i d ia logues, w hich  are b o th  advisory  system  and 
con figu ration . H ere the su b jects  can  get ad v ice  on  H iFi equipm ent and also 
select their ow n  ou tfit. T h e  fact that a  system  is an advisory  system  does not 
prevent the use o f  can ned  texts . In fact we try  to  use pre-stored  texts and 
sentence fragm ents as m uch as possib le  in order to  get a  uniform  setting and 
am plify  the b e lie f that the su b ject interacts w ith  a  com puter.

3 Discourse Management
T h e  research rep orted  here is part o f  a  larger p ro je ct  on  designing a  general 
Swedish natural language interface. W e have a  p ilot version  o f  the system , called 
F A L IN  (A h ren berg , 1989) w hich  is a  con stra in t-based , ob ject-or ien ted  m odel 
for  a  natural language d ia logue system . F A L IN  provides a  content structure 
w hich  is an exhaustive descrip tion  o f  the utter^lnce. T h e  content structure can 
be  seen as an instantiated  case fram e and can  b e  used for  accessing the database 
o r  kn ow ledge base. A s an exam ple, the con ten t structure for  u tterance U:104 
ordered turntable in d ia logue 2, H iF i:3 , w ou ld  lo o k  like:

C L A S S :
S P E A K E R :
A D D R :
B A SIS :
A S P E C T :

SQ uestion;
S u b je c t# 3 ;
System ;
S u b je c t# 3 .0 r d e r ;
STurntable

W h en  F A L IN  builds a  con ten t stru ctu re it can access in form ation  from  what 
is ca lled  the D i s c o u r s e . S t a t e  for  finding the referent to  an anaphoric expres­
sion . T h e  D i s c o u r s e . S t a t e  con ta in s in form ation  a b ou t w hich  o f  the m any o b ­
je c ts  in trod u ced  in the d iscourse is currently  active and also pending ob jects . 
T h is  in form ation  is used to  determ in e th e  referent, i.e. to  select w hich  o f  the 
m any p ossib le  o b je c ts  in th e  d iscourse that a  certain  anaphoric expression  refers 
to . T hu s, on e  needs som e kind o f  dyn am ic d iscourse representation. T h is repre­
sentation  can  be  con stru cted  either from  the d iscourse using certain  coherence 
criteria  (see b e low ) or  like G rosz (1 9 7 7 ), and R eich m an  (1985 ), from  the task 
stru ctu re. In the present case the task structure is reflected by  the con cep tu ­
al stru ctu re o f  the kn ow ledge base, see figure 1. T h e  con cep tu a l m odel o f  the 
kn ow ledge base is a  sta tic  stru ctu re and n ot a  dyneim ically created  description  
o f  the d iscourse.

T h e  prob lem  o f  m anaging d iscourse is norm ally  d iv ided  in tw o parts: segm en­
tation  and  find ing  the focu sed  o b je c t . S e g m e n t a t io n  is the process o f  finding 
ou t w hich  parts in the d iscourse be lon g  togeth er and w here on e changes top ic. 
T h e  prob lem  o f  segm entation  is con n ected  to  the prob lem  o f  coherence in dis­
cou rse , w here cu e words (R eich m an  1985), coh eren ce relations  (H ob b s 1985), 
recen cy  and tem poral progression  (W e b b e r  1988; M erkel 1989) are regarded as 
m a jo r  coh eren ce  criteria.

T h e  f o c u s in g  prob lem  is to  find, given a  segm ent, w hich  o f  the m any dif­
ferent o b je c ts  that are actu a lly  talked a b ou t, is in focu s. T h is  is often  don e by
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Discourse

U:104> ndeied tumUbk 

S: 105> 1 j««i SoDilek LP 12 

U;106> cancel orda 

S:107>OK 

U:108> 520 n 

S:109>HiHa

Oracle Delphi Maddl 

U: 110> piicea tunublea 

S:111>TURNTABLBS . . h a i f i g  . 

U;112>o

Dynamic Discourse 
Representation

Conceptual model 
of Knowledge base

Figure 1: The Dynamic Discourse Representation

m aintaining b o th  a  reference to  the focu sed  o b je c t  (o r  o b je c ts ) , i f  any, and also 
a, possib ly  em pty, list o f  o b je c ts  that m ight b e  focu sed  later, poten tia l fo c i (P F ) 
(Sidner 1983).

4 Empirical Findings
In this section  I will illustrate the various strategies fou n d  b y  exam ples from  ou r 
corpus. H ow ever, as can  be  seen from  T able  1 there are few  experim en ts o f  each 
com bin ation  o f  scenario and background system . T h erefore  I w ill n o t g ive any 
quantitative d a ta  on  the occu rren ce  o f  the different ph enom ena  rep orted  here.

4.1 Som e General Findings

First o f  all there are in d iv id u a l  d if ife re n ce s , as can  b e  seen from  the exam ples 
in d ialogues 2 £ind 3, b o th  taken from  H iFi, the m ost com p lex  com bin ation  o f  
scenario and  backgrou nd  system . D ia logu e 2 is a  g o o d  exam ple  o f  w hat has been 
described  as ‘ te legraph ic ’ (G u in don , Shuldberg &  C on n or 1987), o r  ‘ com p u terese ’ 
(ReiUy 1987).

T h is user started  w ith  a less fragm ented  language, but w hen he fou n d  that 
it was possible to  interact in this ‘ c ry p t ic ’ fash ion  he started  to  exp lore  the 
database— n ot the language com p on en t as it m ay seem . C om p a re  th is d ia logue 
fragm ent w ith  d ia logue 3.

T h e  su b ject in d ia logue 3 is a  secretary and  she is the su b je ct w h ich  uses 
the m ost soph isticated  language con stru ctions. I have n ot selected  a  specia l part 
o f  the dialogue, a lthough  utterance 15 is ou r  longest. T h is  su b je ct w rites m ore
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U :104> ordered turntable 
S:105> Linn Sondek LP 12 
U:106> cancel order 
S:107> OK 
U:108> S20 nm 

S:109> HiFi searching:
Oracle Delphi Harkll 

U:110> prices turntables
S:111> TURNTABLES ___ listing...
U:112> order oracle

Dialogue 2. HiFi:3

U:ll> What is the price if I instead take a cheaper pair of 

loudspeakers
S:12> What loudspeakers?
U :13> The cheapest there are
S:14> 70 600 SEK

U:16> Nov I sant to change to a better pair of loudspeakers shich 
are at the most 29 400 SEK more than the ones I have nos.
The nes items I’m getting should be as appropriate as possible 
for a small room.

Dialogue 3. HiFi:l

than  on e  sentence in m any o f  her turn -takings and illustrates the fact that certain 
n on -lingu istic  fa ctors , like typ e -w ritin g  skills, affect the language.

A s n oted  above , c u e  w o r d s ,  c o h e r e n c e  r e la t io n s ,  and t e m p o r a l  p r o ­
g r e s s io n  are regarded as m a jo r  coh eren ce  criteria. In ou r corpus I found n o  cue 
w ords used b y  the su b ject to  signal the beginn ing o f  a  new  segm ent or  term i­
n ation  o f  a  segm ent and tem pora l progression  is not significant for  identifying 
segm ent shifts.

A lth ou gh  these findings seem  pessim istic con cern in g  the future o f  N LIs there 
are o th er results w hich  are m ore  op tim istic . E specia lly  the use o f  w hat I call 
R e s p /In it , i.e. responses from  the system  w hich  also include a  s y s t e m  in it ia ­
t iv e .  I f  the system  does n ot on ly  respon d  to  the user’s input, bu t also puts 
forw ard  a  fo llow  up  qu estion , the d ia logu e becom es sim pler. T h is is seen in di­
a logues 1 and  4. In d ia logu e 1 the system  takes an in itiative by  hinting on  a 
p rob a b le  new  p iece  o f  in form ation  to  the user. In d ia logue 4 the system  follow s 
a  p lan to  help  th e  user fulfil his goa l.

N o te  that I d o  n ot con sider th e  in terpretation  o f  the indexica l utterances U :8 
o r  U :10  in d ia logu e 4 p rob lem a tic  as they  axe responses to  questions posed  by  the
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U:6> We sould like to go to Corfu 
S:7> What hotel class do you vant?
U:8> The best
S:9> Hob long will you be gone?
U:10> For tuo weeks 
S:ll> Vingfritid searching

Hotel Hilton +++++ costs 6575 SEK/person 
U:12> How much does the cheapest class cost? 
S:13> Vingfritid searching

Hotel Royal ■•■++ costs 2245 SEK/person

Dialogue 4. Travel:2

system  and, as such com p u tation a lly  easier to  handle than the in itiative taken 
in for instance U :12. T h is  is a lso seen in d ia logue 1 w here for  instance u tterance 
U: 11 is a  response that cou ld  b e  interpreted  using case-fram e exp ecta tion s  like 
those described  in C arbonell &  B row n  (1988).

4.2 Techniques for Discourse M anagem ent

T h e  m otivation  for  m y stu dy  was to  exp lore  w hich  com p u tation a l m echanism s 
to  use for a  certain  com bin ation  o f  bcickground system  and scenario. I have 
identified three different m echanism s for  find ing the referent to  an indexica l, 
that are app licable  to  different d ia logue categories. I ca ll them  P roxim ity , O bject 
hierarchy  and Goal directed control.

O b je c t  p r o x im i t y  is fou n d  as the m a jo r  criterion  in th e  database  in form a­
tion  retrieval d ialogues. In these d ialogues the su b ject discusses on e  task and 
when that task is finished the o b je c t  be in g  discussed is d rop p ed  and a  new  o b ­
je c t  is in trodu ced . T h is m eans that finding the referent is n o  p rob lem ; it is the 
closest o b je c t  at hand, i.e. the o b je c t  in focu s. I f  the p rox im ity  heuristic fails 
to  find the referent, som e sim ple r e c e n c y  criteria  can  be  used, like searching 
the segm ent stack  for  the referent. C arbon ell &  B row n  (1988 ) present a  M ulti- 
S trategy approach  to  an aphora  resolution  using case fram e in form ation . T h e y  
restrict them selves to  a  single previous sentence bu t suggest the use o f  recen cy  
i f  con text in form ation  is necessary. D ia logu e 5 from  the P U B  system  gives an 
exam ple.

T h is d ia logue is very  representative for  all the P U B  dia logues and  m any o f  
the C -line dialogues. In this d ia logue the signals to  m anipu late the segm ent stack 
and creating new  segm ents is fou n d  from  the syn ta ctic /sem a n tic  stru ctu re, for 
exam ple the segm ent shift in U :15 in d ia logue 5. Further, the next u tterance, 
u tterance P U B :2 :21 , is: W hat books are there on  artificial in telligence^  T h is  
utterance can not be  seen as a  continuation  o f  any o b je c t  on  the segm ent stack , 
and thus the segm ent stack is p o p p e d  and a  new  segm ent is created .

P roxim ity  can also b e  view ed as a  sim ple variety o f  goa l-d irected  con tro l (see
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U;13> Who has written a book on linguistics?
S:14> PUB Searching. There are three authors of books about 

linguistics. Do you want to see them all?
U:16> No only one.
S:16> PUB Searching. Brown and Yule has written a book on 

linguistics.
U:17> What is the title
S:18> PUB Searching. Discourse analysis
U:19> Where is it.
S:20> PUB Searching. Owner: Hats Wir’en

Dialogue 5. PUB:2

b e low ). H ow ever, I regard this m echanism  separately  since m y goal is to  find the 
sim plest possib le  m echanism  for  each com bin ation  o f  background system  and 
scenario . T h e  reason is that on e should  n ot use a  m ore soph isticated  m echanism  
than necessary for  a  certain  app lication .

In section  three I discussed w hether the referent is to  b e  fou n d  using infor­
m ation  from  the d iscourse or  from  a  con cep tu a l m odel o f  the database. O b je ct 
p rox im ity  is on e  exeim ple o f  using the d iscourse as the source for  finding the 
referent. I f  a  con cep tu a l m od el o f  the database  is used we get w hat I call o b j e c t  
h ie r a r c h y . G rosz (1977) used partition ed  sem antic netw orks— focu s spaces—  
w hich  reflected  the task structure fo r  in terpreting d iscourse. B ob row  k. W ebber 
(1980) use a  general o b je ct -ce n tre d  know ledge representation  for syn tactic and 
sem antic processin g . F igu re 1 gives an exam ple o f  a  con cep tu a l m od el o f  the 
database  for  the H iF i d ia logues. D ia logu e 6 taken from  the travel system  dia­
logu es is a  g o o d  exam ple  o f  w hen it is m ore  o r  less im possib le  to  find the referent 
using on ly  in form ation  a b ou t the discourse.

H ere the su b ject d iscusses excursions in u tterances S :33 to  U :40. T hereafter 
the to p ic  is d rop p ed  an d  the su b ject orders his travel. T w en ty  eight utterances 
later he on ce  m ore  raises the question  o f  excursions in U :68. H ow ever, this ques­
tion  does n ot refer to  excu rsion s in  general (as b e fore ), but to  excursions on  
C orfu . In form ation  a b o u t w here the user w ants to  g o  is fou n d  in the su b je c t ’s 
ord er and using the h ierarch ically  organ ized  database the in form ation  on  excur­
sions is fou n d  by  search ing th is hierarchy.

F in a lly  w e have G o a l  d i r e c t e d  c o n t r o l .  I use the phrase goal d irected 
con tro l t o  d escribe  the m echanism  w here the system  uses know ledge abou t what 
goa ls the user has to  fulfil. G rosz  &  Sidner (1986) identify  a  d iscourse segm ent 
p u rp ose  w hich  provides in form ation  on  w hat pu rpose  a  certain  segm ent has in 
the d iscourse. C arberry  (1989) presents a  num ber o f  d iscourse goals and rules 
fo r  utterances in in form ation -seek ing  d ia logues. She also identifies a  num ber o f  
plans for  n onprim itive tasks. L itm an (1985) provides n ot on ly  plans but also
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S:33> Do you vant VingFrltid to book any excursions?
U:34> Which ones exist?
S:36> VingFritid searching. Corfu excursions: Tovn sight-seeing. 

Island tour. Buss to Glyfada, Boat tour to Kassiopi, 
ifra by night.

U:36> What is Island tour and Afra by night 
S:37> Island tour: .. listing...

Afra by night: .. listing...
U:38> Can’t I book these excursions when I arrive?
S:39> Yes you can.
U:40> Then I will not book any excursion nov

U:68> Can you send us a brochure on the excursions?

Dialogue 6. Travel:2

m eta plans. T hese studies all report the im p ortan ce  to  m odel and use the users 
expectations and com m un ication  goals w hen in terpreting an utterance.

D ia logue 2 is an ex^lmple w here know ledge a b ou t the user’s goa l can  help. 
U tterance U :108 signals a  segm ent shift from  on e turntable m od el to  another. 
T h e  user wants to  find a  turntable in the database  w ith  breadth  520 mm.^ 
H ow ever, 520 m m  cou ld  also be  interpreted as a  question  w hether the can celed  
turntable was 520 m m  or if  there is any item  in the database that is 520 m m .

T o  handle this we assum e that the d iscourse state consists o f  b o th  focu sed  
o b je c t  and potentia l fo c i (P F ) o b je c ts . A fter u tteran ce S :107, T urntables is in 
P F  as turntables are currently discussed, so  520 m m  cou ld  b e  interpreted  as 
either the breadth  o f  the canceled  turntable or  o f  any turntable. N ow , the user’s 
goal is to  com plete  an order and after can celing  on e  item  it is p robab le  that he 
will order an oth er o f  the sam e type. S o a  search for  another turntable  occu rs .

T o  sum m arize:

• P rox im ity  is the m a jor  criteria  in the database  in form ation  retrieval diar 
logues

• O b je c t  h ierarchy is im portan t for database  con figu ration  d ialogues

• G oa l d irected  con tro l is necessary for adv isory  system  con figu ration  d ia ­
logues.

În this peuticular dialogue, the user has discussed the breadth of the items before and 
therefore breadth is the aspect being discussed. I will avoid too many different details and 
therefore omit the mechanisms to handle this.
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5 Discussion
T h is  paper is som ew h at pessim istic con cern in g  the bu ild ing o f  a  general N LI, as 
the m echanism s for  h and ling  indexicais d iffer depend ing  on  b oth  task structure 
and  typ e  o f  back grou n d  system . H ow ever, d evelop in g  the various m echanism s is 
on e  prob lem  and know ing w hich  m echanism  to  use another. T h is second  problem , 
I believe, can  b e  solved  b y  the use o f  N atural L anguage Interface M anagem ent 
System  (N L IM S ). K elly  (1983) created  a natural language interface using W izard  
o f  O z experim en ts for  cu stom izin g  the lex icon  and gram m ar for a  calender system  
and G o o d , W h iteside , W ix o n  Jones (1984) report sim ilar ideas for  developing 
a  com m a n d  language. M y  idea  is to  use a N L IM S for decid ing  the priority o f  
the different d iscourse strategies. Such a  system  should  have a  com pon en t for 
m orp h olog ica l and syn tactic  analysis, a  co llection  o f  different sem antic com p o­
nents and a  co lle ction  o f  m echanism s for  d iscourse m anagem ent. T h e  language 
engineer first bu ilds a p ro to ty p ica l in terface using know ledge abou t the typ e  o f  
back grou n d  system  and a lso  m aybe som e in form ation  con cern in g  the future use 
o f  the system . T h en  he runs a  series o f  sim ulations. T hese  sim ulations are used for 
u p d atin g  th e  gram m ar and  lex icon  au tom atica lly  (Jön sson  k, A hrenberg, 1989) 
and  a lso  for  selecting the a p propria te  m echanism s for  discourse m anagem ent. 
T h e  d iscourse handler can  consist o f  m ore  than on e m echanism  w ith different 
priorities, i.e. i f  the referent can not be  fou n d  using on e m echanism  another is 
tried . O f  cou rse  the system  m ust b e  u pdated  after a  num ber o f  runs w hich also 
cou ld  im p ly  that new  sim ulations need to  b e  perform ed.
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