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Abstract

In order to generate colloquial language within the computational lin-
guistics paradigm the problems of co-occurrence must be solved. As of
yet research on co-occurrence has mostly focused on problems of syntax
and selectional restrictions to describe the contextual relation within the
sentence. Collocations and idioms have been neatly put aside as a unified
problem to be dealt with in the lexicon or not at all.

In this paper collocations are defined according to the principles of
semantics and a suggestion as to how to work on the retrieval of colloca-
tions, focussing on adjective noun constructions, from a text corpus will

be made.

The research was carried out at the Center for Machine Translation,
Carnegie Mellon University, together with Sergei Nirenburg and heavily
inspired by Professor Allén’s (Allén et al's 1975) work on collocations.

1 Defining Collocations

Idioms and collocations are two very different problems on a semantic level.
The early definition of collocations (Firth 1957, Benson 1985) as being anything
that frequently co-occurs can no longer be accepted. This definition discards the
principle of syntactic atoms and would thus include such frequent patterns as
‘it is’ etc. Adding the constraint of atomicity would eliminate such patterns but
would not be sufficient to distinguish between idioms and collocations.

Collocations are a string of words that co-occur under restrictions not de-
finable by syntax nor selectional restrictions alone. These restrictions can be
referred to as lexical restrictions since the selection of the lexical unit is not
conceptual, thus synonyras cannot replace the collocate. The meaning of a col-
location is compositional whereas the meaning of an idiom is not.

Collocations are compositional with hierarchical relations among the lexical
units. The previous structural surface definition including a head, as the main
word in the construction, and a collocate, as the supporting word is acceptable
as is.
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2 Detecting Collocations in a Text

A multi-word idiom often violates selectional restrictions due to metaphorical
use of words whereas a collocation will not. Thus an idiom may be detected in
failing parses where a collocation will be parsed undetected. Collocations are
‘permitted patterns’ in contrast to idioms that are often ‘prohibited patterns’
within the selectional restriction frame.

Permitted pattern: ‘large coke’
Prohibited pattern: ‘as large as life’

The borderline between the two is difficult to draw. Such questions as is ‘shin-
ing truth’ a collocation or an idiom are indeed not easily answered. Objects that
‘shine’ have the property TO_REFLECT_LIGHT and are +CONCRETE. The property
list of “Truth’ does not include these and should they be added it would result
in extreme over-generation together with the possibility of faulty parses. Thus
‘Truth’ cannot ‘shine’ except in a idiomatic sense and will therefore be treated
as an idiom.

Ambiguities may arise between an idiomatic meaning and non-idiomatic.
Similarly, ambiguities may arise between a collocational meaning and non collo-
cational meaning as in the example:

Decide on a boat.

Where ‘on’ is a preposition or a collocate. Out of context the sentence has
two meanings and there is no way of deciding which is the right one. In such cases
contextual information is the only disambiguating factor. Thus the manual labor
involved when working on collocations will involve going through the corpus to
detect the collocations as well as systematically entering them in a lexicon.

Retrieving collocations is not an easy task for a native speaker, simply due
to the fact that a collocation is the natural way of expression that is more easily
detected through violations in generation, in the output from a natural language
system or a non-native speaker. It would be futile to provide a human user with
the same interactive knowledge acquisition tool to work on both collocations and
idioms.

Consider the sentences

There is a little light in the window.
There is a small light in the window.

The lemma ‘light’ has three different lexemes in Longman’s, lexeme one, the
noun, has sixteen senses. Of these the first five are most likely to appear in
technical texts.

Light (cat NOUN)

sense 1: natural force U property: QUANTITY

sense 2: source of light C  property: SIZE

sense 3: supply of light U property: STRENGTH, QUALITY
sense 4: light (as time) U  property: QUANTITY

sense 5: set burning C property: QUANTITY
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The abbreviation ‘U’ stands for uncountable and ‘C’ for countable. The ad-
jective little has four senses, linked to three scales.

Little—(cat ADJ)

sense 1: small scale: SIZE
sense 2: short - time scale: TIME
sense 3: young scale: AGE

sense 4: (idiomatic)

The scale QUANTITY, which is probably the most frequently used meaning of
‘little’, is not present in the dictionary definition. It matches senses one, four,
and five of ‘light’.

The adjective ‘small’ has seven senses in Longman’s. The last four have no
relevance as to scaler meanings.

Small (cat ADJ)

sense 1: little in size, scale: SIZE
weight, scale: WEIGHT
force, scale: STRENGTH
importance scale: IMPORTANCE
sense 2: doing only a limited
amount of X scale: ACTIVITY
sense 3:  very little, slight
(with U nouns) scale: QUANTITY

Sense one of ‘small’ is very heavily compiled, for whatever reason. The scales
of the two adjectives can be linked to the properties of the two concepts in a)
and b).

a) Light ($IS-TOKEN-OF LIGHT)
b) Light ($IS-TOKEN-OF LIGHT-BULB)

Where a) represents sense one with the property QUANTITY, that given a
modifier with a quantitative meaning, will give access to a certain position on
the scale QUANTITY. In this case the position is represented by ‘small’ and ‘little’
as equivalent synonyms.

Sense two is represented by b) with the property SIZE that similarly gives
the position on the scale SIZE, representing the equivalents ‘small’ and ‘little’.

As for analysis this seems futile, since input texts are regarded as correct
and the adjective is already present. However it is not possible to access an
unambiguous result. Parsing at its best, and lexical mapping i.e. mapping surface
expressions to concepts, will give two possible concepts, in a case where there is
no ambiguity. Thus lexical restrictions would disambiguate between the concepts.

In generation the wrong choice of adjectives will lead to a wrong interpreta-
tion by the reader.

In order to be able to generate any information regarding these links the
sentences need to be analyzed conceptually, that sort of analysis is only provided
by knowledge based formalisms using ontologies and human interaction to ensure
unambiguous results from the source language analysis.
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3 Knowledge Based Machine Translation

At the Center for Machine Translation, Carnegie Mellon University, research has
been carried out for some years on knowledge based machine translation. The
most recent result is a prototype system (KBMT-89) delivered to the financier,
IBM Japan, in february 1989.

The prototype system consists of different modules for natural language anal-
ysis, knowledge acquisition, and natural language generation. The system is an
interlingua system relying on human interaction for disambiguation of multiple
parsing results. The user is aided in the disambiguation process by the Aug-
mentor, a specially built interaction component that allows the user to choose
between the ambiguities at hand. The result is a meaning representation (inter-
lingua) that is then the input of the generation component.

The analysis is based on a LFG like grammar together with the seman-
tics present in the knowledge base or the ontology, the surface expressions are
mapped on to the conceprs in the ontology giving optimal grounds for knowledge
acquisition.

Due to the fact that the result from the analysis and human interaction
is unambiguous with links to the correct concepts, a filter for generation and
disambiguation for the analyzed language can be generated. How this is to be
systemized will be published in a forthcoming paper.
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