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A system for object-oriented dialogue in Swedish

1. Introduction

T w o  m odels for sem antic interpretation  that are currently being developed  are 
constrzunt-based m odels (e.g. Fenstad et al. 1985, H alvorsen 1987) and m odels 
em ploying ob ject-or ien ted  know ledge representation form alism s such as fram e systems 
or sem antic netw orks (e.g. B o b r o w tW e b b e r , 1980; Sondheim er et ad. 1984, Hirst 
1987). This paper describes a diaJogue system  for Swedish in w hich I wish to  com bine 
features o f  b oth  m od eb . A  large part o f  its linguistic know ledge, including sem antic 
and pragm atic know ledge, is expressed 33 constraints. The sem antic ob jects  associated 
w ith linguistic expressions in the interpretation  process 3 ie  elem ents o f  a sem antic 
netw ork. M oreover, con str2unts and ob ject descriptions play a m ajor role also in the 
treatm ent o f  con text.

T he system , called  F A L IN , is being developed  w ith the follow ing purposes in mind: 
F irst, I w ant to  investigate and dem onstrate the possibilities o f  integrating syntactic, 
sem antic 3nd  pragm atic know ledge in the interpretation  process while still having that 
know ledge in separate m odules. Second, I w ant to  investigate the possibilities o f 
treating d ialogue phenom ena such as indexicality and coherence w ithin such a system . 
T he results w ill be used in the design o f  a larger and m ore general system , LINLIN 
(the L inköping N atutral Language Interf2ice; see A hrenberg et al., 1986; Ahrenberg 
1987).

A s application  I have chosen a sim ple draw ing system  where the hum an pairtner can 
draw , m anipulate and ask questions about geom etrical figures on  a screen. The reason 
for this choice  is that a visible dom ain makes it quite obvious whether the system  is 
interpreting inputs correctly  or not.

T he system  is still under construction . The m orphological 2ind syntactic com ponents 
are in operation  w hile the sem antic com ponents are still to  be integrated in the system  
and the pragm atic com pon en ts d o  not yet exist. In this paper I therefore concentrate 
on  the prob lem  o f  expressing and distributing sem antic constradnts, i.e. the rules that 
express the con tribu tion s o f  lexical and gram m aticeJ elem ents to  the interpretation of 
the expressions o f  w hich they are part. First, I give a short overview  o f the system ’s 
architecture.
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2. System overview

The interaction with FA L IN  is restricted to  sim ple sequences o f  the kind that can be 
expressed by finite autom ata. The basic sequences are, w ith the user’s m oves first: 
Q uestion /A nsw er, In stru ction /E xecu tion  and A ssertion /A ccep tan ce . The system  may 
also ask questions o f  the user in the process o f  interpretation and inform  h im /h er o f 
problem s with the input.

The system  will always try to classify an input in term s o f  the illocutionary categories 
that are allowed. This classification to  a large extent determ ines w hat actions the 
system  will execute and w hat inform ation it will present to  the user.

The smalyzer aind the knowledge bases that it heis access to  are illustrated in figure 1.

The morph dictionary  consists o f  a stem  dictionary and a set o f  affix  d ictionaries, all o f 
them  com piled into letter trees. A ll entries are in their surface form  (cf. Karlsson, 
1986). Fixed expressions com prising m ore than one graphical w ord  such as t dag

Figure 1: A n overview  o f F A L IN ’s analyzer.
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(today) or hur många (how  m any) are included in the stem  dictionary. The m orph 
d ictionary can be searched in different m odes, e.g. one may choose to look for only one 
analysis o f a given string, or all o f them , or one m ay include or exclude the possibility 
o f  analyzing a w ord aa a com pound.

A  m orph in the dictionary is associated w ith a set o f  m orphem es. W ith each 
m orphem e there are associated a continuation class o f  suffix lexicons and, optionally, a 
flag guiding the continued search. A  m orphem e is either a stem  or an affix. A  stem 
m orphem e carries inform ation about syntewrtic category, m orphosyntactic features and 
meaning. The m eanings o f  a stem  m orphem e are collected  in a lexem e set, where a 
lexem e identifies a unique sem antic ob ject as value o f  a sem antic attribute. Basically, 
there is one lexem e for each sense o f  the m orphem e. A n afHx m orphem e is associated 
with m orphosyntactic features and, possibly, inform ation about category changes that 
it induces.

G iven a string such aa cirklarna (the circles) the dictionary search will result in the 
structure ( la ) .  T he first elem ent o f  this structure, N, indicates syntactic category and 
the second elem ent, ICirkel, identifies a lexem e set. The content o f  the lexem e set 
m ay be ( lb )  where each different item  identifies a node in the netw ork. A t that node 
further inform ation  about this sense o f  the m orphem e can be found. For instance, 
(^ C ir c le # ! m ay represent the geom etrical concept o f  a circle whereas <kCircle#2 may 
represent the sense o f  ” study circle” .

( la )  (N  (ICirkel) ((G E N D E R  
(N U M B E R  
(S P E C  
(C A S E

Utral)
Plural)
D efinite)
Unm airked))))

( lb )  ICirkel =  ( (T Y P E  iz C ir c le # !)  (T Y P E  i iC ir c le # 2 ))

The Lexica l-F unctional Gram m ar is a phrase-structure gram m ar with annotated 
functional schem ata in the style o f Kaplan<S^Bresnan (1982). It deviates in several 
respects from  the current theory smd practice o f  LF G , however. There are no semantic 
form s and no attribute P R E D . Instead o f  P R E D  an attribute L E X  is used. The value 
o f  L E X  is a lexem e set. A n  im portant difference between L E X  and P R E D  is that LE X  
is not ob ligatory . Consequently properties such as coherence and com pleteness o f 
functional structures are not determ ined by functional inform ation, but are induced 
from  sem antic constraints associated with ob ject type definitions.

In the interpretation  process an input sentence is assigned three structures: a 
constituent structure (c-structure), a functional structure (f-structure) and a semantic
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structure (s-structure). The c-structure is a phrase-structure tree whereas the other 
two structurus are descriptor structures encoding inform ation in term s o f  attributes 
and V2dues. The f-structure encodes gram m atical inform ation, in p 2Lrticular inform ation 
about gram m atical relations and m orphosyntactic features. The s-structure encodes 
inform ation about the input sentence regarded as a message. T hus, it is not a sem antic 
structure in a strict sense, since it represents a contextually adequate interpretation o f 
the input and contextual feu:tors are used in its construction. Partial structures for 
sentence (2) are shown in figures 2a-2c.

(2) R ita  en cirkel i övre högra hörnet.
(D raw  a circle in the upper right corner.)

VIMP

Rita cirkel övre högra hörnet

Figure 2a: A constituent structure.

LEX
M OOD
VFORM

OBJ I
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Imperative

”lex
NUMBER
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”lex
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M OD
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I lex
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Figure 2b: A functional structure.
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ifcDraw
1
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CARD 1

_M O D E Not-given _

T YPE (S^Corner
CARD 1
M ODE Given
VPOS Up

_HPOS Right __

Figure 2c: A sem antic structure.
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T o  be w ell-form ed the three structures m ust be in a relation o f  proper correspondence. 
The constraints on proper correspondences between c-structure and f-structure are 
stated in the lexical-functional gr2unmar whereas the constraints on proper 
correspondences betw een f-structure aind s-structure are included in the definitions of 
individual ob ject types and attributes. A lso functional attributes are assigned such 
const radnts. I refer to  these latter rules collectively as Synt2u:tic/Sem antic 
correspondences, or Syn /S em -correspondences for short.

The dom ain know ledge o f  the system  is encoded in a sem antic network with data 
structures representing ob ject types, ob ject instances and attributes. The ob ject types 
represent concepts such as ” circle” , ” line” and ” instruction” and carry inform ation 
about supertypes and subtypes, part-w hole relationships and ” prototypes” . A  
prototype expresses constraints on the values o f  attributes that aie allowed for 
instances o f  the type. As said above they also carry linguistic inform ation specific to 
the type. For instance, the ob ject type for ” circle” will contain the inform ation that it 
is included in the lexem e set ICirkel. The ob ject type for ” instruction” will contain the 
inform ation that an instruction can be constituted by  means o f  an im perative 
utteremce. Sim ilarly, attributes representing sem antic roles contain inform ation about 
how  they are expressed linguistically, whether by lexem es or gram m atical relations.

A n ob ject instance has a unique internal nam e and a description. An illustration is 
given in (3 ).

(3) C ircle29: ( (T Y P E
(C E N T R E
(R A D IU S
(C O L O U R

< k C ircle# l)
P o in tl3 )
6)
Black)

(R E S U L T -O F  D raw 4))

The discourse dom ain  basically consists o f  all the ob jects  that exist, i.e. are part o f the 
netw ork at any given stage in the discourse. H owever, w ithout im posing som e kind of 
stratification  on the discourse d om 2dn it will not be possible to  handle anaphoric or 
im plicit reference. There have been various suggestions how this should be done (e.g. 
G rosz, 1977; A lshaw i, 1987). The first m ethod that will be explored in this system  is to 
introduce an ob ject representing the system ’s view o f ” a dialogue state” at any given 
m om ent. T he description  o f  this ob ject, w hich will com prise context factors such as 
speaker, addressee, current top ics, current visible ob jects  etc, will then be updated for 
each new utterance.

The processor consists o f  a chart parser com m unicating with m odules that classify 
descriptions and determ ine their referents, if any. The chart parser presently works in 
a bottom -u p  m ode building c-structure and f-structure in paredlel. Thus, the 
consistency o f  functional inform ation is checked whenever a task is executed. The
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parser has certain determ inistic traits, which I will not describe here, but it will adways 
find an analysis if there is one.

The role o f the classifying com ponent is to determ ine an appropriate ob ject type for an 
s-structure constituent. Som etim es a T Y P E -descrip tor can be determ ined easily from  
the lexical inform ation, but there are several com plications, such as disam biguation 
and the handling o f  headless phrases. A  general requirem ent is that, if  a lexem e set heis 
been indicated, the value o f  T Y P E  must be an elem ent o f  that set. O ther descriptors 
o f the sem antic structure are required to  be com patib le with the TYPEJ-descriptor 
according to its prototype.

The task o f the referent identification com ponent is to determ ine referents o f the 
description found in an s-structure constituent. Not all s-structure constituents will 
refer to an aJready existing individual, o f  course. For these there is still a need to 
determine a m ode o f  application o f  the description , i.e. the conditions under which a 
referent will exist.

The sem antic structure eLSSOciated w ith a constituent will norm ally not be constructed  
until the constituent is ju d ged  syntactically com plete by the parser, i.e. when an 
inactive edge is proposed for introduction  into the chart. Thus, a constituent such as 
en svart fråga  (a  black question) may be rejected by the analyzer on the grounds that 
descriptions o f  questions cannot contain descriptors refering to colour. Sim ilarly, 
sentences such as (4) and (5) will be disam biguated when sem antic constraints are 
taken into account. For instance, an active edge spanning the w ords flytta  cirkeln  o f 
(5) and looking for a locative adverbial can com bine syntactically with an inactive 
edge spanning the w ords i hornet, but the proposed edge will be rejected  on sem antic 
grounds, since the location  expressed by the latter w ords w on ’t be o f the appropriate 
type for a m ovem ent action.

(4) R ita  cirkeln i hörnet.
(D raw  the circle in the corner.)

(5) F lytta  cirkeln i hörnet.
(M ove the circle in the corner.)

3. Rules for syntactic/semantic correspondences

The relation betw een syntactic structure and sem antic structure is perceived in 
different ways by different theories. O ften som e form  o f  an isom orphism  hypothesis is 
adopted. In form al sem antics and other schools auiopting a ” rule-to-rule” -principle the 
correspondence is a derivational correspondence, not a structural one. This approach 
has also been used in natural language processors, e.g. in the R osetta  project (A ppelo
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et al. 1987). O ther natural language processors rely im plicitly or explicitly on 
structural isom orphy betw een syntactic and sem antic structures (e.g. Lytinen, 1987; 
Danieli et al., 1987). W hile I believe that simple one-to-one relations between syntactic 
and sem antic elem ents are sufficient too handle simple language fragm ents, I also feel 
that there are lim its to  such a m ethodology. There are synt2Lctic constituents that 
correspond to no sem antic ob ject (e.g. form al subjects and ob jects ), there are those 
that correspond to m ore than one sem antic ob ject (e.g. locutionary and illocutionary 
contents) and there are cases where several syntactic constituents relate to  one and the 
same sem antic ob ject (e.g. idiom s, adjectival attributes). Such structural m odifications 
are easily expressed by descriptor schem ata. M oreover, semauitic schem ata can be 
associated w ith syntactic ob jects  and, in the other direction , functional schem ata can 
be associated w ith sem antic ob jects . A lso, descriptor schem ata can be aissociated with 
contextual fax:tors in very m uch the same way as they are associated w ith syntactic 
ob jects.

A nother question is what syntactic constituents should be considered relevant for the 
correspondence rules. H alvorsen (1983) defines the correspondences in terms o f 
translation rules w hich associate functional structures w ith sem antic structures. The 
sem antic structures have quite a restricted form , how ever, (equivalent to  form ulas o f 
illocutionary logic) and em ploy only a lim ited num ber o f  attributes.

Halvorsen (1987), on the other hand, states the correspondences already at c-structure 
level. T he correspondences betw een functionaJ and sem antic structures are captured by 
means o f  a p rojection  operator, cr. The projection  operator takes functional structures 
as argum ents and returns the corresponding sem antic structure. A  schem a associating 
the subject constituent w ith  the first argum ent o f  a verb is w ritten as in (6).

(6) {{a  T) A R G l)  =  (ct( t SU B J))

Schem as o f  this kind are attached both  to  lexical entries and to rules in the graunmar. 
A  schem a such as (6) w ould  be attached to  every verbad stem  in the language that 
allows this correspondence, i.e. the great m ajority o f  verbs. The lexical entry for the 
verbal stem  kick is specified as follow s {ibid. p. 9):

(7) KICK V S-ED {{a T) REL) = KICK 
(T PRED) = ’KICK’
{{a t) ARGl) = ((t(t SUBJ)) 
{{a T) ARG2) = (ct(t OBJ))

There are som e disadvantages with this m ethod, however. First, correspondences of 
the type in (6) are not stated as rules, in particular not as rules about subjects and 
first argum ents, but as specific inform ation about individual w ords, and, since there 
are m any adternative correspondences, lexical entries tend to  be overloaded with 
inform ation. This is actually a generzd problem  with lexical-functional grammars where
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lexic2J entries are fully specified. Second, the role o f  the functional predicate ’K IC K ’ is 
unclear. If inform ation about predicate-argum ent structure is m oved  from  functional 
structure to  sem antic structure, as Halvorsen suggests it should, it seems to  be o f  very 
little significance.

In FA LIN  correspondences o f  the type (6 ), although in a sUghtly different form , are 
associated directly w ith the attributes SUBJ and A R G l as elem ents o f  the network. 
Through inheritance they becom e available to  any relation that accept A R G l  (or one 
o f its subattributes) sls an attribute.

Sem antic attributes such as A R G l and A R G 2  can be regarded as abstract sem antic
roles (cf. W achtel 1987). Roles such as being the agent o f  an act o f  draw ing or the
speaker o f  an utterance are differentiations o f  A R G l, whereas the result o f  a draw ing, 
i.e. the picture, and the message o f  an utterance £ire d ifferentiations o f  A R G 2. 
A lthough these attributes are not in them selves representing graimmaticaLl functions, 
they allow the form ulation o f  simple rules for the interpretation  o f gram m atical 
relations.

Rules that induce a different m apping between graimmatical relations and sem antic 
arguments, such as rules for passive constructions, will also have their results stated on 
the descriptions o f  the attributes involved instead on the descriptions o f  individual 
verbs. Individual verbs need only be specified for the kinds o f  m apping they perm it. 
Thus, if we include both  the active and the passive cases in the sam e rule, we get
som ething o f  the form  o f  (8 ). The arrows have their usual interpretations as
m etavariables for corresponding structures. T o  distinguish functional and sem antic 
structures the latter are indexed by a lowered ’s ’ and the form er by an ’f ’ . Schemas 
w ithout arrows state conditions on the structure in which the attribute itself occurs.

(8) SUBJ: { (P A S S IV E  Y ES) (t  ̂ A R G 2 ) =  /

(P A S S IV E  N O ) (T A R G l)  =  i  } 
s s

Conversely, the description o f  A R G l  will be as in (9 ), where (A V  O B J) identifies the 
agent relation in a passive clause.

(9) A R G l: { (Tj P A S S IV E  Y E S ) (t  ̂ A V  O B J) =  /

(Tj P A S S IV E  N O ) (Tj SU BJ) =  }

By distributing the functional schem as in the sem 2uitic network we reduce m uch o f  the 
lexical overloa^ling in ordinary lexical-functional granunars. Every different sense o f  a 
m orphem e is given its own entry. M oreover, when a stem  is part o f  an idiom  or other 
polym orphem ic item , inform ation about this is not only attached to  the stem , but also
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to  the relevant node in the network. For instance, the m orphem e ta (take) is 
associated with a LE X -value, !Take, that have a fairly large num ber o f different 
senses. In this set we w ould  also find the action & Take-aw ay, expressed in Swedish as 
ta bort. This item  is distinguished from  all the others in the same set by a special 
condition  on functional structures expressing it, i.e. that it contains the tw o 
descriptors in (10) at top  level. Here, P R T  is sn  attribute representing a verbal 
particle.

(10) <kTake-away (T L E X ) =  !Ta
( tJ P R T  L E X ) =  !Bort

A  functional structure m ay correspond to  a content structure in tw o different m odes. I 
distinguish a constitu tive  (or illocutionary) m ode from  a strict (or locutionary) m ode. 
T he utterance o f  an expression constitutes an illocutionary act, i.e. an ob ject instance 
o f  a particular illocutionary type. The description o f  this ob ject is said to  correspond 
to  the functional structure o f  the expression in the constitutive m ode. The descriptions 
o f  the ob jects  referred to  in the utterance, on the other hand, are said to  correspond 
strictly  w ith  the f-structures o f  their refering expressions. C onstitutive correspondence 
will be indicated by  double arrows, iy auid to distinguish it from  strict 
correspondence.

O f the linguistic elem ents that pEirticipate in constitutive schem ata I will here only 
consider m ood  descriptors. A  rule for the im perative m ood  m ay be form ulated as 
follow s:

(11) (M O O D  Im perative): (1V T Y P E ) =  ^ In stru ction
A G E N T ) =  <DS S P E A K E R >

(^ P A T IE N T ) =  <DS A D D R E SSE E > 
A C T ) =
A C T  A R G l)  =  {it P A T IE N T )

Here DS is a reference to the description o f  the discourse state. W hen an s-structure is 
con structed  by m eans o f  (11) the current values for the indicated attributes o f the 
discourse state will be retrieved. The fourth  schem a relates the tw o different 
corresponding s-structures to  each other, thus integrating the locutionary m eaning into 
the description  o f  the illocutionary act.

T o  be properly corresponding an f-structure and an s-structure m ust meet certain 
general requirem ents. The functional attributes and descriptors C2ui be divided into 
tw o classes, sem antically relevant and sem antically irrelevant. The latter descriptors
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play no role in the correspondence relation, whereas every sem antically relevant 
functional descriptor must correspond to a structure o f  sem antic descriptors according 
to one o f  the syn /sem -correspondences defined for it. B oth  f-structures and 
s-structures must be consistent and determ ined. M oreover, the s-structure constituents 
must be typed, com patib le w ith a prototype and specified as to how  they apply as 
descriptions o f  ob jects  in the discourse dom ain. N ot all inform ation in s-structures 
have a counterpart in functional descriptors, however. It m ay instead be retrieved 
from  the discourse state. A ll this means that there is no requirem ent on strict 
isom orphy, whether derivational or structural, between f-structures and s-structures. 
Still, the use o f schem ata and the postulation o f  only tw o classes o f  correspondences 
make the fram ework both  principled and restricted.
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