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This paper surveys problems encountered in studying the logico-semantic
form and discourse problems of Finnish query sentences. We call the
logico-semantic form a predication graph. The basic framework we use to
represent the 1logical form of Finnish query sentences is an annotated
logical tree transformed from the dependency parse tree wusing graph
transformations of the AWARE-system. Examples of analysing elliptic and
anaphoric expressions are given. Finally, some <critical points of
computational semantics are discussed.
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1 CANONICAL STRUCTURE

One of the main objectives of the logico-semantic level is to give those
utterances that differ only syntactically a uniform representation. This
representation is a predication structure with predicates and their
arguments. For example, the expressions "valtiot, ijotka tuottavat
laivoja" (countries that produce vessels) and "laivoja tuottavat wvaltiot”
(countries producing vessels) would lead into a single logico-semantic

form something like as follows:

PRODUCE
|
B - --- +
! i
COUNTRY VESSEL
PL PL

The arguments are kind of typed variables. The expression could also be
stated: produce(X,Y) and country(X) and vessel(Y). An argument may
further be another predication. If the word ‘countries’ were replaced by

‘nordic countries’ then the resulting structure would be:

PRODUCE
N
Fmmm———— Fmm———— +
! !
SITUATION VESSEL
! PL
+--=-- +o---- +
! !
COUNTRY NORDIC

PL
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This could be also expressed with a clause: produce(X,Y) and country:X:
and situation(X,nordic) and vessel(Y). Our representational form makes
the variables in the logical form implicit thus making it more readable.
The choise of the variable to be passed to an upper predication is demand

driven. The solution is based on the ideas of polymorphism.

2 CHOICE OF PREDICATES

There are two essential decisions to be made when the predicates for
logico-semantic form are selected. Firstly, does the system interpret the
semantic content of utterances strongly thus making possibly also strong
reduction or does the system rely on the original form by using the verbs
with their valences as predicates with arguments? Secondly, one must

decide whether the predicates are general, specific or both.

2.1 GENERAL PREDICATIONS IN NLI FOR DATABASES

The selection of predications is not determined by the features of the
ANARE-system. General predicates as well as specific ones may be used.
The degree of canonization depends on the person(s) who makes the semantic
modeling, too. In the natural language interface for databases, SUOMEX
(J4ppinen & al. 1988) we use general predicates. At conceptual level
these predicates reflect the entity-attribute-relationship (EAR) approach
for conceptual modeling. This 1is motivated by the fact that these

predicates reflect the conceptual models of the databases.

Let’'s assume that we have companies with a branch of business and certain
properties (or attributes). Here we have an example of using AWARE
transformation rules to create predication structure for expressions 1like
"Anna metsdalan yhtididen 1liikevaihto!" (Give the turnover of the

companies in forestry).
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The first rule instance matches to dependency structures (for more about
dependency parsing see Lehtola et al.,1985 or Valkonen et al.,1987) where
the dependent is restricted to be a particular branch and the regent 1is
any synonym for company. This very simple rule contains only semantic
conditions in addition to the dependency structure specified. Further
syntactic checks could be added to avoid overgeneration.

X2
(EQUALTO: company)
!

!
X1

(AKO: branch)

=)
'HAVE-PROPERTY
|
Fomm— - pom—---- +
! !
ROOT-ONLY X1
X2

The second example is an instance of a rule for covering expressions
stating an entity to have a certain property. The entity here could be a
company, companies, companies in certain branch etc. The expression 1is
allowed to have an specification of point or interval of time.

X2
(AKO: attribute)
ANYORDER
ANYOPTS
(REST (AKO: time_expression))
]

X1
(AKO: entity)
GenAttr
ANYDEPS

=)
"HAVE-PROPERTY
!
to-mm - B +o-mmm - +
1 | |

X1 ROOT-ONLY REST
X2
The predication structure of the expression "Ndytd metsdalan yritysten
liikevaihto wvuodelta 1983!" (Show the turnover of the companies in
forestry in 1983) is shown below.

HAVE-PROPERTY
|

e e to————- - +
! ! !
HAVE-PROPERTY TURNOVER YEAR
! !
D R + o +
! ! !
COMPANY BRANCH 1983
PL forestry
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To emphasize the generality of AWARE, one must state that the choice of
predicates such as 'HAVE-PROPERTY' follows from its use as a part of a

database interface.

2.2 CONCEPTUAL HIERARCHY

Nodes in graph transformation rules may ccntain semantic restrictions.
For each restriction a proper level of generality is needed. Informaticn
about conceptual classes is in a form of hierarchy (compare to Grozs =2t
al, 1987). The wuse of semantic restrictions and their relation to the
conceptual hierarchy could be exemplified with pair of expressions like
(1) "Peter’'s car" versus (2) ”Peter;s wife". The first expression could
be transformed into predication 'OWN’ but the latter one presumably not.
The classification into 1living and non-living objects can be used to

refine the transformation to match appropriately.

3 DISCOURSE ANALYSIS WITH GRAPH TRANSFORMATIONS

In many cases it is not possible to interpret a sentence without solving
references to the other sentences of the discourse. The AWARE-system
makes it possible to analyze also the context of an utterance rather than
only a single dependency structure. The expressions of the discourse are
gathered under a single node called 'Discourse Node’ (DN).

Discout?e_node

to—————- o +
! ! !

series of expressions

The transformations may refer to DN giving a convenient possibility to

handle anaphoric and elliptic utterances.
3.1 SOLVING ANAPHORA

In a sentence a word may refer backwards to another word, group of words
or a whole sentence replacing it. Pronouns a}e the most typical case.
Here we give some examples of dependency structures with anaphoric

reference.
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(1) "Luettele yritykset, joilla on yiti 1000 tydntekijdd'"
(Give a list of the companies that have over 1000 employees!)

Luettele-+

Predicate!
|
+--yritykset-+
Object !
|
| +---,
! ! Comma
! !
! +--joilla--+
! ! Adverbial
! !
+-on-+
RelAttr
!
! +-yli
! ! QuantorAdvAttr
! !
! +1000-+
! lAttr
|

! !
+--tydntekijadd+
Subject

In the example a relative pronoun refers to an antecedent inside the same
sentence. A pronoun may also refer to an antecedent in a previous
sentence.
(2) "Milld yrityksilld on yli 1000 tydntekij&az"

(Which companies have over 1000 employees)

"Mikd on niiden vuosittainen liikevaihto?"
(What is their annual turnover?)

+Millad
l1Attr
'PreQP
!
+---yrityksilla-+
| Adverbial
! SimpleSP
!
on------ +
Predicate
CopVP !
1
! +-yli
! ! QuantorAdvAttr
! !
! +1000-+
! lAttr
! !
+--tydnteki jda--+
Subject
+--Mikéd
! Subject
! PreQP
i
on------ +
Predicate
CopVP !
i +niiden
! !GenAttr
! 'PreQP
! !
+--liikevaihto--+
Complement
SimpleSP
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A pair of expressions given here and especially the anaphoric reference

can be analysed with the rule given below.

Discourse_node
I

e i o m e m - - +
! !
X3 XS
"HAVE-PROPERTY ‘'HAVE-PROPERTY
! ! 3E ¥4
(EQUALTO: company) ANYDEFS SenAttr {AKO: zattribute}
PL PL ANYDEFS
ANYDEPS

Discourse_node
|

D e T R e T +
! !
X3 ROOT-ONLY

X5
!

R $o------ +

! !

X3 X4

The node with "niiden" (plural and genetive of *"se") 1is replaced with

reference to the structure bound to variable X3.

3.2 ELLIPSIS

Often an elliptical sentence is preceeded by a complete sentence, which

contains the lexical entities left out from the elliptical sentence.

The first problem is to verify whether an expression is elliptical or not.
Some heuristic rules exist but generally the decision cannot be made
deterministically by analysing the sentence itself. Those heuristics

might include:

- a certain expression is used together with elliptical utterance.
("Entds ...","What about ...")
- the case of nominal phrase is other than nominative.
("Annen?", "Ann’'s?") .
- nominal phrase is in comparative
("Enemmdn kuin Helsingissd?","More than in Helsinki?")
- transitive verb has no object
("Myyty vuonna 1983?","Sold year 1983?7")
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The expression (1) "Turnover of Nokia?" could be understood as “"Give me

turnover of Nokia!". If the previous expression were (2) "Is the numkter
of employees of Huhtamdki greater than the average in forestry” it would

most propably be understood as elliptic.

Our tranformation rule example for analysis of anaphora had the discourse
history as set of logico-semantic forms. AWARE-system may also be used to
match parts of current expression towards the dependency structure of

previous utterances.

The discourse structure of expressions (1 & 2) is shown below:

‘Discourse_node
|

D i et R T e R +
! !
"OLLA "LIIKEVAIHTO
‘'Predicate ‘'Head
| |
e e e + R +
! ! !
'TYONTEKIJAMAARA ' SUURI "NOKIA
‘Subiject ‘Complement ‘GenAttr
| 1
te————- + +-----=-- e +
! ! !
'HUHTAMAK I KUIN "METSAALA
"GenAtctr AdiConjAttr "'AdijFcstAttr
e +
!
"KESKIMAARIN
"Adverbial

Let’'s consider a rule for handling an ellipsis like this. The right hand
side of the rule would contain a reference from the node 'LIIKEVAIHTO'
(ie. turnover) to the node ‘'TYUNTEKIJAMAARA' (ie. number of employees)
thus producing a directed acyclic graph (DAG). DAGs are usually formed

when elliptical and anaphoric expressions are analyzed.

4 SEMANTIC MODELING

4.1 TRUTHCONDITIONS

The view applied in this representation is that the sense of an utterance
depends on its truthconditions. This assumption is to be seen as a basis
for the way how we handle the logical aspects of natural language. Though

we are aware about the limitations of this approach in accordance to other
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aspects of natural language.

4.2 DEPTH OF SEMANTIC ANALYSIS

The conceptual size of the domain a NLU system is developed for largely
determines the semantic modeling needed. This could trivially be
understood as an linear relation between the size of domain and the
semantic model. Actually, if new domain areas are introduced part of the

preceeding semantic modeling has to be corrected.

Let’'s consider again different ways of expressing ’'possession’. In most
of the cases ‘to own’ and 'to belong to’ could be canonized. Compare
examples below:

“This car belongs to my father"
"My father owns this car"

This general rule does not hold in all of the cases, though. Consider for
example the following sentences:

"My heart belongs to my daddy"

"My daddy owns my heart"
Such examples are not just peculiarities but show the inherent character
of natural language. One important consequence from this is that the
methods and tools for semantic analysis should take 1into account these
features (see e.g. Michalski, 1987) including induction and analogy. As
a human being inductively infers general "rules" for her own use she also

notes the exceptions for their usage.

The phenomenon known as 'the knowledge principle’ in the field Oof
artificial intelligence is analogical to the need of large amount semantic
modelling for NLU sys;ems. To get results in practical work one must have
efficient tools for knowledge acquisition. The AWARE-system takes into
account these needs with its gqraphical representation, rule generator and
powerful rulebase maintenance tools. Further plans for research include

development of near match analysis and use of machine learning methods.
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