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Abstract
In this paper, we present a novel data-to-text
system for cancer patients, providing informa-
tion on quality of life implications after treat-
ment, which can be embedded in the context
of shared decision making. Currently, infor-
mation on quality of life implications is often
not discussed, partly because (until recently)
data has been lacking. In our work, we rely
on a newly developed prediction model, which
assigns patients to scenarios. Furthermore,
we use data-to-text techniques to explain these
scenario-based predictions in personalized and
understandable language. We highlight the
possibilities of NLG for personalization, dis-
cuss ethical implications and also present the
outcomes of a first evaluation with clinicians.

1 Introduction

Data-to-text generation systems are increasingly
used in the health domain (Pauws et al., 2019).
They can, for example, be used for automation of
health reports, clinical decision support, encour-
age behavioural change, ensure patient engage-
ment or assist patients with making health deci-
sions (Pauws et al., 2019). The tool we present
here focuses on the latter two in the context of
shared decision making (SDM) (Elwyn et al.,
2017) for colorectal cancer patients. Since pa-
tients are increasingly encouraged to have an ac-
tive role in treatment decision making (Pieterse
et al., 2008), patients need to be accurately in-
formed about their treatment options. Next to in-
formation on incidence and survival, patients also
want to consider how a treatment is going to af-
fect their quality of life (QoL) (Zafar et al., 2009).
Since survival rates for colorectal cancer patients
are increasing (Mols et al., 2013), the relevance
of QoL becomes more prominent and patients are
more likely to consider, for example, how treat-
ments will impact their social life, ability to go

to work, or emotional well-being. Importantly,
in recent years, a dedicated effort has started to
collect data on such QoL dimensions. However,
this information is often not communicated to the
patient, or is generic and difficult to understand
(Brundage et al., 2005). In this paper, we describe
the design and implementation of a new patient
support tool that is able to communicate QoL in-
formation to individual patients in an understand-
able and personalized way. Additionally, ethical
issues are considered and results of an initial eval-
uation with clinicians are discussed.

2 Background

To explain health data in a clear way and assist pa-
tients with making treatment decisions, so called
‘decision aids’ are developed. These are tools that
explain health information and lay out the ben-
efits and risks of treatments to patients. A re-
cent systematic review concluded that “[...] peo-
ple exposed to decision aids feel more knowledge-
able, better informed, and clearer about their val-
ues, and they probably have a more active role
in decision making and more accurate risk per-
ceptions” (Stacey et al., 2017). Vromans et al.
(2019a,b) looked at the content and communica-
tion styles of such decision aids in more detail.
The authors found that information communicated
in such tools is often generic (based on the gen-
eral population instead of the individual patient),
which seems to undermine the potential effects
of decision aids since understanding personalized
risks (rather than generic risks) is easier and more
relevant for patients (Thorne et al., 2005).

Many patients are unable to benefit from this
generic health information, because these docu-
ments fail to communicate crucial information that
influences the patient’s understanding of these ma-
terials (e.g. the patient’s individual risks, con-
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cerns and values) (Acharya et al., 2019). Tailor-
ing health communication to individual patients
seems a fruitful solution. And although such
personalized health information can be effective
(Kreuter and Wray, 2003), it is not without chal-
lenges. Personalizing health information manu-
ally is time consuming, costly and the outputs
are often inconsistent (Pauws et al., 2019). Nat-
ural language generation (NLG) techniques can
tackle these problems, and are therefore increas-
ingly used in the health domain (Di Eugenio and
Green, 2010; Pauws et al., 2019). A leading ex-
ample of tailored health information using NLG
is the BabyTalk-system developed by Gatt et al.
(2009). This system generates personalized hos-
pital stay summaries for parents of babies in a
neonatal intensive care unit. Not all tailored NLG
information is successful. Reiter et al. (2003) cre-
ated ‘STOP’, a system aimed at generating tai-
lored smoking cessation letters. However, the non-
tailored letters were just as effective as the tailored
letters. For our system, we do not need to change
health behavior, but rather inform patients in the
best way in order to assist them with decision mak-
ing.

Some NLG health applications have already
been developed to facilitate shared decision mak-
ing to some degree. PIGLIT (Binsted et al., 1995;
Cawsey et al., 2000), for example, was developed
to generate explanations of patient records to help
patients make sense of their prognosis. Addition-
ally, Gkatzia et al. (2014) use NLG techniques
to generate textual summaries of medical sensory
data and personalize the presentation format of
these summaries.

To date however, no tool has been developed
to communicate personalized Quality of Life out-
comes, which is the aim of the current tool. By de-
ploying data-to-text techniques, the tool can com-
municate QoL data in a personal, relevant, under-
standable and consistent way. What follows is a
description of how the tool is able to do so.

3 The system

3.1 Clinical setting

For the current tool, we focus on colorectal cancer
as the health subject. Colorectal cancer is the third
most common cancer in the world (American Can-
cer Society, 2019; World Cancer Research Fund,
2019). It is expected that in 2020, 17.000 people
will suffer from colorectal cancer in the Nether-
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Figure 1: The support tool within the three-talk shared
decision model (Elwyn et al., 2017).

lands alone (KWF Kankerbestrijding, 2019). At
the same time, survival rates are improving (Mols
et al., 2013). This means that increasingly, peo-
ple with colorectal cancer will have to face the
long-term effects of the treatments they under-
went. Partly because of this, patients want to
be involved in treatment decision making (Shay
and Elston Lafata, 2015). In order to take part in
these treatment decisions, however, patients need
to have access to the relevant quality of life data.
Providing patients this access is the aim of the sys-
tem we developed.

3.2 Shared decision making

Figure 1 shows the system’s ecosystem within the
context of shared decision making. Elwyn et al.
(2017) identified three different kinds of talks in
the SDM process, which can be supported by a
decision support tool. Shared decision making
begins with the ‘Team Talk’. Here, patient and
clinician work together as a team and explore the
choices and goals of different treatment options.
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Secondly, the clinician and patient discuss the
different treatment options in the ‘Option Talk’.
Within this talk, data become important since pa-
tient and clinician need to discuss risks and ben-
efits of the options. Therefore, they can decide to
use decision aid support (or directly go to the deci-
sion talk without interference of a decision support
tool).

When a decision support tool is used, the SDM-
support stage is entered (see Figure 1). Within this
stage, it is essential that treatments are explained
and in order to do so, data are required. For our
support tool, there are two different kinds of input
data. The first is a registry data set called “PRO-
FILES” (Patient Reported Outcomes Following
Initial treatment and Long term Evaluation of Sur-
vivorship (van de Poll-Franse et al., 2011). This is
a dataset that consists of over 21.000 Dutch cancer
patients who have reported on health-related qual-
ity of life measures within the Netherlands Cancer
Registry (NCR). Of those patients, 1.631 were col-
orectal cancer patients. The questionnaire-based
data are acquired via the European Organisation
for Research and Treatment of Cancer (EORTC)
Quality of Life Questionnaire (QLQ) C30 (version
3.0) which assesses health-related quality of life
(HRQOL) (Mols et al., 2013). The QoL measures
include: physical functioning, role functioning,
emotional functioning, cognitive functioning, so-
cial functioning, global health status, fatigue, nau-
sea/vomiting, pain, dyspnea, insomnia, appetite
loss, constipation, diarrhea, and financial impact.

The second form of input data are based on the
individual patient prognosis data (gender, age, tu-
mor stage, comorbidities, examined lymph nodes,
differentiation grade, topography and histology).
This information is put into the system by the pa-
tient’s clinician.

Both kinds of data feed into the prediction
model that assigns patients to different outcome
scenarios. The model has been developed by
statisticians (Clouth et al., 2019), and uses la-
tent class analysis (Vermunt and Magidson, 2002).
The model clusters patients, from the PROFILES
registry, into five latent classes (or scenarios as
we call them here). That is, patients in the same
outcome class have a comparable combination of
answers on EORTC items. Based on the clini-
cal information from the NCR, the model predicts
class membership. This way, we can predict QoL
outcome scenarios for new patients with unknown
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Template
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Text

collection

Figure 2: Module selection of the system.

scores on the EORTC questionnaire. More pre-
cisely, we estimate the probability of an individual
patient as belonging to one of the five latent classes
assuming treatment is known. See 4.1 for more.

In turn, the different data inputs and the pre-
diction model output feed the support tool. See
3.3 for a more detailed explanation of the current
support tool. The decision support tool can assist
patients and clinicians within the ‘Decision Talk’,
where patient and clinician discuss the preferences
for treatment.

3.3 Module selection

Figure 2 is an overview of the system’s module
selection. The system is rule- and template-based.
Contrary to neural approaches, rule- and template-
based systems ensure precise and consistent com-
munication without room for new or incorrect in-
terpretations of the data. Since the current system
communicates sensitive health data, this approach
is essential. The module selection framework is
based on van der Lee et al. (2017) who developed
a system called ‘PASS’. PASS automatically gen-
erates soccer reports (from soccer data) and tai-
lors these texts based on the receiver’s club prefer-
ence. Similarly, the current support system trans-
lates medical data into texts and personalizes that
information based on relevance.

As van der Lee et al. (2017) argue, a major ad-
vantage of such a modular approach is the flexibil-
ity of such a system. One can easily add modules.
For the current system, this means that we plan on
adding other cancer types and treatments, but also
expand the personalization techniques used.

The modules used for the system are derived
from PASS, although some modules were modi-
fied or omitted. For instance, modules that present
references and information in a varied way were
suitable for PASS, since the system’s goal was to
generate enjoyable and varied output, but these
goals are not appropriate for the current system for
which effective communication of sensitive health
data is most salient.

After data is obtained using the prediction
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model and the two input data types (PROFILES
and individual patient prognosis data), the data-
to-text system is initiated. The system starts with
loading the patient’s prognosis data and activating
the lookup module. This module opens the tem-
plate database and retrieves all the different tem-
plates that can be used to describe the medical in-
formation for the patient.

After collecting these templates within the tem-
plate selection module, the governing module will
walk through all topics that need to be discussed
one by one, and send all the templates pertain-
ing to the topic to the template selection module.
Since patients have the option to choose if they
want to receive (more) information on a QoL mea-
sure (see 4.1), this governing module will contin-
uously update the topics based on the patient’s in-
formation preference.

In the template selection module, a template is
selected for a topic based on the ruleset module,
which checks which template is most appropriate
based on the input data as well as personalization
condition (see 4.2). After choosing a template, the
empty slots in the template are filled out with the
corresponding data using the template filler mod-
ule. Finally, the filled out templates are ordered
within the text collection module, and a personal-
ized text is generated. Next, we will discuss which
personalization techniques are used specifically.

4 Personalization techniques

The most salient personalization technique used
is based on communicating the relevant health in-
formation to the individual patient by generating
personalized predictions. Although it may seem
evident that patients need information based on
their own personal information, most patient ed-
ucation materials or decision aids are not tailored
towards specific patient outcomes (Vromans et al.,
2019a,b). By using the output of the prediction
model as a starting point, the current system is able
to do so since it can identify different quality of
life outcome scenarios. What follows is a brief de-
scription of these scenarios and how textual output
is tailored towards them.

4.1 Scenarios

Based on latent class analysis, patients are pre-
dicted to belong to one of five different scenar-
ios. Broadly speaking, patients can (1) have good
outcomes on all quality of life outcomes, (2) have

good outcomes for physical dimensions, but rela-
tively poor outcomes for mental dimensions, (3)
perform average across all dimensions, (4) per-
form well on mental dimension, but poorly on
physical outcomes and (5) perform poorly across
all dimensions.

When patients have a better indication of how
treatment will impact their specific lives, they can
make better treatment decisions. For patients be-
longing to scenario 5 for example (who perform
badly across all dimensions), it seems essential to
know that treatment is going to affect your quality
of life greatly. For patients in scenario 1 however,
knowing that a particular treatment is not going to
have a huge impact on your quality of life might
be a relief. All in all, knowing which scenario is
most applicable can help the patient to plan better
for their life with and after treatment.

In total, patients can view 15 QoL outcomes
(see the QoL outcomes mentioned in 3.2). Text 1
and Text 2 give an overview of how patients within
the different scenarios are informed about their
general personal QoL outcomes.

[Fixed text]:
This tool calculated how chemotherapy will probably affect

your quality of life. It did this by comparing how your
personal medical information relates to the medical

information of other colorectal cancer patients who also
underwent chemotherapy.

[Scenario 1]:
[s1] Overall, patients like you have good to very good

outcomes on quality of life. [s2] This means that
chemotherapy will probably not have a major effect on your

quality of life afterwards. [s3] Do keep in mind that these
outcomes are probabilities, so real life can be different.

[Scenario 2]:
[s4] Overall, patients like you experience few to very few

physical problems. [s5] Overall, mental problems are quite
common for patients like you. [s6] You might benefit from

talking to a therapist or going to meetings with other
colorectal cancer patients. [s7] Also, keep in mind that these

results are probabilities, so your real life can be different
from these outcomes.

[Scenario 3]:
[s8] Overall, patients like you could experience several

problems relating to quality of life. [s9] There are a lot of
things that could help you with possible problems you might

experience. [s7].

Text 1: Patients in different scenarios (1, 2 and 3) re-
ceive different explanations of QoL outcomes. All pa-
tients receive the fixed texts. Some sentences overlap
between scenarios (sentence s7).
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[Scenario 4]:
[s10] Overall, patients like you experience few to very few

mental problems. [s11] Overall, physical problems are quite
common for patients like you. [s12] You might benefit from

going to a physical therapist or taking medication. [s7]

[Scenario 5]:
[s13] Overall, patients like you do experience problems

relating to quality of life. [s14] This means that
chemotherapy could have a big impact on your quality of

life afterwards. [s9] [s7]

[Fixed text]:
Click on the different outcomes to see a more detailed

description of your risk, examples of how it can affect your
life and the things you can do to help you manage.

Text 2: Patients in different scenarios (4 and 5) receive
different explanations of QoL outcomes. All patients
receive the fixed texts. Some sentences overlap be-
tween scenarios (sentence s7 and s9).

After viewing the general explanation of the
personal QoL outcome scenario (Text 1 and
Text 2), patients can click on specific QoL out-
comes they would like to view. For example, if
a patient clicks on physical functioning (one of
the QoL measures), Text 3 shows an example of
how information presentation is done for a patient
within scenario 2 (good on physical dimensions),
and Text 4 shows this for a patient within scenario
5 (poor outcomes overall).

Most patients like you have excellent physical functioning.

This means that most patients like you have no difficulty
with dressing themselves, eating or washing up. Also,

patients like you can easily lift a heavy suitcase.

If you do have physical problems, a physical therapist could
help you.

Text 3: Information on physical functioning for pa-
tients in scenario 2. Bold text is personalized based
on scenario outcomes.

A vast majority of patients like you have difficulty with
physical functioning.

This means that most patients like you have difficulty with
dressing themselves, eating or washing up. Also, patients

like you might have difficulty with lifting a heavy suitcase.

If you have physical problems, a physical therapist could
help you.

Text 4: Information on physical functioning for pa-
tients in scenario 5. Bold text is personalized based
on scenario outcomes.

Note that individual patients only get informa-
tion based on their own scenario. This way, pa-
tients in scenario 5 are not confronted with the
better outcomes in other scenarios (which is the
case for health materials not tailored towards the
individual patient). Also, patients can opt for the
QoL outcomes they want to view, so they do not
have to view all the information. Finally, patients
can choose whether they want the personal infor-
mation based on scenarios, or general information
based on the whole colorectal cancer population
(e.g. “In general, about half of the colorectal can-
cer patients have difficulty with physical function-
ing. This means that half of the patients have diffi-
culty with dressing themselves, eating or washing
up. Also, half of the patients have difficulty with
lifting a heavy suitcase. If you have physical prob-
lems, a physical therapist could help you.”).

4.2 Experimentation with personalization

Understanding statistical information about the
risks and benefits of treatment, or QoL outcomes,
is difficult to interpret for many patients (Gigeren-
zer et al., 2007) . Gigerenzer et al. (2007) even
state that there is a “collective statistical illiter-
acy” (p.53). At the same time, when communi-
cating health information, statistical information
is inevitable. That is why within the current tool a
‘statistical module’ is included. Within this mod-
ule, textual output can vary based on the statistic
that is used, for example:

“Most patients like you/ about 80% of patients
like you/ 8 out of 10 patients like you experience
X”

One of the strengths of NLG is that the textual
output is consistent. Since research has shown that
patients have a strong preference for the presenta-
tion of statistical information (e.g. Brundage et al.
(2005)), but studies also show that patients vary in
their preferences (e.g. Hagerty et al. (2004)), the
current system could help investigate which pat-
terns underlie these statistical preferences.

Another module that is built in in the current
system is the ‘framing-module’. Some research
indicates that “the framing effect” occurs when de-
livering messages (Akl et al., 2011). That is, that
the intended message depends on how it is for-
mulated. For example, “there is a 10% chance
of dying” statistically means the same as “there
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is a 90% chance of surviving”. Arguably though,
the information and acceptance of that information
can be interpreted differently by the patient. Since
a neutral way of presenting health related quality
of life information is essential in this case, the tool
can assist with determining the most appropriate
way of phrasing the information. This may de-
pend on personal preferences, but might also have
to do with the scenarios patients are in.

4.3 Affective NLG

Although clinicians sometimes fear that patients
cannot handle poor outcomes (de Haes and Koe-
doot, 2003), other research indicates that patients
prefer to know all the information, even when this
information is upsetting (Kehl et al., 2015). In any
case, when dealing with delivering this sensitive
information, it is crucial to think about the con-
text in which such information is delivered. Ear-
lier evaluation studies of NLG-systems, such as
Mahamood and Reiter (2011), showed that all pa-
tients – regardless of their stress level – prefer af-
fective texts over neutral ones. That is why affec-
tive language is used in all scenarios. For exam-
ple, possible solutions such as (“if you experience
physical problems, a physical therapist might help
you”) are included in all scenarios. Also, fixed
texts convey messages such as “getting a cancer
diagnosis may be overwhelming”. Patient evalua-
tion will reveal how such texts are received within
this context.

5 Ethical considerations

Since sensitive data are being used, some ethical
considerations need to be discussed. More so than
systems such as PASS, NLG-systems within the
health domain need to be accurate since generation
mistakes can have severe implications for patients.
That is why, while designing the support tool, the
ethical checklist of Smiley et al. (2017) is kept in
mind. Smiley et al. (2017) give a 12-item checklist
relating to human consequences, data issues, gen-
eration issues and provenance. Next, these items
are discussed in light of the current support tool.

5.1 Human consequences

The questions relating to human consequences are
(1) “are there any ethical objections to building the
application”, (2) “how could a user be disadvan-
taged by the system” and (3) “does the system use
any personally identifiable information”. With re-

spect to the first two questions, it should be noted
that patients should always have the choice not to
receive the information, if they prefer not to be in-
formed. For the current system, we think it is best
if the clinician and patient jointly decide whether
they want to use the support system at all. Also,
patients can choose the option to only receive gen-
eral information (not based on their own medical
situation). Additionally, personal identifiers such
as names, residence or specific birth dates are not
asked so data is anonymized (question 3).

5.2 Data issues

For data issues, Smiley et al. (2017) identified
four questions: (1) “how accurate is the underly-
ing data”, (2) “are there any misleading rankings
given”, (3) “are there (automatic) checks for miss-
ing data” and (4) “does the data contain any out-
liers”. The quality of the data used for the support
tool is excellent. The information on QoL out-
comes of patients is based on a representative sam-
ple of colorectal cancer survivors in the Nether-
lands (van de Poll-Franse et al., 2011) and all clin-
ical information is registry based data from the
NCR. With regard to the second question, patients
need to be informed about the probabilities of be-
longing to a certain outcome scenario. The sys-
tem provides patients with a personalized text that
explains what the scenarios are, how the tool is
able to get these scenarios and that the informa-
tion communicated are probabilities so that real
life outcomes can still differ. For patients that have
a relatively negative outcome (scenario 5), the sys-
tem generates a more detailed explanation of how
probabilities can differ from reality (see Text 2).
Patient evaluation will demonstrate if people are
satisfied with these explanations.

Questions 3 and 4 refer to the quality of the data.
Both the PROFILES and NCR data are rigorously
and manually checked for missing of implausible
values to ensure high quality of the data. Further,
latent class analysis is particularly suited for deal-
ing with missing data and robust methods are used
to ensure accurate predictions. Mistakes could be
made with the clinical information the clinician
puts in. That is why the system prints the patient
data so both patient and clinician can check this
during the Decision Talk (Figure 1). When a mis-
take was made, the clinician can adjust the data
accordingly. The patient does not have this access
to ensure that he or she only receives accurate in-
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formation and cannot inadvertently introduce mis-
takes.

5.3 Generation issues

For generation issues, three questions are formu-
lated: (1) “can you defend how the story is writ-
ten”, (2) “does the style of the automated report
match your style” and (3) “who is watching the
machines”. Questions 1 and 2 will be kept in mind
while doing patient evaluation. Because the under-
lying data is NCR data, governance of the data is
ensured.

5.4 Provenance

Finally, (1) “will you disclose your methods” and
(2) “will you disclose the underlying data sources”
concludes the provenance section. Both of these
questions are answered with a ‘yes’ for the cur-
rent system. Patients have the option to click on
“more information” sections, which will explain
how the data and probabilities are acquired (in
fixed text). Patient evaluation will reveal how this
will be communicated specifically to ensure that
patients understand these explanations.

6 Evaluation with clinicians

As Mahamood and Reiter (2012) point out, in-
volving clinicians in an early stage of the devel-
opment of NLG systems can “significantly en-
hance the quality of many NLG systems” (p.100).
Therefore, as an initial iteration, the tool was eval-
uated with two clinicians (both colorectal can-
cer surgeons). Two individual semi-structured in-
terviews were conducted and both conversations
lasted about 30 minutes. The goals of the inter-
views were to assess (1) what clinicians thought
of the clinical information that was used, (2) how
the tool should be implemented, (3) whether they
thought the outcomes of the tool are relevant, (4)
what they thought of the interpretation of the out-
comes and (5) what the general aim of the tool is.
Outcomes of the evaluation are discussed next.

6.1 Clinical information

Initially, names of the patients were also inserted
into the system. Both clinicians agreed how-
ever, that working with anonymized data would be
best to ensure safety. This way, clinicians could
also access the tool without a password, as they
both agreed remembering login information is not
ideal. As for all the other clinical information

(gender, age, tumour stage, comorbidities, exam-
ined lymph nodes, differentiation grade, topogra-
phy and histology), the clinicians agreed that this
information is readily available for them and does
not take up too much time to enter.

6.2 Implementation of the tool

When asked about where in the consultation the
tool could be implemented best, both clinicians
agreed that they were able to reserve limited time
for this during consultation. The patient can then
access his or her information at home and results
can be discussed during the next consultation with
an oncologist (cf. the Option Talk and the Deci-
sion Talk, see Figure 1).

6.3 Relevance of outcomes

Both clinicians agreed that knowing how treat-
ment is going to impact the quality of life for spe-
cific patients is valuable information and that this
information is currently lacking in clinical prac-
tice. They agreed that when communicating QoL
outcomes, patients may know better what to ex-
pect and clinicians can provide better care. How-
ever, one clinician noted that not all quality of
life measures should be communicated in the same
way. For example, the effect of chemotherapy on
financial issues was communicated as in Text 5.

About half of the patients like you (5 out of 10) experience
financial issues.

Financial issues mean for example that you cannot pay the
bills on time.

When you experience financial issues, you can contact a
financial expert.

Text 5: Financial issues communicated before evalua-
tion with clinicians.

One clinician noted however that predicting
how treatment is going to affect your financial sta-
tus is dependent on many external factors (such
as current financial status, whether or not patients
are (self-)employed, what sort of job they have, et
cetera). In order to make more valid predictions,
patients would have to answer a lot of questions
beforehand and even then, predictions could easily
be wrong. That is why we choose to communicate
financial issues in a more general way (Text 6).
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Depending on your own financial situation, there are some
patients who experience financial issues.

Financial issues mean for example that you cannot pay the
bills on time.

When you experience financial issues, you can contact a
financial expert.

Text 6: Financial issues communicated after evaluation
with clinicians.

Furthermore, both clinicians agreed that includ-
ing examples of how quality of life is going to af-
fect the lives of patients is very useful (e.g. “you
will probably have difficulty lifting a heavy suit-
case”, “you might feel lonely at times”, “most
patients like you do not have difficulty falling
asleep”).

6.4 Interpretation issues

Before evaluation, the different scenarios were
called “profiles”. Both clinicians agreed however,
that interpretation of these profiles is hard. That is
why, after evaluation, profiles are not mentioned
and patients only receive information on scenar-
ios with the phrase “patients like you” instead of
“patients belonging to your profile”.

6.5 Aim of the tool

Both clinicians noted that it would be nice to also
include information on survival outcomes and how
this is affected by chemotherapy. In a next phase,
we plan on incorporating such data if our data-set
permits this. Also, data on QoL outcomes for pa-
tients who haven’t had chemotherapy will be in-
cluded, as both clinicians noted that this is im-
portant information for the decision making pro-
cess. Incorporating both survival outcomes and
QoL outcomes for non-chemotherapy patients, the
tool would be able to support patients and clini-
cians with shared decision making even more.

7 Conclusios & future work

In the current paper, a personalized data-to-text
support system for colorectal cancer patients was
described. The tool is aimed at communicating
quality of life outcomes in an understandable, per-
sonalized, relevant and consistent way. As a start-
ing point, the system was evaluated with two clin-
icians and yielded positive results. Both clinicians
were convinced of the relevance of communicat-
ing quality of life information in a more person-

alized manner. As the support tool will be imple-
mented in a clinical setting, several ethical issues
should be kept in mind when developing the sys-
tem further. The next step is therefore to evaluate
the tool with patients.

For the development of this tool, we build on
the PASS data-to-text system (van der Lee et al.,
2017), which was originally developed for the tai-
lored generation of soccer reports. Building on
an analysis of existing decision aids (Vromans
et al., 2019a,b), templates were defined with dif-
ferent framing policies relating to different out-
come scenarios. Dedicated modules were devel-
oped for, among other things, generating descrip-
tions of personalized probabilities. In this way, it
becomes possible to generate descriptions for per-
sonalized, individual tailored predictions in many
different ways, something which would never be
possible for a traditional decision aid (which typi-
cally is generic).

The main aim of this prototype was to come up
with medically relevant information for patients in
a personalized manner. We are aware that this un-
dermines the linguistic variation of the textual out-
put. However, as we plan on adding more mod-
ules (for example include relevant patient testimo-
nials), linguistic variability will increase. Further-
more, decision support tools in current practice are
very static because they almost never take into ac-
count personalized information from the patient
(Vromans et al., 2019a,b). Our support tool is
therefore an important contribution to ensure per-
sonalized medicine. We hope to have shown that
personalized treatment decision aids are both a
new and interesting practical application of NLG-
techniques, as well as an exciting testbed for the
development of new NLG techniques.
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