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Abstract

The aim of this paper is to open a discussion on harmonization of existing data resources related
to derivational morphology. We present a newly assembled collection of eleven harmonized
resources named “Universal Derivations” (clearly being inspired by the success story of the
Universal Dependencies initiative in treebanking), as well as the harmonization process that
brings the individual resources under a unified annotation scheme.

1 Introduction

There are several dozen of language resources that either focus specifically on derivational morphology,
or capture some derivational features in addition to other types of annotation. Being rooted in different
approaches, the language resources differ greatly in many aspects. This fact complicates usability of
the data in multilingual projects, including a potential data-oriented research in derivational morphology
across languages. Last but not least, for developers of new data, it can be highly time-consuming to deal
with various technical and other issues that somebody else may have already successfully solved.

The current situation with derivational resources is sort of similar to recent developments in treebanking.
Efforts have been made to harmonize syntactic treebanks, for instance, in the CoNLL Shared Task 2006
(Buchholz and Marsi, 2006), in the HamleDT treebank collection (Zeman et al., 2014), or in Google
Universal Treebanks (McDonald et al., 2013), converging into the Universal Dependencies project (Nivre
et al., 2016), and that has become a significant milestone in the applicability of the treebanks.!

Being inspired by the harmonization of syntactic treebanks, we harmonized eleven selected derivational
resources to a unified scheme in order to verify the feasibility of such undertaking, and to open a discussion
on this topic, so far without any specific NLP application in mind. The collection is introduced under
the, admittedly imitative, title Universal Derivations (UDer).

A brief overview of existing derivational resources and underlying data structures is given in Section 2;
some details on the eleven resources to harmonize can be found in Section 3. The harmonization process
is described in Section 4, followed by basic quantitative characteristics of the resulting UDer collection
(Section 5).

2 Existing data resources for individual languages

Kyjanek (2018) listed 51 resources that capture information on derivational morphology of 22 different
languages. The resources differ in many aspects, out of which the most important for us is the data
structure, but other essential characteristics include the file format, the size in terms of both lexemes and
derivational relations, and the licence under which the data were released.

To be able to compare the resources, we describe the content of the derivational resources for various
languages using graph theory terminology. Such interpretation leads to a typology, dividing the resources

ISimilarly to the evolution of multilingual syntactic datasets, we hope that the existence of our harmonized collection may
lead to a snowball effect, as it could facilitate annotating word-formation resources for other languages, performing cross-lingual
transfer experiments, allowing typological studies etc. On the other hand, the analogy is limited by the different nature of the

two types of resources since, for instance, parsers trained on syntactic annotations can be applied on astronomical amounts of
unseen texts, while vocabulary of a language whose word-formation is studied is growing only very slowly.
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Figure 1: Data structures in available derivational resources: A. complete directed subgraph, B. rooted
tree, C. weakly connected subgraph, D. derivation tree.

into four types listed below. In the first three types, lexemes are represented as nodes and derivational
relations as directed edges, pointing to a derived lexeme from its base lexeme, while in the fourth type
the basic building unit is the morpheme.

A. Insome resources, derivationally related lexemes (i.e. lexemes that share a common root morpheme;
hereafter, a derivational family) are simply grouped together, leaving particular derivational relations
within the groups underspecified (cf. DerivBase.hr for Croatian, Snajder, 2014). Such derivational
families could be represented as complete subgraphs. However, given that the structure models
linguistic derivation, we should represent such derivational families rather by complete directed
subgraphs (see A in Figure 1).2

B. If at most one base lexeme is captured for any derived lexeme, then the derivational family can
be naturally represented as a rooted tree with a designated root node representing a lexeme that is
considered as further unmotivated (cf. DeriNet for Czech, Vidra et al., 2019a; B in Figure 1).

C. A weakly connected subgraph (in which any lexeme can have more than one base lexeme) is used
for representing derivational families in resources in which the rooted-tree constraint does not hold,
e.g. in Démonette for French (Hathout and Namer, 2014; C in Figure 1).

D. A derivation tree (in the terminology of Context Free Grammars), with morphemes in its leaf nodes
and artificial symbols in non-terminal nodes, can be used for describing how a lexeme is composed
of individual morphemes (cf. Dutch section of CELEX?2, Baayen et al., 1995, D in Figure 1);
derivational relations between lexemes are then present only implicitly (based on shared sequences
of morphemes).

3 Data resources selected for harmonization

For the pilot stage of the harmonization project, we selected 11 data resources, all of them based either
on rooted trees or weakly connected subgraphs (see B and C in Figure 1). The original resources (in
alphabetical order) are briefly described below in this section.

Démonette is a network containing lexemes assigned with morphological and semantic features. It
was created by merging existing derivational resources for French (cf. Morphonette, Hathout, 2010;
VerbAction, Tanguy and Hathout, 2002; and DériF, Namer, 2003). Démonette focuses on suffixation and
captures also so-called indirect relations (representing sub-paradigms) and derivational series among
lexemes. Derivational families are represented by weakly connected subgraphs.

2Keeping the quadratic number of edges in the data might seem rather artificial at the beginning, however, it is a good starting
point as it allows for applying graph algorithms analogously to other types.
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DeriNet is a lexical database of Czech that captures derivational relations between lexemes. Each
derivational family is represented as a rooted tree.

DeriNet.ES is a DeriNet-like lexical database for Spanish which is based on a substantially revised
lexeme set used originally in the Spanish Word-Formation Network (Lango et al., 2018). In DeriNet.ES,
derivational relations were created using substitution rules covering Spanish affixation (Faryad, 2019).
Resulting derivational families are organized into rooted trees.

DeriNet.FA is a lexical database capturing derivations in Persian, which was created on top of manually
compiled Persian Morphologically Segmented Lexicon (Ansari etal.,2019). By using automatic methods,
derivationally related lexemes were identified and organized into DeriNet-like rooted trees (Haghdoost
etal., 2019).

DErivBase is a large-coverage lexicon for German (Zeller et al., 2013) in which derivational relations
were created by using more than 190 derivational rules extracted from reference grammars of German.
The resulting derivational families were automatically split into semantically consistent clusters, forming
weakly connected subgraphs.

The Morphosemantic Database from English WordNet 3.0 (hereafter, English WordNet) is
a stand-off database linking morphologically related nouns and verbs from English WordNet (Miller,
1995) in which synonymous lexemes are grouped into so-called synsets, which are further organized
according to the hyponymy/hyperonymy relations. Derivational relations were identified and assigned
14 semantic labels (Fellbaum et al., 2007). Derivational families are represented by weakly connected
subgraphs.

EstWordNet (Kerner et al., 2010) is a WordNet-like lexical database for Estonian, which did not
cover derivational morphology originally. Derivational relations were added by Kahusk et al. (2010);
derivational families are represented by weakly connected subgraphs.

FinnWordNet is another WordNet-like database; it is based on the English database which was
translated into Finnish (Lindén and Carlson, 2010). Derivational relations were added later by Lindén
et al. (2012). Derivational families are represented by weakly connected subgraphs.

NomLex-PT is a lexicon of nominalizations in Portuguese (De Paiva et al., 2014), which were extracted
from existing resources. Resulting derivational families are represented by weakly connected subgraphs.

The Polish Word-Formation Network is a DeriNet-like lexical network for Polish created by using
pattern-mining techniques and a machine-learned ranking model (Lango et al., 2018). The network was
enlarged with the derivational relations extracted from the Polish WordNet (Maziarz et al., 2016). Each
derivational family is represented as a rooted tree.

Word Formation Latin is a resource specialized in word-formation of Latin (Litta et al., 2016). The
lexeme set is based on the Oxford Latin Dictionary (Glare, 1968). In the Word Formation Latin database,
the majority of derivational families is represented by rooted trees but weakly connected subgraphs are
used to capture compounds.

4 Harmonization process

4.1 Target representation

The data structure of the DeriNet database is used as the target representation for the remaining ten
resources to harmonize. In DeriNet, each tree corresponds to a derivational family. In each tree, the
derivational family is internally organized according to the morphemic complexity of the lexemes, from
the morphematically simplest lexeme in the root of the tree to the most complex ones in the leaves of
the structure, concurring thus with the linguistic account of derivation as a process of adding an affix to
a base in order to create a new lexeme (Dokulil, 1962; Iacobini, 2000; Lieber and Stekauer, 2014).

This simple but, at the same time, highly constrained data structure makes it possible to organize
massive amounts of language data in a unified way, but it is not sufficient for modelling compounding
and other more intricate phenomena, such as double motivation. In the DeriNet 2.0 format, which was
released recently (Vidra et al., 2019b) and which is used as the target representation in the presented
harmonization process, some of the issues have been solved by introducing multi-node relations and other
features modelling the language phenomena in a more adequate way.
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Figure 2: The process of harmonization of a weakly connected graph (an example from DErivBase).
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Figure 3: The process of harmonization of a weakly connected graph (an example from English WordNet)
that leads to the splitting of the graph (due to spelling variants).

During any harmonization effort, one faces the trade-off between expressiveness and uniformity.
A target framework with high expressiveness and flexibility might be able to subsume information exactly
as it is present in any input data resource (preserving the annotation scheme with all its linguistic and
technical decisions), but it would be just a mere file format conversion without offering any new or
more general insights. On the other hand, if the target framework pushes too much on simplicity and
uniformity, it could leads to ignoring some features that are important in a particular language. We have
to search for something between these two extremes, as we really cannot keep both perfect flexibility and
generalization at the same time. We believe that choosing rooted trees is a reasonable compromise: we
keep selected word-formation relations in a tree-shaped skeleton (and we hope that multilingual analogies
will be enlightened this way), while non-tree edges from the original resources are memorized too in the
resulting collection, however, on a less prominent place. Last but not least, choosing the tree approach
is hard to resist from the practical perspective: it simplifies many technical aspects (compared to less
constrained graphs), such as data traversing, visualization, and evaluating annotator agreement.3

4.2 Importing data from existing resources

Derivational resources differ in the formats in which they are distributed. Therefore, as the first step of
the harmonization process, the data files were converted into a common file format.

From all resources, we imported as much information as possible about lexemes and word-formation,
e.g. morphological features, semantic labels, segmentation, compounding etc., however, we could not
preserve all the information present in the original data. For instance, we did not import explicit
information about the origin of each feature in Démonette. From Estonian and Finnish WordNet, we
extracted all lexemes but processed only derivationally related ones, disregarding synonymy relations and
the hyponymic/hyperonymic architecture completely.

4.3 Identifying rooted trees in weakly connected graphs

According to the typology sketched in Section 2, the DeriNet, DeriNet.ES and DeriNet.FA databases, and
the Polish Word-Formation Network contain rooted trees, while all the other selected resources consist
of weakly connected graphs, in which the spanning tree (tree-shaped skeleton) has to be identified.

3 Again, this resembles the case of UD, where it was also clear from the very beginning that trees are insufficient for capturing

all syntactic relations (e.g. with more complex coordination expressions). The recent UD solution is similar to ours: for each
sentence there is a core tree-shaped structure, possibly accompanied with a set of secondary (non-tree) edges.

104



Therefore, a procedure of selecting rooted tree edges out of a weakly connected graph was applied to the
French Démonette, German DErivBase, English WordNet, Estonian EstWordNet, Finnish FinnWordNet,
Portuguese NomLex-PT, and Word Formation Latin; see Figure 2 for individual steps. In these resources,
a lexeme was allowed to refer to two or more base lexemes, for example, due to compounding, double
motivation, or spelling variants (see step 1 in Figure 2).

The data of Démonette, English WordNet, EstWordNet, NomLex-PT, and Word Formation Latin
contained a small number of derivational families represented by non-tree structures, therefore, we could
select the most appropriate incoming link manually for all those families. In the case of DErivBase and
FinnWordNet, there were many such non-tree edges, so we decided to apply Machine Learning. We
annotated a small sample of both resources (see step 2 in Figure 2) to train classifiers that predict scores
estimating a chance of a derivational relation between two lexemes to be present, or absent, respectively.

Our feature set employed in the classifiers consisted of part-of-speech categories, Levenshtein dis-
tance (Levenshtein, 1966), length difference and character n-grams of both the base lexeme and the
derived lexeme, and boolean features manifesting whether the initial and final unigrams and bigrams
of the base lexeme and the derivative were identical. We tested a number of classification techniques
and evaluated them using held-out data in terms of F-score. Logistic Regression performed best for
FinnWordNet (F-score = 76.13 %), while Decision Trees achieved the highest F-score for DErivBase
(F-score = 82.71 %). Using the classification models, we assigned estimated edge-presence scores to all
edges except for leaf nodes, for which no decision-making was needed (see step 3 in Figure 2).

We chose resulting trees by maximizing the sum of scores using the Maximum Spanning Tree algorithm
introduced by Chu and Liu (1965) and Edmonds (1967) implemented in a Python package NetworkX
(Hagberg et al., 2008). The resulting tree-shaped skeleton is drawn with solid lines and the non-tree
edges are drawn with dashed lines in the step 3 in Figure 2. In the harmonized data, we saved both types
of edges, but the non-tree ones were processed as secondary ones.

However, some derivational families did not contain a rooted tree in the respective weakly connected
graphs. This situation can be caused, for example, by spelling variants, that is illustrated on the data from
English WordNet in Figure 3. English verbs “devalue” and “devaluate” are proposed as base lexemes
for lexeme “devaluation” (see step 1 in Figure 3) but only one is allowed in the rooted tree (see step 2
in Figure 3), which leads to splitting the family into two (see step 3 in Figure 3). One of the families
contains the lexemes “devalue” and “devaluation”, the second one has a single lexeme “devaluate”. Using
links between the new roots (“devalue” and “devaluate”), we kept information about splitting the family
in the harmonized data.

4.4 Converting the data into the DeriNet 2.0 format

Using the application interface developed for DeriNet 2.0,# we stored the trees resulting from the previous
steps into the DeriNet 2.0 format, which was designed to be as language agnostic as possible; see Vidra
et al. (2019b) in this volume.

The lemma set of each resource and all features assigned to the lexemes (e.g. morphological features)
were converted first. It was also necessary to create a unique identifier for each lexeme to prevent technical
problems caused by the same string form or homonymy of lexemes. An identifier pattern consisting of the
string and the part-of-speech category of the lexeme was sufficient for all harmonized resources except
for Démonette, DeriNet, DErivBase and Word Formation Latin.

DeriNet uses so-called fag masks> instead of part-of-speech category. In Démonette and DErivBase,
the identifier contains also a gender (for nouns only) of the lexeme, and Word Formation Latin needs to use
the ID from its original version due to the subtle differentiation of lexeme meanings. For example, there
are three meanings of the lexeme “gallus” captured in the Word Formation Latin resource (“a farmyard
cock”, “an inhabitant of Gaul”, and “an emasculated priest of Cybele”; Glare 1968), i.e. three entries
with the same graphemic form and morphological features but with the different derivational families.

" “https://github.com/vidraj/derinet
5The tag mask represents the intersection of the set of part-of-speech tags of all inflected forms of a particular lexeme. By

comparing positions of values in each tag, the tag mask consists of values (whether the value was the same across all tags) or
question marks (otherwise). For more details, see Vidra et al. (2019b).

105


https://github.com/vidraj/derinet

Extracted from original

After harmonization

Resource Language Lexemes Relations Families Lexemes Relations Families License
Démonette 1.2 French 21,290 14,152 7,336 21,290 13,808 7,482 CC BY-NC-SA 3.0
DeriNet 2.0 Czech 1,027,665 808,682 218,383 1,027,665 808,682 218,383 CC BY-NC-SA 3.0
DeriNet.ES Spanish 151,173 36,935 114,238 151,173 36,935 114,238 CC BY-NC-SA 3.0
DeriNet.FA Persian 43,357 35,745 7,612 43,357 35,745 7,612 CC BY-NC-SA 4.0
DErivBase 2.0 German 280,775 55,010 235,287 280,775 44,830 235,945 CC BY-SA 3.0
English WordNet 3.0  English 13,813 8,000 5,818 13,813 7,855 5,958 CC BY-NC-SA 3.0
EstWordNet 2.1 Estonian 115,318 535 456 988 507 481 CC BY-SA 3.0
FinnWordNet 2.0 Finnish 44,173 29,783 6,347 20,035 13,687 6,348 CCBY 3.0
Nomlex-PT 2017 Portuguese 7,020 4,235 2,785 7,020 4,201 2,819 CCBY 4.0
Polish WEN 0.5 Polish 262,887 189,217 73,670 262,887 189,217 73,670 CC BY-NC-SA 3.0
Word Formation Latin Latin 29,708 22,687 5,273 29,708 22,641 5,320 CC BY-NC-SA 4.0
Singleton Tree Tree Part-of-speech distribution [%0]
Resource nodes #Nodes depth out-degree Noun Adj Verb Adv Other
Démonette 1.2 69 2.8/12 1.1/4 1.8/8 63.0 2.5 345 - -
DeriNet 2.0 96,208 4.7/1638 0.8/10 1.1/40 440 348 55 157 -
DeriNet.ES 98,325 1.3/35 0.2/5 03/14 - - - - -
DeriNet.FA 0 5.7/180 1.5/6 33/114 - - - - -
DErivBase 2.0 215,823 1.2/51 0.1/7 0.1/13 855 99 46 - -
English WordNet 3.0 65 23/6 1.0/1 1.3/6 56.9 - 431 - -
EstWordNet 2.1 21 2.1/3 1.0/2 1.0/3 159 29.0 7.9 472 -
FinnWordNet 2.0 3 3.2/36 1.5/9 1.5/13 55.3 292 155 - -
Nomlex-PT 2017 17 25117 1.0/1 1.5/77 59.8 - 40.2 - -
Polish WEN 0.5 41,332 3.6/214 1.0/8 1.1/38 - - - - -
Word Formation Latin 63 5.6/130 1.5/6 3.0/42 46.0 274 238 - 2.8

Table 1: Ten language resources of the UDer collection before and after the harmonization, and some
basic quantitative features of the UDer collection. Columns #Nodes, Tree depth, and Tree outdegree are
presented in average / maximum value format.

In the second step, we converted tree-shaped derivational relations and added details about each
relation, e.g. semantic label, type of relation, affix, depending on the annotation in the original resource.
Because Word Formation Latin captures also compounding, these relations were included too.

The rest of the imported data and some by-products of the harmonization process (esp. the non-tree
derivational relations, links between roots in the case of splitting the original family, and resource-specific
annotation, e.g. indirect relations in Démonette) were converted for each resource in the last step.

5 UDer Collection

The resulting collection, Universal Derivations version 0.5 (UDer 0.5), includes eleven resources covering
eleven different languages listed in Table 1. Using the DeriNet 2.0 file format, UDer provides derivational
data in the same annotation scheme, in which a rooted tree is the backbone of each derivational family,
however, other original derivational relations that are not involved in the trees due to the harmonization
process are also included as the secondary relations to the harmonized data. Tree-shaped derivational
families with the verb “evaluate” (and their equivalents in particular languages) in all harmonized resources
are displayed in Figure 4. Basic quantitative properties of the collection are summarized in the following
subsections; information about the availability of the collection is provided, too.

5.1 Selected quantitative properties

Selected quantitative characteristics of the resources involved in the harmonized collection can be com-
pared in Table 1. The lexeme sets were adopted from the original data resources, except for WordNets.
From FinnWordNet and EstWordNet, only derivationally related lexemes were admitted.

After the harmonization process, the number of derivational relations decreased in resources capturing
derivational families in weakly connected graphs, however, the number of relations after the harmonization
as given in the table includes only tree-shaped relations. Non-tree relations are also stored but on a less
prominent place (the number of them can be calculated as a difference between extracted relations and
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Figure 4: Harmonized rooted trees for verb “evaluate” in UDer v0.5 collection.
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relations after the harmonization).

The number of derivational families after the harmonization process remained the same for resources
representing derivational families as rooted trees, but it increased in resources that organized derivational
families in the weakly connected graphs. The growth is caused by splitting the original family because
some weakly connected graphs did not contain the rooted tree (cf. Figure 3 and Section 4.3). Nevertheless,
the information about splitting the original family is stored in form of links between roots of the rooted
trees in the harmonized data.

The second part of Table 1 indicates the number of singleton nodes (some derivational families contain
just a single lexeme). The number of singleton nodes correlates with the way the resource was created.
The high number of singleton nodes occurs in resources that were built-up from lexeme set to finding
derivational relations within them, i.e. DeriNet, DeriNet.ES, DErivBase, and The Polish Word-Formation
Network, whereas the lower number of singleton nodes is documented in resources that included lexemes
depending on whether the lexeme was derivationally related to another lexeme. The number of singleton
nodes could increase due to splitting the original family during the harmonization of these resources.

As for the average and maximum size of derivational families, their average and maximum depth
(i.e. the distance of the furthest node from the tree root) and out-degree (i.e. the highest number of
direct children of a single node) is compared across the harmonized resources which illustrate a general
condition of the resources after the harmonization process. On average, the biggest derivational families
can be found in DeriNet.FA, Word Formation Latin, and DeriNet, while the smallest families are in
DErivBase and DeriNet.ES, as their data are made up mostly of singletons. A similar tendency can also
be seen for the maximum size of nodes (lexemes) in the trees (families). DeriNet contains the biggest
tree with the root “dat” (“give”) having more than 1.6 thousand nodes. On the other hand, in the small
and sparse data of EstWordNet, all trees contain three or even fewer nodes.

As for the part-of-speech categories, DeriNet and EstWordNet cover nouns, adjectives, verbs, and ad-
verbs. Word Formation Latin lacks adverbs but it contains pronouns, auxiliaries and lexemes unspecified
for the part of speech. Démonette, DErivBase and FinnWordNet also lacks adverbs, and both Démonette
and DErivBase have a low number of adjectives. English WordNet and NomLex-PT are limited to nouns
and verbs. The part-of-speech categories are not available for DeriNet.ES, DeriNet.FA, and the Polish
Word-Formation Network.

5.2 Publishing and licensing

The presented UDer 0.5 collection is freely available in a single data package in the LIN-
DAT/CLARIAH CZ repository® under the licenses listed in Table 1. The UDer data can be also queried
using DeriSearch tool” (Vidra and Zabokrtsky, 2017) and processed using other software developed
within the DeriNet project, especially the Python application interface for DeriNet 2.0.

6 Conclusions and final remarks

This paper introduced a collection of derivational resources which have been harmonized to a common
annotation scheme. The collection is publicly available. In the near future, we plan to evaluate the
harmonization process in terms of consistency and adequacy across languages, and we are going to
harmonize data resources for other languages and from other types of data structures, too.

The process of harmonization of linguistic data resources is always a compromise between expressive-
ness and uniformity. It is impossible to keep all the information stored in the diverse original resources
and allow processing them all in an efficient unified way at the same time to allow multilingual or
cross-lingual research. However, we believe that the benefits of the presented harmonization efforts
outweigh the negatives and, above all, that it will open a (previously almost non-existent) discussion on
the harmonization of derivational resources.

Shttp://hdl.handle.net/11234/1-3041
"http://ufal.mff.cuni.cz/derinet/derinet-search
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