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Abstract

Previous work on visual storytelling mainly
focused on exploring image sequence as evi-
dence for storytelling and neglected textual ev-
idence for guiding story generation. Motivated
by human storytelling process which recalls
stories for familiar images, we exploit textual
evidence from similar images to help gener-
ate coherent and meaningful stories. To pick
the images which may provide textual experi-
ence, we propose a two-step ranking method
based on image object recognition techniques.
To utilize textual information, we design an
extended Seq2Seq model with two-channel
encoder and attention. Experiments on the
VIST dataset show that our method outper-
forms state-of-the-art baseline models without
heavy engineering.

1 Introduction

Multi-image visual storytelling is extended from a
long trend of research in image captioning and has
attracted considerable attention in recent years.

To generate the stories, previous work em-
ployed a Seq2Seq framework, using image en-
coder to encode the image sequences and sentence
decoder to generate stories from encoded image
sequences. Most of the researches (Smilevski
et al., 2018; Kim et al., 2018; Gonzalez-Rico and
Pineda, 2018; Wang et al., 2018b; Huang et al.,
2018; Yu et al., 2017) focused on improving the
decoder, and took simple concatenation or an
LSTM as encoder. With such design, only images
are utilized as input in generating the stories.

However, through our observations, the images
alone are inadequate for visual storytelling. Sto-
rytelling is creative and diversified, so background
knowledge is often required to convert a few im-
ages to a complete story. However, extracting such
background knowledge is very difficult, especially
with limited data.
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To alleviate such drawback, it is important to
take previous experience of story-writing into ac-
count. Imagining when a person starts to tell sto-
ries from images, he/she may not understand the
implications in those images and fail to write a
proper story. However, if he/she had heard others
telling stories, he/she may be able to tell a story
from the stories of similar image sequences he/she
previously heard. Motivated by such process, we
propose to utilize the large corpus as an inventory
and improve the visual storytelling model by in-
cluding stories from similar image sequences in
corpus as input to strengthen the encoder design.

On building such models, two major problems
need to be solved: (1) how to measure the related-
ness of stories from the image sequence pair; (2)
how to incorporate the textual information into the
model so as to fully exploit it for storytelling.

To handle the first problem of picking the most
relevant stories, we propose a two-step ranking
method for their image sequences. We first fil-
ter out the ’dissimilar’ images with object co-
occurrence, and then sort the remaining candidates
with feature vectors. For the second problem of in-
corporating textual information, we design an en-
hanced Seq2Seq model with two-channel encoder,
one for visual input and the other for textual input.

We conduct experiments on the VIST dataset
(Huang et al., 2016), a widely used multi-image
visual storytelling dataset. We show that with tex-
tual evidence, our model outperforms our base-
lines and state-of-the-art models.

2 Method

Our method is based on the Seq2Seq framework,
composed of a two-channel encoder and a RNN-
based decoder. The whole architecture of our
method is shown in Figure 1.

In the two-channel encoder, one channel en-
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Figure 1: Overall architecture of our proposed method.

codes visual evidence from the image sequence
and the other encodes textual evidence from rel-
evant stories. In the decoder, we adopt another
RNN model to generate stories from the two en-
coder outputs. To integrate the two types of infor-
mation, we use Luong attention (2015) to dynam-
ically attend to the stories. There are also other
modifications, as further explained in 2.1.

To collect the textual evidence for encoder in-
put, we design a selection method described in
Section 2.2 to get stories from the most similar
images.

2.1 Visual Storytelling Framework

Most previous works on visual storytelling fol-
lowed the Seq2Seq framework, taking image
recognition models such as ResNet (He et al.,
2015) or Inception (Szegedy et al., 2016) to ex-
tract image features, feeding them into a story-
level RNN encoder, bringing encoder output to the
sentence-level decoder throughout the generation
of the corresponding sentence.

We base our model on this framework with two
key modifications: first, we design a text encoder
to model the most similar stories which may pro-
vide evidence for story generation; second, we
adopt the Luong attention Luong et al. (2015)
mechanism on the textual side of encoded input
to better utilize its information.

Text Encoder We use an RNN encoder to model
the textual inputs. For each story, we feed its 5
sentences into the RNN one by one, retaining the
hidden state across sentences. We take the RNN
output of every step through the fully connected
layers as encoder output.
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Joint Decoder Different from previous meth-
ods, our decoder depend on both image and text
encoder. The incorporation of the two encoders is
the key problem. Here we adopt two approaches
to solve this problem. First, we use the concatena-
tion of the image encoder output, the embedding
of last word and the last hidden states of sentence
encoder as the input of the decoder. Second, we
design a Luong attention layer in decoder to at-
tend to sentence encoder outputs. Formally, the
concatenation decoder can be denoted as:

st = DEC(s!_y,[emb}_, sentfensemi,imgi])

)

and the downstream attention mechanism can be
denoted as:

weights; = si - sent’ )

Cy = Softmax(weight;) - sent’ 3)
mp(wilwhy_y) = softmaz(W, - [Cry5i] +be)

4)

where DEC is decoder RNN, si is RNN output
for image i at step t, emb is word embedding, img
and sent are image and sentence encoder output,
W, and b, are appended linear matrix and bias.

To be noticed, in our model, both decoder RNN
and image encoder are generic and not limited to
one particular design. The image encoder can be
of arbitrary architecture as long as it generates a
vector for each image, and the decoder RNN can
also be designed flexibly as long as it takes a vec-
tor as input and outputs another vector at each step.

Specifically, we implemented these modifica-
tions on two popular systems: GLACNet (2018),
the group with best human evaluation scores in Vi-
sual Storytelling Challenge NAACL 2018, wwho
use residual encoder to generate GLOCAL vec-
tors; XE-ss, a baseline model of Wang et al.
(2018b), who proposed to improve performance
with reinforcement model (AREL). We call our
two models GLAC-TG and XE-TG. (see section
3.1 for details).

2.2 Textual Evidence Selection

To provide strong textual evidence for story gener-
ation, we aim to select stories which are most sim-
ilar to the expected story for the given sequence of
images.

With the assumption that similar images usually
have similar stories, we take stories of similar im-



ages as similar stories. While it’s most straight-
forward to choose the image with the most similar
feature vector, it’s shown through experiments 2
that comparing each pair of feature vectors for a
large image corpus would be computationally ex-
pensive and suffer severely from false positives.
Therefore, we propose to employ a two-step filter-
and-sort method to pick out the most similar sto-
ries.

2.2.1 Filter

In the filter step, we use object co-occurrence
to discriminate 'roughly similar’ image sequences
from ’dissimilar’ ones. Here we filter by image ob-
ject information because it conforms with the intu-
ition that images with similar objects describe rel-
evant events. It is also because object information
has been widely used in image captioning as help-
ful information on images. (Mishra and Liwicki,
2019; Liu et al., 2018; Jiang et al., 2018; Anderson
et al., 2017; Yin and Ordonez, 2017; Wang et al.,
2018a).

We first get the types and numbers of objects
in each image using an object recognition model,
and then we measure image similarity with a cat-
egorical criterion and a numerical criterion. For-
mally, O, and Oy are the set of objects present in
image @ and b respectively, c¥ is the count of oc-
currence for object £ in image x. The categorical

criterion concerns the types of common objects,
‘OaﬂObl

|OallOs|
terion concerns the differences in times of occur-

rence, namely score = [Oa |0
5 y num — ‘Eke(oauob)(cs_clg)zl-

Additionally, we set similarity scores to 0 when
no objects are recognized in either image.

As mentioned above, we compare images in se-
quences. We measure the similarity between the
sequences as the average score of its images. By
filtering on the corpus and keeping only the image
sequences scored on the top, we narrow down our
candidate sequences to a modest size.

namely scoreqq; = ; the numerical cri-

2.2.2 Sort

After obtaining a small set of roughly similar im-
age sequences, we use feature vectors to rank sim-
ilarity more precisely. Here we experiment on two
approaches: a simple cosine similarity measure
and a Bi-Linear model with Meteor score as gold
annotation inspired by Cao et al. (2018). Empir-
ically we find that Bi-Linear model shows no ad-
vantage against cosine similarity. Thus, we sim-
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ply sort the roughly similar sequences with cosine
similarity for downstream models.

3 Experiments

3.1 Experiment Setup

Our experiment is built on VIST (Huang et al.,
2016) dataset, which is organized in 5-image se-
quences annotated with 5-sentence complete sto-
ries. The dataset size is 40098 for train, 4988 for
validation and 5050 for test.

In GLAC-TG, we use LSTM RNN model with
hidden size 1024, embedding size 256 and learn-
ing rate 1 x 1073; in XE-TG. We use GRU RNN
model with hidden size 512, embedding size 512
and learning rate 4 x 1074,

In both models, we use ResNetl152 (He et al.,
2015) pre-trained on ImageNet (Krizhevsky et al.,
2012) as image features, and we use Bi-LSTM and
Bidirectional GRU respectively for image encoder.

In both models, we keep the hyper-parameters
from their baseline models unmodified. For loss
function, we use cross-entropy averaged on the
sentence lengths.

On textual evidence selection, we use all stories
and image sequences in train and validation set
as reference corpus, and a Fast RCNN (He et al.,
2017; Abdulla, 2017) model pre-trained on COCO
dataset (Lin et al., 2014) to detect objects from
each image. Roughly similar stories are filtered
with numerical criterion at 500 candidate size as it
shows the best performance.

3.2 Results

Methods R/C/M

Huang et al. (2016) - - 314
Yu et al. (2017) 295 7.5 341
Gonzalez-Rico and Pineda (2018) 29.2 5.1 344
Huang et al. (2018) 30.8 10.7 352
GLACNet(2018) (re-trained) 263 2.2 33.0
GLAC-TG-topl(ours) 26.5 2.0 334
XE-ss(2018b) 29.7 8.7 348
AREL(2018b) 299 84 352
XE-TG-top1(ours) 30.0 8.7 355
XE-TG-top3(ours) 296 83 354
XE-TG-top1-attn(ours) 299 9.2 352
XE-TG-top3-attn(ours) 294 9.2 35.0
XE-TG-only 29.1 7.7 348

Table 1: Performance of our method compared to ex-
isting visual storytelling models, R is ROUGE-L, C is
CIDEr, M is METEOR (models we re-trained in same
setting as original are listed in (re-trained) rows)
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Figure 2: An example sequence of visual storytelling.

In Table 1, we compare our models with sev-
eral strong baselines on three automatic evalua-
tion metrics, ROUGE-L, CIDEr and METEOR. In
the top block of Table 1, we present 4 previous
baselines: 1) a standard Seq2Seq baseline model
developed by Huang et al. (2016); 2) a hierarchi-
cally attentive model designed by Yu et al. (2017);
3) the Seq2Seq model with sentence-wise separate
decoders by Gonzalez-Rico and Pineda (2018); 4)
reinforcement learning with topic guided decoders
by Huang et al. (2018). In the middle block, we
present the GLACNet model Kim et al. (2018)
and our improved GLAC-TG model. In the bot-
tom block, we present our XE-TG models which
are improved based on the XE-ss model in AREL
framework (Wang et al., 2018b). For fair compar-
ison, we evaluate all models with the open source
evaluation code! (Yu et al., 2017).

Result shows that both our models outper-
form their corresponding baselines. Even us-
ing textual evidence only, our XE-TG-only model
shows competitive performance compared to the
baselines. Moreover, our XE-TG models using
cross entropy loss outperformed state-of-the-art
baselines with reinforcement learning techniques
(Wang et al., 2018b; Huang et al., 2018). By using
simple cross entropy loss, our models are also less
costly to train, easier to tune and more stable when
re-trained.

We conduct a qualitative analysis on XE-TG-
topl model in Figure 2 as an example. It
shows that the selected similar story shares the

'nttps://github.com/lichengunc/vist_
eval
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same topic of wilderness adventure with similar
story-flows. The generated story also catches the
essence of the image sequence, with basic details
closely relevant. It shows that our textual evidence
selection method is capable of selecting proper
textual evidence, and our storytelling framework
is capable of capturing the provided information
and telling fluent and coherent stories.

3.3 Analysis on Textual Evidence Selection

In this section, we further explore the effective-
ness of similar stories. We experimented on filter-
ing candidate size 50, 100 and 500 with both cate-
gorical and numerical criteria, using sorting on the
entire reference corpus for comparison and ME-
TEOR score as a metric of actual story similar-
ity. In Table 2, we show that for all methods, the
selected stories are significantly more similar to
gold stories than randomly selected ones, and sto-
ries with higher rankings are generally better than
those with lower rankings. Moreover, for both cri-
teria, candidate size poses negligible effect.

On the other hand, neither sorting on full corpus
nor sorting by bi-linear model shows competitive
results compared to our approach.

M categorical numerical
50 | 100 | 500 | 50 | 100 | 500

1 248 | 248 | 25.0 | 249 | 24.7 | 24.5
2 1249|248 | 247 | 244|245 | 246
3 1246245246 |246 | 246|245
4 245|249 | 248 | 245 | 245 | 243
5 | 248|246 | 246|245 |245 (245
rand 23.8

full 23.28 (average on top 5)

B-L 23.62 (average on top 5)

Table 2: METEOR scores for top 1 to 5 similar stories
regarding two criteria, B-L refers to Bi-Linear

4 Conclusion

In this paper, we show that textual evidence from
similar image sequences contains rich informa-
tion for visual storytelling, therefore it’s capable
of boosting storytelling performance. We propose
a feasible two-step approach to extract textual ev-
idence from a large corpus. We also design a two-
channel encoder to incorporate textual and visual
evidence into the Seq2Seq visual storytelling mod-
els and achieve state-of-the-art performance with-
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out heavy engineering.
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