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Abstract

Despite spectacular progress in language modeling tasks, neural networks still fall short of the
performance of human infants when it comes to learning a language from scarce and noisy data.
Such performance presumably stems from human-specific inductive biases in the neural networks
sustaining language acquisitions in the child. Here, we use two paradigms to study experimen-
tally such inductive biases in artificial neural networks. The first one relies on iterative learning,
where a sequence of agents learn from each other, simulating historical linguistic transmission.
We find evidence that sequence to sequence neural models have some of the human inductive
biases (like the preference for local dependencies), but lack others (like the preference for non-
redundant markers of argument structure). The second paradigm relies on language emergence,
where two agents engage in a communicative game. Here we find that sequence to sequence
networks lack the preference for efficient communication found in humans, and in fact display
an anti-Zipfian law of abbreviation. We conclude that the study of the inductive biases of neural
networks is an important topic to improve the data efficiency of current systems.
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