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Preface from the co-chairs of the workshop
These proceedings include the program and papers presented at the third Celtic Language Technology

Workshop held in conjunction with the Machine Translation Summit in Dublin in August 2019. Celtic
Languages are spoken in regions extending from the British Isles to the western seaboard of continental
Europe, and communities in Argentina and Canada. They include Irish, Scottish Gaelic, Breton, Manx,
Welsh and Cornish. Irish is an official EU language, both Irish and Welsh have official language status in
their respective countries, and Scottish Gaelic recently saw an improvement in its prospects through the
Gaelic Language (Scotland) Act 2005. The majority of others have co-official status, except Breton which
has not yet received recognition as an official or regional language.

Until recently, the Celtic languages have lagged behind in the area of natural language processing (NLP)
and machine translation (MT). Consequently, language technology research and resource provision for this
language group was poor. In recent years, as the resource provision for minority and under-resourced
languages has been improving, it has been extended and applied to some Celtic languages.. The CLTW
community and workshop, inaugurated at COLING (Dublin) in 2014, provides such a forum for researchers
interested in language/speech processing technologies and related resources for low-resourced languages,
specifically those working with the Celtic languages.

The 11 accepted papers cover an extremely wide range of topics, including machine translation, tree-
banking, computer-aided language learning, NLP of social media, information retrieval, Old Irish, the
Welsh spoken in Argentina and named entity recognition.

We thank our invited speakers, Claudia Soria of the National Research Council of Italy and Kelly Davis
of Mozilla. Claudia studies digital language diversity and Kelly is part of Mozilla’s open-source Common
Voice speech project. We also thank our authors and presenters for their hard work and workshop attendees
for their participation, and of course we are very grateful to our programme committee for reviewing and
providing invaluable feedback on the work published. Finally we thank Mozilla and the Department of
Culture, Heritage and the Gaeltacht for financial support.
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Abstract 

This paper investigates an adaptation of an 

existing system for multi-word term 

recognition, originally developed for 

English, for Welsh. We overview the 

modifications required with a special focus 

on an important difference between the two 

representatives of two language families, 

Germanic and Celtic, which is concerned 

with the directionality of noun phrases. We 

successfully modelled these differences by 

means of lexico–syntactic patterns, which 

represent parameters of the system and, 

therefore, required no re–implementation of 

the core algorithm. The performance of the 

Welsh version was compared against that of 

the English version. For this purpose, we 

assembled three parallel domain–specific 

corpora. The results were compared in terms 

of precision and recall. Comparable 

performance was achieved across the three 

domains in terms of the two measures (P = 

68.9%, R = 55.7%), but also in the ranking of 

automatically extracted terms measured by 

weighted kappa coefficient ( = 0.7758). 

These early results indicate that our approach 

to term recognition can provide a basis for 

machine translation of multi-word terms. 

1 Introduction 

Terms are noun phrases (Daille, 1996; Kageura, 

1996) that are frequently used in specialised texts to 

refer to concepts specific to a given domain (Arppe, 

1995). In other words, terms are linguistic 

representations of domain-specific concepts (Frantzi, 

1997). As such, terms are key means of 

communicating effectively in a scientific or technical 

discourse (Jacquemin, 2001). To ensure that terms 

conform to specific standards, they often undergo a 

process of standardisation. Such standards are 

commonly based on the following principles. First 

and foremost, a term should be linguistically correct 

and reflect the key characteristics of the concept it 

represents in concise manner. There should only be 

one term per concept and all other variations (e.g. 

acronyms and inflected forms) should be derivatives 

of that term. TermCymru, a terminology used by the 

Welsh Government translators, assigns a status to 

each term depending on the degree to which it has 

been standardised: fully standardised, partially 

standardised and linguistically verified.  

Terms will still naturally vary in length and their 

level of fixedness, i.e. the strength of association 

between specific lexical items (Nattinger and 

DeCarrico, 1992), which can be measured using 

mutual information, z-score or t-score. Such 

variation of terms within a language may pose 

problems when attempting to translate term variants 

consistently into another language. Verbatim 

translations also often deviate from the established 

terminology in the target language, e.g. TermCymru 

in Welsh. Therefore, high-quality translations, 

performed by either humans or machines, require 

management of terminologies. Specialised text 

requires consistent use of terminology, where the 

same term is used consistently throughout a 

discourse to refer to the same concept. Very often, 

terms cannot be translated word for word. Therefore, 

most machine translation systems maintain a term 

base in order to support translations that use 

established terminology in the target language.  

Given a potentially unlimited number of domains 

as well as a dynamic nature of many domains (e.g. 

computer science) where new terms get introduced 

regularly, manual maintenance of one-to-one term 

bases for each pair of languages may become 

unmanageable. Where parallel corpora exist, 

automatic term recognition approaches can be used 

to extract terms and their translations, which can 

then be embedded into the term base to support 

machine translation of other document from the 

same domain. To that end, we are focusing on 
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comparing the performance of an unsupervised 

approach to automatic term recognition in two 

languages, Welsh and English, as an important step 

towards machine translation of specialised texts in 

the given languages.  

2 Methods 

2.1 Method overview 

FlexiTerm is a software tool that automatically 

identifies multi-word terms (MWTs) in text 

documents (Spasić et al., 2013). Given a domain-

specific corpus of plain text documents, it will 

extract MWTs in a form of a lexicon, which links 

together different forms of the same term including 

acronyms (Spasić, 2018). The most recent version 

can arrange the lexicon hierarchically (Spasić et al., 

2018). Table 1 provides examples of terms that were 

automatically extracted from patent applications 

from three different domains. 

 
Domain Term variants 

Civil engineering 

bottom hole assembly 

bottomhole assembly 

BHA 

Computing 

network functions virtualization 

NFV 

virtual network function 

VNF 

Transport 

lightning strike protection 

LSP 

protection against lightning strike 

Table 1: Examples of domain-specific terms 

FlexiTerm performs MWT recognition in two 

stages. First, MWT candidates are selected using 

lexico-syntactic patterns. This is based on an 

assumption that terms follow certain formation 

patterns (Justeson & Katz, 1995). Indeed, terms are 

associated with preferred phrase structures. They are 

typically noun phrases that consist of adjectives, 

nouns and prepositions. Terms rarely contain verbs, 

adverbs or conjunctions. 

Once potential MWT are identified, they are 

ranked using a measure that combines their length 

and frequency with an aim of identifying the longest 

repetitive patterns of word usage. This is based on an 

assumption that MWTs are expected to demonstrate 

collocational stability (Smadja, 1993). 

The original FlexiTerm method was implemented 

to support the English language. In the following 

sections, we describe the modifications that were 

required to support the same functionality in the 

Welsh language. 

2.2 Linguistic pre-processing 

FlexiTerm takes advantage of lexico–syntactic 

information to identify term candidates. Therefore, 

the input documents need to undergo linguistic pre–

processing in order to annotate them with relevant 

lexico–syntactic information. This process includes 

part-of-speech (POS) tagging, sentence splitting and 

tokenisation. The original implementation of 

FlexiTerm uses Stanford CoreNLP library 

(Toutanova et al., 2003) to support such processing 

in English. In the Welsh version, text is processed 

using the Canolfan Bedwyr Welsh POS Tagger 

(Jones, Robertson, and Prys, 2015) to tokenise the 

text and tag each token with an appropriate lexical 

category including end-of-sentence annotations. A 

subset of relevant tags from Canolfan Bedwyr Welsh 

language tag set (Robertson, 2015) were mapped to 

tags compatible  with the original version of 

FlexiTerm to minimise re-implementation (e.g. 

specific noun tags NM and NF were mapped to 

generic noun tag NN). This mapping was restricted 

to nouns, adjectives and prepositions only as these 

lexical classes are used to extract term candidates as 

explained in the following section. 

2.3 Term candidate extraction and 
normalisation 

Term candidates are extracted from pre-processed 

documents using pattern matching. The patterns 

describe the syntactic structure of targeted noun 

phrases (NPs). These patterns are treated as 

parameters of the method and as such can be 

modified as required. In general, NPs in Welsh and 

English follow different formation patterns. The 

main difference is concerned with headedness or 

directionality of NPs. Nearly all adjectives follow 

the noun in Welsh (Willis, 2006). For example, 

gorsaf ganolog, where the word ganolog means 

central, corresponds to the central station in English. 

Two lexico-syntactic patterns defined using regular 

expressions were used in our experiments, one to 

model simple (linear) NPs:  

NN (NN | JJ)
+
 

and the other one to model complex (hierarchical) 

NPs:  

NN (NN | JJ)* IN NN (NN | JJ)* 

Here, NN, JJ and IN correspond to noun, adjective 

and preposition respectively. 

Identification of term candidates is further refined 

by trimming the leading and trailing stop words. 

Stop word list has been created by automatically 

translating the English stop word list distributed with 

FlexiTerm (Spasić et al., 2013; Spasić, 2018), e.g. 

unrhyw (Engl. any), bron (Engl. nearly), etc. The 

translation was performed using the Canolfan 

Bedwyr Machine Translation Online API (Jones, 

2015). 
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To neutralise morphological and orthographic 

variation, all term candidates undergo normalisation, 

which involves lemmatisation of each token and 

removal of punctuation, numbers, stop words and 

any lowercase tokens with less than 3 characters. To 

address syntactic variation, the order is ignored by 

representing each candidate as a bag of words 

(BOW). For example, term candidates niwed i 

iechyd (Engl. damage to health) and iechyd niwed 

(Engl. health damage) are both represented as 

{niwed, iechyd}. 

Unlike English, Welsh syntax often requires 

words to inflect at the beginning depending on the 

preceding word or its role in the sentence (Harlow, 

1989). These morphological changes are known as 

mutations. For example, mwg tybaco (Engl. tobacco 

smoke) can appear as fwg tybaco in some contexts 

where soft mutation occurs. Lemmatisation will 

neutralise various word mutations. In the previous 

example, both mwg and fwg would be lemmatised to 

mwg. 

2.4 Lexical similarity 

As mentioned before, many types of morphological 

variation can be neutralised by lemmatisation. For 

instance, cerbyd (Engl. vehicle) and cerbydau (Engl. 

vehicles) will be conflated to the same lemma 

cerbyd. However, previously normalised term 

candidates may still contain typographical errors or 

spelling mistakes. Lexical similarity can be used to 

conflate these types of variation. For example, two 

normalised candidates {llywodraeth, cymru} and 

{llywrydraeth, cymru} (where llywrydraeth is a 

misspelling of the correct word that means 

government) can be conflated into the same 

normalised form {llywodraeth, llywrydraeth, 

cymru}. In FlexiTerm, similar tokens are matched 

using the Cysill Ar-Lein (Spelling and Grammar 

Checker) API (Robertson, 2015). 

2.5 Termhood calculation 

Calculation of termhood is based on the C-value 

formula (Frantzi et al., 2000), which is based on the 

idea of a cost criteria-based measure originally 

introduced for automatic collocation extraction (Kita 

et al., 1994): 

  
















)( if  ,))(
|)(|

1
)((||ln

)( if  ,)(||ln

)(

)(

tSsf
tS

tft

tStft

tvalueC

tSs

 

 

In this formula, |t| represents the number of content 

words in term candidate t, f(t) is the overall 

frequency of occurrence of term t which aggregates 

occurrences of the corresponding term variants. S(t) 

is a set of all other term candidates that are proper 

supersets of t. The termhood calculation module is 

language independent and as such required no 

modification for Welsh. 

2.6 Output 

Given a corpus of text documents, FlexiTerm 

outputs a ranked list of MWTs together with their 

termhood scores. Within this list, all term variants 

that share the same normalised form represented as a 

BOW are grouped together and ordered by their 

frequency of occurrence. Table 2 provides a sample 

output. We added English translation manually for 

the benefit of non-Welsh readers. 

 
Rank Term variants Translation Score 

1 
mwg ail-law 

fwg ail-law 

second-hand 

smoking 
3.4657 

2 
fwg tybaco amgylcheddol 

mwg tybaco amgylcheddol 

environmental 

tobacco smoke 
3.2958 

3 
cerbyd preifat 

cerbydau preifat 
private vehicle 2.7726 

4 

niwed difrifol i iechyd 

niwed i iechyd 

iechyd niwed 

damage to health 2.0794 

5 
Llywodraeth Cymru 
Lywodraeth Cymru 

Welsh Government 1.3863 

Table 2: Sample output 

3 Results 

3.1 Data 

We assembled three parallel corpora from three 

domains: education, politics and health. For each 

domain, a total of 100 publicly available documents 

were downloaded from the Welsh Government web 

site (Welsh Government, 2019). The Welsh 

Language Act 1993 obliges all public sector bodies 

to give equal importance to both Welsh and English 

when delivering services to the public in Wales. This 

means that all documents we collected from the 

Welsh Government web site were available in both 

languages. We collected a total of 100 documents in 

both languages for each of the three domains 

considered (600 in total). All documents were pre-

processed to remove HTML formatting and stored in 

a plain text format for further processing by 

FlexiTerm. Table 3 describes the properties of each 

corpus whose name consists of two letters – first 

indicating the language and the second indicating the 

domain (e.g. WH stands for Welsh+Health). 

 

Data  

set 

Size 

(KB) 
Sentences Tokens 

Distinct  

lemmas 

EE 138 869 24,580 2,517 

WE 141 913 27,847 2,204 

EP 116 831 21,406 2,444 

WP 120 877 23,884 2,352 

EH 92 596 16,614 2,063 

WH 96 615 18,975 1,960 

Table 3: Three parallel domain-specific corpora 
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3.2 Silver standard 

FlexiTerm had previously been thoroughly evaluated 

for English using the standard measures of precision 

and recall (Spasić et al., 2013). Their values were 

calculated against term occurrences that were 

annotated manually in five corpora used for 

evaluation. In this particular study, we are focusing 

on the actual terms extracted as a ranked list and not 

their specific occurrences in text. This simplifies the 

evaluation task as it does not require manual 

annotation of term occurrences in the three corpora 

(WE, WP and WH). Instead, only the ranked term 

lists need to be inspected. Moreover, the goal of this 

study is not to evaluate how well the Welsh version 

of FlexiTerm performs in general, but rather 

examine how it compares relative to the English 

version. In other words, by already knowing the 

performance of the English version of FlexiTerm 

from the previous study (Spasić et al., 2013), we can 

use its output on English versions of the three 

corpora (EE, EP and EH) as the "silver standard". 

The results obtained from the Welsh versions of the 

three corpora (WE, WP and WH) can then be 

matched against the silver standard. The only manual 

effort this approach requires is to map each 

automatically extracted term in Welsh to its 

equivalent in English (if an equivalent term has been 

recognised by FlexiTerm) and vice versa. Such 

mapping was performed by a Welsh-English 

proficient bilingual speaker. 

3.3 Evaluation 

We ran two versions of FlexiTerm against the three 

parallel corpora. Table 4 specifies the number of 

automatically recognised terms in each language. 

The Welsh output was evaluated against the 

corresponding English output (used here as the silver 

standard) in terms of precision and recall (also 

specified in Table 4). In other words, to calculate 

precision, for every Welsh term candidate, we 

checked whether its equivalent (i.e. translation) 

appeared in the English output. Vice versa, to 

calculate recall, for every English term candidate, we 

checked whether its equivalent appeared in the 

Welsh output.  

 

 
Welsh 

terms 

English 

terms 
P R F  

Health 90 120 75.0 55.1 63.5 0.6300 

Education 107 136 63.8 46.3 53.7 0.8425 

Politics 124 127 68.0 65.6 66.8 0.8550 

Average 107 128 68.9 55.7 61.3 0.7758 

Table 4: Evaluation results 

Across the three domains, the Welsh version of 

FlexiTerm performed more consistently in terms of 

precision, which was relatively high (i.e. >60%). 

However, the recall varied significantly across the 

three corpora ranging from as low as 46.3% to as 

high as 65.6%. 

3.4 Discussion 

We investigated the plausible causes affecting the 

sensitivity of the method in Welsh, which are 

associated with different steps of the FlexiTerm 

algorithm: (1) term candidate selection, (2) term 

candidate normalisation, (3) termhood calculation.  

First, term candidate selection depends on a set of 

lexico-syntactic patterns. If their coverage does not 

cover certain term formation patterns, then the 

corresponding terms will fail to be recognised. For 

example, the structure NN DT NN of the term 

rheoliad y cyngor (Engl.council regulation) does not 

match any of the patterns specified in Section 2.2, so 

further investigation is needed into the Welsh term 

formation patterns.  

Furthermore, term candidate selection depends on 

linguistic pre-processing (see Section 2.1). For 

example, even if a term's internal structure does 

comply with the given patterns, for the term to be 

selected that structure needs to be correctly 

recognised. In practice, a term's constituents may 

consistently be tagged incorrectly or ambiguously 

with POS information. For example, the term data 

biometrig (Engl. biometric data) was tagged as NN ? 

(where ? denotes an unknown tag)  instead of NN JJ. 

Such cases may fail to be matched with any of the 

given patterns, and, therefore, will also fail to be 

recognised. 

Once term candidates have been selected, their 

formal recognition as terms will depend on their 

frequency of occurrence. The overall frequency may 

be underestimated when different term variants fail 

to be conflated into a single term representative used 

to aggregate their individual frequencies. Term 

conflation depends on term normalisation, which 

involves (1) lemmatisation of individual words and 

(2) lexical similarity of their lemmas. The 

performance of the Welsh lemmatiser was found to 

be poorer than that of its English counterpart. 

Further, term normalisation depends on matching 

lexically similar tokens (see Section 2.4). Welsh 

orthography uses 29 letters out of which eight are 

digraphs. Morphology of the words is also more 

likely to vary than English depending on the dialect 

(e.g. northern vs. southern dialects). For example, 

hogyn is the northern variant of bachgen (Engl. boy). 

While the same approach to term normalisation is 

still valid for Welsh, it requires further investigation 

into adjusting the lexical similarity threshold. 

Finally, other than frequency, the calculation of 

the termhood also depends on the length of the term 

candidate (see Section 2.5). The equivalent terms in 
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the corresponding languages may not necessarily 

have the same number of content words due to 

compounding. For example, ansawdd gofal iechyd 

has got three content words whereas its English 

translation quality of healthcare has got two content 

words. This means that their termhood calculated 

using the C-value formula may have significantly 

different values. If this value does not meet the 

termhood threshold, the candidate will fail to be 

recognised as a term. In the worst case scenario, a 

MWT in one language (e.g. gofal iechyd) may be a 

singleton in the other language (e.g. healthcare), and 

as a single-word term it will fail to be identified as a 

term candidate.  

To check how well the respective terminologies 

are aligned, we compared whether the ranking of 

terms was similar. The C-value scores are replaced 

by their rank when they are sorted in the descending 

order. Note that such ranking represents a weak 

order because different terms may have the same C-

value and, therefore, the same rank. We can view the 

ranking of terms as an ordinal classification problem. 

This allows us to compare the differences in the 

ranking using weighted kappa coefficient (Cohen, 

1968), which is traditionally used to calculate inter-

annotator agreement. Unlike the original kappa 

coefficient, the weighted version accounts for the 

degree of disagreement by assigning different 

weights wi to cases where annotations differ by i 

categories. 

We reported the values of this statistics in Table 4 

for the terms recognised in both languages. In other 

words, the missing values, i.e. terms not recognised 

in one of the languages, were ignored. These values 

have already been accounted for by means of 

precision and recall. For the common terms in the 

domains of education and politics, at  > 0.8 the 

agreement of ranking is almost perfect. In the health 

domain, the agreement is still substantial at  > 0.6.         

4 Conclusions 

In this paper we presented an adaptation of a MWT 

recognition algorithm, originally implemented for 

English, for Welsh. We compared the performance 

of the Welsh version relative to the original English 

version. The results demonstrate that the brute-force 

adaptation, which is concerned only with the 

modules that support linguistic pre-processing (e.g. 

POS tagging), will successfully recognise the 

majority of MWTs proposed by the English version 

(P = 68.9%, R = 55.7%). It is expected that fine 

tuning the internal parameters of the method (e.g. 

lexico-syntactic patterns and lexical similarity 

threshold) as well as improving the performance of 

external parameters (e.g. POS tagging) would further 

improve the performance in Welsh. Successfully 

mapping MWTs between Welsh and English would 

improve the performance of machine translation of 

specialised texts, whose quality of translation 

depends largely on using established terminology 

instead of verbatim translations. 

5 Availability 

The software is shared under the BSD-3-clause 

license on GitHub: 

https://github.com/ispasic/FlexiTermCymraeg  
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Abstract

We present universal dependencies for
Scottish Gaelic and a treebank of 1021
sentences (20 021 tokens) drawn from the
Annotated Reference Corpus Of Scottish
Gaelic (ARCOSG). The tokens are an-
notated for coarse part-of-speech, fine-
grained part-of-speech, syntactic features
and dependency relations. We discuss how
the annotations differ from the treebanks
developed for two other Celtic languages,
Irish and Breton, and in preliminary de-
pendency parsing experiments we obtain a
mean labelled attachment score of 0.792.
We also discuss some difficult cases for
future investigation, including cosubordi-
nation. The treebank is available, along
with documentation, from https://
universaldependencies.org/.

1 Introduction

Scottish Gaelic is an low-resourced language
which has hitherto lacked a robust parser, despite
the recent development of the Annotated Refer-
ence Corpus of Scottish Gaelic (ARCOSG) (Lamb
et al., 2016). Previous work (Batchelor, 2016)
has leveraged ARCOSG to produce a medium-
coverage categorial grammar but not a gold stan-
dard corpus that would enable the grammar to be
properly evaluated. In this work we fill this gap
by creating a dependency treebank for Scottish
Gaelic of similar size to the existing treebanks in
Irish (Lynn, 2016) and (Lynn and Foster, 2016)
and Breton (Tyers and Ravishankar, 2018). An

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

important advantage of the dependency grammar
approach is that the tools are better developed and
less closely tied to English than for combinatory
categorial grammar (CCG). Indeed, the universal
dependencies (UD) framework has been developed
to cover as wide a range of languages as possible,
and recent CoNLL shared tasks have been explic-
itly multilingual, for example the 2018 task which
focussed on extracting universal dependencies for
82 treebanks in 57 languages (Zeman et al., 2018).
Given a corpus in CoNLL format, the udpipe pack-
age (Straka and Straková, 2017) can be used to
train a tokeniser, a POS tagger and a dependency
parser. In this work we will concentrate on the last
of these and present preliminary results.

2 Scottish Gaelic

Scottish Gaelic, hereafter Gaelic, is a Celtic lan-
guage of the Goidelic family closely related to
Irish and Manx. It is spoken mainly in the High-
lands and islands of Scotland, in the cities of the
Central Belt and in Cape Breton in Canada. Its
usage has been declining since the Middle Ages,
when placename evidence attests its presence as
far southeast as Fife and even East Lothian (Gul-
lane, Innerwick and Ballencrieff all have Gaelic
etymologies) and according to the UNESCO At-
las of the World’s Languages in Danger it is “defi-
nitely endangered” (Moseley, 2010). Lamb (2003)
has published an accessible grammar of the lan-
guage, but for a fuller account see Cox (2017) and
for a short practical account focussing on contem-
porary usage see Ross et al. (2019).

The main electronic corpora for the language
are ARCOSG and Corpas na Gàidhlig ‘Corpus
of Gaelic’, part of the Digital Archive of Scottish
Gaelic (DASG) (University of Glasgow, 2019).

The usual word order is VSO, but periphrastic
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constructions are very common and in contrast to
Irish the usual way of expressing that something
is taking place in the present is to use the verb bi
and the verbal noun, for example Tha mi a’ dol
‘I am at going’ for ‘I am going’. We will dis-
cuss other differences from Irish, mainly that cer-
tain constructions are much more common in one
language than the other, in more depth later on.
There are two genders (masculine and feminine),
three numbers (singular, plural and a separate dual
form for nouns) and four cases (nominative, voca-
tive, genitive and dative). Like the other Celtic lan-
guages Gaelic has conjugated prepositions such as
agam ‘at me’ and oirnn ‘on us’. These were al-
ready single words by the time of Old Irish (the
8th and 9th centuries CE) (Stifter, 2006). Both
Irish and Scottish Gaelic exhibit cosubordination
(Lamb, 2003). This is where the coordinator agus
is followed by a nominal subject and an adjecti-
val predicate or a small clause. Usually in Scottish
Gaelic the cosubordinated clause follows the main
clause, but it is not unusual in Irish to see it fronted.
We will discuss options for handling this later on.
Lastly, it is very common to express psychologi-
cal states by a combination of the verb bi, a noun
and two prepositional phrases, for example ‘I love
her’ is Tha gaol agam oirre ‘There is love at me on
her’.

3 Related work

The first work on a dependency treebank for Gaelic
was by Batchelor (2014) which predated the re-
lease of ARCOSG and was built from a tiny collec-
tion (82 sentences) of hand-picked sentences. At
the same time Lamb and Danso presented a part-
of-speech tagger for Gaelic based on ARCOSG
(Lamb and Danso, 2014). Subsequently Tyers
and Ravishankar (2018) have presented a Univer-
sal Dependencies treebank for Breton.

4 Corpus

ARCOSG is a corpus of 76 texts from a variety of
genres, including conversations, sports commen-
tary, fiction and news. Part of the context for
the development of ARCOSG is given in (Lamb,
1999) where Lamb describes the development of
the news reports and the language used on Radio
nan Gàidheal. The texts have been part-of-speech
tagged by hand according to a tagging scheme de-
scribed in (2014) and based on the PAROLE tagset
used by Uı́ Dhonnchadha (2009).

ARCOSG is made available in Brown Corpus
format. This is converted into CoNLL-U format
with a short Python script and the fine-grained
part-of-speech tags mapped to the coarse-grained
UD v2 tagset. A sample of the mapping is shown
in Table 1. The LEMMA field in the treebank is
populated using an extended version of the lem-
matiser described in Batchelor (2016). The FEATS

field is populated in the conversion process, largely
following the feature set for Irish (Lynn et al.,
2017). The corpus is broken into sentences on full
stops and sentence boundaries corrected in manual
postprocessing.

We use the texts in the following subcorpora:
narrative, news, fiction, formal prose and popu-
lar writing. We have initially excluded the con-
versation and interview subcorpora because of the
large fraction of single-token utterances. We also
exclude the sports subcorpus for the moment as it
largely consists of highly paratactic football com-
mentary. Table 2 gives an overview. 752 sen-
tences (25 593 tokens) remain to be added to the
corpus and 30 sentences (1043 tokens) are await-
ing a better treatment of cosubordination. Lastly
there are five sentences in the narrative subcorpus
which have a total of 5092 tokens between them.

5 Annotation

In this section we describe the process and look
at some special cases in the light of the Irish and
Breton treebanks.

5.1 Guidelines
We use the generic Universal Dependencies guide-
lines (Universal Dependencies contributors, 2016)
and refer to the Irish UD corpus (Lynn and Foster,
2016) and our own list of special cases1 in case of
doubt. There is a single human annotator, an expe-
rienced adult learner of Gaelic, but the tagset used
in ARCOSG is extremely rich, with well over 200
POS tags and marks for tense, case, number and
gender and hence does a great deal of disambigua-
tion. We follow Lynn et al. (2013) in marking up
a small portion of the corpus (around 1000 tokens
in this case) by hand and then iteratively training
MaltParser (Nivre et al., 2006) with the standard
settings on an annotated/checked part of the cor-
pus and using it to parse the unchecked part. We
1See guidelines.md and the documentation for the
python conversion scripts in https://github.com/
colinbatchelor/gdbank/releases/tag/v0.
2-alpha
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ARCOSG UD Comments Examples
A* ADJ adjectives
Dd DET determiners seo ‘this’, ud ‘yon’
Dp* DET possessive pronouns mo ‘my’
Dq DET determiners gach ‘every’, a h-uile ‘every’
Cc CCONJ coordinators agus ‘and’, ach ‘but’, oir ‘for’
Cs SCONJ subordinators ged ‘although’, nuair ‘when’
F* PUNCT punctuation
I INTJ interjections O ‘oh’, Seadh ‘aye’, Uill ‘well’
M* NUM numbers (non-human series)
Nc* NOUN common nouns
Nf ADP fossilized nouns airson ‘for’, air feadh ‘throughout’
Nn* PROPN proper nouns
Nt PROPN toponyms
Nv NOUN verbal nouns lorg ’going’
Pp* PRON personal pronouns mi ‘I’
Pr* ADP conjugated prepositions orm ‘on me’, aige-san ‘at him’
Q* PART particles a (relativiser), cha (negative particle)
R* ADV adverbs a-mach ‘out’, cuideachd ‘also’
Sa PART aspectual markers a’, ag, ri
Sp ADP prepositions aig ‘at’
Td* DET articles an, na, nan ‘the’, ‘of the’
U* PART particles a (adverbialiser), a (vocative)
Uf NOUN fossilized nouns ’S urrainn ‘can’, ’S dòcha ‘maybe’
Um ADP ‘than’ na
Uo PART numerical prefix a naoi ‘nine’ (but see below for h-, n-, t-)
Up PROPN part of proper name Mac
Uq — interrogatives Dè ‘what’ (PRON), Ciamar ‘how’ (ADV)
V* VERB verb
W* AUX copula B’ ‘was’, ’sann (see below)
Xfe — foreign word X for running text, NOUN where foreign noun
Y NOUN abbreviation Mgr ‘Mr’, a BhBC ‘of the BBC’

Table 1: Mapping of the most important part-of-speech classes from ARCOSG to the UD coarse-grained tagset. The asterisk
in A*, for example, indicates that all of the tags beginning with A map on to ADJ.

proofread the trees, add them to the training data,
and iteratively improve the unchecked portion of
the corpus. We keep trees which feature cosubor-
dination in a separate file for future work.

5.2 Tokenisation

By and large we follow the tokenisation in AR-
COSG but we do have to make some adjustments
to match the UD scheme. Firstly, ARCOSG treats
a number of multiword expressions such as place-
names and the prepositions ann an, anns an, ‘in’,
‘in the’ and variants as a single token. We reto-
kenise these on whitespace and assign, for the mo-
ment, the same part-of-speech tag to all of them.
Secondly the prefixes h-, n- and t-, which are in-

separable parts of the word written without a hy-
phen in Irish, are treated as independent tokens
with type Uo. These we unite with the tokens that
follow them into a single token. There is a small
number of multitoken compound prepositions that
according to ARCOSG are three tokens, including
a punctuation mark, for example a-rèir ‘according
to’, which we collapse into a single token.

In addition we have to make some assumptions
about reconstructing the original text, which is ab-
sent from the corpus. To this end we use the Gaelic
Orthographic Conventions (GOC) ((SQA), 2009)
for consistency in reconstructing spacing, but don’t
apply any other corrections. We retain spaces af-
ter a’, b’, d’, m’, th’ and bh’. If an elided a’ or
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Subcorpus # sentences Mean # tokens Longest Shortest
Fiction 397 17.0 61 2
Formal prose 120 24.9 113 5
News 167 22.2 52 7
Narrative 132 18.2 112 3
Popular writing 205 20.4 59 4

Table 2: Overview of the subset of ARCOSG in the treebank.

ag before a verbal noun is indicated by ’, this is
combined with the following token.

We make limited use of UD’s word–token dis-
tinction at present. The Irish and Breton tree-
banks differ on how to treat conjugated preposi-
tions, with Breton dividing the single token ganto
‘with them’ into two words, gant and o, and Irish
keeping orm ‘on me’ as a single word rather than
dividing it into ar and mé. We follow the Irish ex-
ample, but do divide tokens that have been tagged
as fused tokens by ARCOSG. One example of
this is cuimhneam ‘memory at me’, which has the
POS Ncsfn+Pr1s (singular feminine common
noun and first person singular conjugated prepo-
sition). In this case we divide it into the two words
cuimhne and agam. There are currently ten exam-
ples of this in the treebank.

5.3 Personal names

Thàinig Mac an Deòir gu Àrnol
VERB PROPN DET PROPN ADP NOUN
V-s Up Tdsmg Nn Sp Nt
came son of the Dewar to Arnol

nsubj flat

flat

case

obl

root

Figure 1: ‘Dewar came to Arnol’ (part of tree pw05 017),
showing how compound proper names are handled.

We treat personal names, following the UD v2
guidelines, as a flat structure even in the case of
surnames such as Mac an Deòir ‘Dewar’ that have
internal grammatical structure (Fig. 1).

5.4 Copular constructions

An important use of the fixed relation is for the
‘dummy’ pronouns e and ann in the copular con-
structions ’s e, b’ e, ’s ann and b’ ann, which are
sometimes written as a single word. Two examples

are given in Fig. 2. ’S e (or in this case ’S i) intro-
duces an NP, and ’S ann (or ’Sann) is used for other
sorts of constituent, here an Ìle, ‘in Islay’. The ex-
pression that follows the dummy pronoun as being
the root of the clause, and the expression that fol-
lows that as the subject. It may be a definite NP, in
which case we use the relation nsubj, or clausal,
where we use csubj:cop. This is broadly sim-
ilar to the Irish treebank except that Irish does not
usually have the dummy pronouns.

5.5 The verbal noun and inversion structures

The verbal noun is intermediate between an
archetypal verb and an archetypal noun. In some
ways it behaves like a noun. It can be qualified
by an adjective preceding it, and in progressive
tenses, the NPs governed by a verbal noun were
historically always in the genitive, however Ross
et al. (2019) say that the genitive ‘is no longer re-
quired’ for indefinite singular nouns in these cases.
Equally, it is part of a clause. In the Irish tree-
bank verbal nouns are tagged as NOUN and treated
as xcomp (externally-controlled clausal comple-
ments) of the controlling verb. Conversely in
the Breton treebank they are tagged as VERB and
treated as the root, with what would be the con-
trolling verb in Irish treated as aux (an auxiliary).
The approach where the verbal noun is tagged as
a NOUN and the controlling verb as AUX is disal-
lowed by the validation script. We have chosen
to follow the Irish scheme, though these contrast-
ing approaches, shown in Figure 3, both have their
merits.

The two main ways of indicating the passive in
Scottish Gaelic are synthetic: Rugadh is thogadh
mi ‘I was born and raised’ (Fig. 4) and analytic:
Chaidh a’ nighean a lorg mu ochd uairean a-raoir.
‘The girl was found about eight o’clock last night’.
In the latter case we treat the subject nighean as a
dependent of the verbal noun lorg. The root of the
clause is the verb Chaidh ‘went’. This is shown
in Fig. 5. This is different from the approach in
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’S ann an Ìle rugadh mi
AUX PRON ADP PROPN VERB PRON
Wp-i Pr3sm Sp Nt V-h Pp1s
COP DUMMY in Islay was born I

fixed case

root
cop

csubj:cop nsubj

’S i Mòrag a rinn a’ bhanais
AUX PRON PROPN PART VERB DET NOUN
Wp-i Pp3sf Nn-fn Qa Tdsf V-s Ncsfn
COP DUMMY Morag that did the wedding

cop

fixed

root

csubj:cop

mark

obj

det

Figure 2: Dependency trees for ‘It was in Islay that I was born’ and ‘It was Morag who had the wedding’.

Lenn a reas Lenaig al levr
VERB PART AUX PROPN DET NOUN
vblex vpart vblex np det n

read PART AUX Lenaig the book

aux

aux

nsubj

obj

det

root

Bha Lenaig a’ leughadh an leabhair
VERB PROPN PART NOUN DET NOUN
V-s Nn-fn Sa Nv Tdsmg Ncsmg
was Lenaig ASP reading the book

nsubj case

xcomp

obj

det

root

Figure 3: Dependency trees for ‘Lenaig read the book’ in the
Breton (sentence ID grammar.vislcg.txt:28:654) and ‘Lenaig
was reading the book’ in the Gaelic approach.

English where the word ‘was’ is treated as an aux-
iliary and the verb ‘found’ treated as the root, and
of course from the Breton example above, but is
identical to the other ‘inversion’ structures in Scot-
tish Gaelic, where the object goes before the ver-
bal noun (Ross et al., 2019), for example obliga-
tion: Feumaidh mi cofaidh òl ‘I must drink cof-
fee’, or possibility: Is urrainn dhuinn an duine a
chuideachadh ‘We can help the person’.

Rugadh is thogadh mi
VERB CCONJ VERB PRON
V-h Cc V-h Pp1s

was born and was raised I

nsubj

cc

conj

root

Figure 4: Dependency tree for ‘I was born and raised’ (ana-
lytic passive).

5.6 Numbers

As in Irish, there are two sets of cardinal num-
bers, one for people and the other for everything
else. In ARCOSG triùir ‘three people’ is tagged
as a noun (Ncsfn), and triùir mhac ‘three sons’
as Ncsfn Ncpmg. For this reason we treat triùir
as the content word and mhac as a modifier. This
is one of the many non-possessive constructions in
Gaelic where a noun in the genitive modifies an-
other noun, so we do not follow Breton in using
the nmod:poss relation in these cases. Cardi-
nal numbers on the other hand are tagged as Mc
and we treat them as modifying their nominal head
(nummod) unless they are the subject, object or
oblique argument. See Figure 7 for examples.

5.7 Cosubordination

Cosubordination is an important grammatical phe-
nomenon in Gaelic, found in all registers, and it is
not clear how to cover it from the UD guidelines.
Here is an example, a simplified version of sen-
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Chaidh a’ nighean a lorg mu ochd uairean a-raoir
VERB DET NOUN PART VERB ADP NUM NOUN ADV
V-s Tdsf Ncsfn Ug Nv Sp Mc Ncpfd Rt
went the girl AGREEMENT found about eight o’ clock last night

mark

xcomp

det

obj

obl
root

case

nummod

advmod

Figure 5: Dependency tree for ‘The girl was found about eight o’ clock last night’ (analytic passive, simplified version of
ns10 021 in the as-yet unchecked part of the corpus).

Feumaidh mi cofaidh òl
VERB PRON NOUN NOUN
V-f Pp1s Ncsmn Nv
must I coffee drink

nsubj obj

xcomp
root

Is urrainn dhuinn an duine a chuideachadh
AUX NOUN PRON DET NOUN PART NOUN
Wp-i Uf Pr1p Tdsmn Ncsmn Ug Nv
COP mus to-us the person AGREEMENT help

cop obl det

obj

mark

xcomp

root

Figure 6: Dependency trees for inversion structures (Ross et al., 2019): ‘I must drink coffee’ and ‘We can help the person’.

triùir mhac
NOUN NOUN
Ncsmn Ncsmg

three son

nmod

Dà bhliadhna deug
NUM NOUN NUM
Mc Ncsfn Mc
two year ten

nummod

root

nummod

Figure 7: Contrasting treatments of personal numbers (left,
from n05 009) and impersonal numbers (right, f08 036).

tence n05 004: Chaidh e air chall ann an ceò, ’s e
’g iasgach. ‘He went missing in the fog when he
was fishing’, or more literally ‘He went missing in
the fog, and he fishing’.

We illustrate two approaches in Figure 8. The
first one is to use the adnominal clause modifier
(acl) relation as in the depictive example in the
UD guidelines ‘She entered the room sad’. This

introduces a non-projective arc between the words
e ‘he’ in each clause. The analogous sentence in
English is projective because of SVO word order
instead of VSO. It would perhaps be clearer to sub-
class the pertinent relations as conj:cosub and
acl:cosub. The second approach is to assume
that the word bha has been elided. This has two
advantages: firstly clear UD guidelines, indicating
that the correct thing to do is to treat e as a conju-
gate of the root verb Chaidh ‘went’ and connect it
to the verbal noun with the orphan relation, and
secondly maintaining a projective structure. And
yet it is not obvious that cosubordination actually
is ellipsis. One argument that it isn’t is that while
in Gaelic the cosubordinate clause usually appears
after the main clause, it is not uncommon in Irish
to see preposed cosubordinate clauses, for example
the phrase Agus mé óg ‘When I was young’.

The chief drawback of the depictive approach as
opposed to the elliptical is non-projectivity, but we
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Chaidh e air chall ann an ceò , ’s e ’g iasgach
VERB PRON ADP NOUN ADP ADP NOUN PUNCT CCONJ PRON ADP NOUN
V-s Pp3sm Sa Nv Sp Sp Ncsmd Fi Cc Pp3sm Sa Nv
went he ASP lost in mist , and he ASP fishing

acl:cosub

case

conj:cosub

punct

obl

case

flat

obl

casensubj cc

root

Chaidh e air chall ann an ceò , ’s e ’g iasgach
VERB PRON ADP NOUN ADP ADP NOUN PUNCT CCONJ PRON ADP NOUN
V-s Pp3sm Sa Nv Sp Sp Ncsmd Fi Cc Pp3sm Sa Nv
went he ASP lost in mist , and he ASP fishing

orphan

case

conj

punct

obl

case

flat

obl

casensubj cc

root

Figure 8: Two approaches to cosubordination. (above) Depictive (below) elliptical.

feel that it is better in terms both of representing
the language as it is found in all registers, and in
the specificity of the relation used: acl as opposed
to the more generic orphan. A full investigation
of how common non-projectivity is in the treebank
as a whole should help decide how much weight to
place on projectivity as a criterion for annotation
choices.

6 Experiments

Transition system LAS
projective 0.796 [0.752, 0.839]
swap (non-projective) 0.789 [0.747, 0.825]
link2 (non-projective) 0.792 [0.750, 0.835]

Table 3: Labelled-attachment scores (LAS) for parsing the
treebank with different transition systems for udpipe’s parsito
parser. The LAS are the mean values from ten-fold cross-
validation. There were 1021 sentences and 20 031 words.

In this section we examine briefly how learnable
the annotation scheme is by a dependency parser
and the effects of different parsing algorithms. A

fuller account awaits a larger treebank, which on
average will have longer sentences. Because of the
small size of the corpus we use ten-fold cross vali-
dation. We use udpipe’s parsito parser and MaltE-
val (Nilsson and Nivre, 2008), both with the de-
fault settings. Table 3 gives the ten-fold cross-
validated labelled-attachment scores (LAS) for the
three transition systems, one projective and two
non-projective. We find that the default, projec-
tive transition system performs best, with a mean
LAS of 0.796, but the three are very similar, and
the scores may be flattered by the relatively short
mean sentence length (19.6 words). These scores
are comparable to the scores for much larger tree-
banks given by Nivre and Fang (2017).

7 Conclusions and future work

This is the first reasonably-sized dependency tree-
bank of Scottish Gaelic and the first demonstration
of a fast parser for the language. The treebank can
also be used for tokenisation and part-of-speech
tagging using udpipe, though as mentioned before
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the tokenisation scheme is different from that used
in ARCOSG.

The treebank presented here is not quite ready
for an official release, despite its passing the vali-
dation script. Nonetheless a significant part of the
treebanking process, annotating a part-of-speech
corpus with lemmas, universal part-of-speech tags,
syntactic features and dependency relations, has
been achieved. A substantial part of ARCOSG
has not been covered in this work—the conver-
sation, sport and interview subcorpora, and five
of the texts in the narrative subcorpus. There are
also over 750 trees that are not yet in the treebank
but they will be processed in due course. Lastly,
given the close relation between the two languages
and that the annotation scheme presented here is as
close as possible to the Irish one, it would be very
interesting to repeat the parsing experiments on a
combined Irish and Scottish Gaelic corpus.
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Gàidhlig. Clann Tuirc, Tigh a’ Mhaide, Ceann
Drochaid, Alba.

Lamb, William and Samuel Danso. 2014. Develop-
ing an Automatic Part-of-Speech Tagger for Scottish
Gaelic. In Proceedings of the First Celtic Language
Technology Workshop, pages 1–5, Dublin, Ireland,
August. Association for Computational Linguistics
and Dublin City University.

Lamb, William, Sharon Arbuthnot, Susanna Naismith,
and Samuel Danso. 2016. Annotated Reference
Corpus of Scottish Gaelic (ARCOSG), 1997–2016
[dataset]. Technical report, University of Edin-
burgh; School of Literatures, Languages and Cul-
tures; Celtic and Scottish Studies. http://dx.
doi.org/10.7488/ds/1411.

Lamb, William. 1999. A diachronic account of Gaelic
news-speak: The development and expansion of a
register. Scottish Gaelic Studies, XIX:141–171.

Lamb, William. 2003. Scottish Gaelic, 2nd edn. Lin-
com Europa, Munich, Germany.

Lynn, Teresa and Jennifer Foster. 2016. Universal De-
pendencies for Irish. In Actes de la conférence con-
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Abstract

This paper argues for increased efforts to
source Welsh language data from the pop-
ulation of Welsh speakers in Argentina.
The dialect of Argentinean Welsh is under-
resourced even in comparison to other
Celtic languages, which are already con-
sidered less-resourced languages (LRLs).
Argentinean Welsh has been shown to
diverge from other dialects of Welsh
in the realization of acoustic contrasts
such as voice-onset time and vowel dura-
tion. These differences potentially obscure
phonemic contrasts in the language, cre-
ating homophony absent in other dialects.
The inclusion of Argentinean Welsh data
in training sets for future Welsh speech
technology development will increase the
applicability of such technology to other
speaker communities whose Welsh speech
may not align with that currently in use for
model training, including second-language
and non-fluent speakers.

1 Introduction

The development of speech language technology
such as automatic speech recognition (ASR) de-
pends on the availability and accessibility of large-
scale language data sets, both spoken and written.
The information in these data sets is used to create
statistical generalizations that form the basis for
speech technologies including speech recognition,
text-to-speech systems, and grammatical parsing.
Large resources of this type are less available for

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

under-resourced languages, including Welsh and
other Celtic languages, making creation of speech
technologies for these languages more challeng-
ing. As we undertake that challenge, it is vital that
we consider the source of the data on which our
technology is based. As less-resourced language
speech technology becomes more broadly accessi-
ble, speakers who deviate from the norms explic-
itly or implicitly assumed by the technology will
begin to come in contact with it. Depending on
the variety inherent in the data underlying the sys-
tem, those marginalized speakers may or may not
be able to successfully take advantage of speech
technology. The aim of this paper is to highlight
the particular areas of speech technology develop-
ment that may create obstacles or pose problems
for users, and to propose the addition of a partic-
ular source of acoustic data that lies outside the
norm for Welsh language technology. The main
speaker group of concern here is speakers of Welsh
in Argentina, but the arguments that follow apply
to second language (L2) or non-fluent speakers of
Welsh as well.

Compared to dialects of Welsh spoken in Wales,
Argentinean (or Patagonian) Welsh is extremely
under-resourced and under-researched. Documen-
tation efforts amount to a handful of citations
(Jones, 1984; Jones, 1998; Sleeper, 2015; Bell,
2017), and to my knowledge, only one speech cor-
pus. Little is known about how the dialect of Welsh
spoken in Argentina differs from other dialects of
Welsh, although there are several reasons to expect
dialectal variation. The effects of bilingualism on
speech production are well documented (Flege et
al., 1997; Flege et al., 2003; Escudero, 2009), and
all adult speakers of Argentinean Welsh are bilin-
gual with Spanish (if not trilingual with English or
another language). Dialect differences may also
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arise from the effects of second language (L2) ac-
quisition of Welsh. Differences in speech produc-
tion due to these effects may include the merg-
ing of phonemic categories, or the use of differ-
ent acoustic cues in contrast production. Because
these effects are fairly inextricably tied up with
the effect of Spanish bilingualism on Argentinean
Welsh in general, they will not be treated sepa-
rately here. This paper presents a brief overview
of the state of Welsh language speech technology
and resources, followed by a short discussion of
the history and modern context of the Welsh lan-
guage in Argentina. Subsequently, I present evi-
dence that experimentally observed differences be-
tween Welsh dialects support the inclusion of Ar-
gentinean Welsh data in future speech technology
development efforts.

1.1 Welsh speech technology

Speech recognition and speech synthesis technolo-
gies rely on (relatively) large amounts of acoustic
data, which must be transcribed orthographically
(in the case of a grapheme-based speech recog-
nition system) or phonetically (in the case of a
phoneme-based system). The collection, analy-
sis, and processing of this data requires resources
including people-hours, funding, and often, par-
ticipation of community members in data crowd-
sourcing efforts (Prys and Jones, 2018). Currently,
available Welsh speech technology is fairly lim-
ited (compared to larger-resourced languages like
English). Much of what is available has been
produced by the Welsh Language Technologies
Unit, based at Bangor University.1 Tools pro-
duced by the Language Technologies Unit range
from front-end resources accessible to the public
(a vocabulary website plugin (Jones et al., 2016),
a Welsh language spelling and grammar checker
(Prys et al., 2016)) to back-end tools such as a
part-of-speech tagger (Prys and Jones, 2015) that
are open source and accessible to researchers out-
side of the unit itself. The unit has also devel-
oped speech recognition and synthetic speech tech-
nologies that are of particular relevance to this pa-
per. These include the development of Macsen,2 a
Welsh-language personal digital assistant based on
data collected by the Languages Technologies Unit

1www.bangor.ac.uk/canolfanbedwyr/
technolegau_iaith.php.en
2http://techiaith.cymru/2016/05/
introducing-macsen

using the Paldaruo app3 and website to crowd-
source the collection of Welsh utterances (Prys
and Jones, 2018). Utterances were elicited with a
set of target words and sentences designed to col-
lect a representative phoneme set. The project is
currently available through the Mozilla Common-
Voice project4 where users can contribute and eval-
uate recordings, and where a portion of the vetted
data is available for download.

There are several other text and speech corpora
available for the Welsh language. The Language
Technologies Unit has created multiple text cor-
pora, including one of social media posts5 as well
as a million-word corpus consisting of various reg-
isters of Welsh writing.6 Researchers at Bangor
University’s ESRC Centre for Research on Bilin-
gualism in Theory & Practice have also produced
two publicly available corpora of Welsh bilingual
speech.7 One of these, the Patagonia corpus, is
to my knowledge the only publicly available col-
lection of Argentinean Welsh speech. While such
conversational corpora are invaluable for the study
of syntactic and morphological phenomena (Carter
et al., 2010; Webb-Davies, 2016), the acoustic data
they contain is not always of high enough quality,
nor is the corpus large enough, to stand alone as the
sole source for development of speech technology.
A brief history of Welsh in Argentina is presented
below, followed by a discussion of the benefits that
Argentinean Welsh data may have on future devel-
opment of Welsh speech technology.

1.2 Argentinean Welsh
The presence of Welsh in Argentina is due to
the mid-19th century efforts of a group of Welsh
speakers, led by Michael D. Jones, who sought to
establish a Welsh colony away from the influence
of the English language and British government
(Williams, 1975). In 1865, following an agree-
ment with the government of Argentina, a Welsh
colony was established in the Patagonia region of
of the country. Today, descendants of the origi-
nal 200 colonists (and of the several thousand who
followed in subsequent years) still maintain the
Welsh language and culture in Argentina. Mod-
ern Welsh speakers are clustered in two areas of
3https://apps.apple.com/bs/app/paldaruo/
id840185808
4https://voice.mozilla.org
5http://techiaith.cymru/data/corpora/
twitter
6http://corpws.cymru/ceg/
7http://bangortalk.org.uk/
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Chubut Province, in Dyffryn Camwy on the At-
lantic coast, and Cwm Hyfryd to the west.

Although inter-generational transmission of the
language waned during the 20th century, revital-
ization efforts were spurred in 1965, the centennial
of the original colony’s establishment. The cen-
tennial celebration renewed interest in Welsh cul-
ture and language, and by the 1990s several lan-
guage initiatives were established which still ex-
ist today. These include Welsh language medium
primary schools, annual Eisteddfodau (traditional
poetry and song competitions), and an ongoing
teacher exchange program with Wales through the
Welsh Language Project.8

2 Discussion

Argentinean Welsh is spoken by a population that
is separated from Wales by more than a century
of sparse contact as well as a language barrier
(bilingualism with Spanish, rather than English).
These factors have almost certainly contributed to
linguistic divergence in many aspects of Argen-
tinean Welsh. The most salient of these aspects for
the purpose of this paper is divergence in the lan-
guage’s sound system, in the acoustic realization
and phonological representation of speech sounds.
Previous research on speech recognition of dialect
and accent differences has shown that, given a
large enough data set, systems trained on multi-
ple dialects perform better than those trained on
a single dialect (Rao and Sak, 2017; Li et al.,
2018; Yang et al., 2018). Other work has found
that including accent classification when train-
ing a multi-accent speech recognition system im-
proved later classification of both accent-classified
and accent-unclassified datasets (Jain et al., 2018).
Before addressing specific evidence for phonetic
and phonological differences between Argentinean
Welsh and other dialects of Welsh, the next sec-
tion discusses the reasoning for including dialectal
variation in speech technology models.

The results of previous research indicate that the
inclusion of dialectal acoustic variation can pro-
vide a more variable and more useful data set for
the future development of Welsh language technol-
ogy. I propose that Argentinean Welsh provides a
unique opportunity to broaden the language data
base from which Welsh speech technologies are

8https://wales.britishcouncil.org/en/
programmes/education/welsh-language-
project

developed. Specific aspects of Argentinean Welsh
variation, which may be due to synchronic effects
from first language Spanish, the effect of lifelong
Spanish bilingualism, or diachronic dialect diver-
gence, are discussed below.

Today, all adult speakers of Welsh are at least
bilingual, either with English (in Wales) or with
Spanish (in Argentina). This situation compli-
cates what might otherwise be a straightforward
dialect comparison between differing varieties of
Welsh. Cross-linguistic influence from competing
languages Spanish and English is entangled with
other linguistic pressures, including effects of first
language (L1) on second language (L2) speech,
and historical language change as a result of con-
tact. Teasing apart these intertwined factors is far
beyond the scope of this paper, and it is sufficient
for our purposes to acknowledge that multiple fac-
tors exist, and that they likely influence the Welsh
language in both regions. Recent work has used
experimental methods and corpus analyses to in-
vestigate the realization of sound contrasts in Ar-
gentinean Welsh that are hypothesized to be sus-
ceptible to influence from Spanish contact.

Sleeper (2015) investigated the realization of
voice onset time (VOT) in the Welsh voiceless
stop series /p t k/. It was hypothesized that while
contact with the English system reinforces the re-
tention of the Welsh voiceless aspirated-voiceless
unaspirated VOT contrast, contact with Spanish in
Argentina may have resulted in a shift to a more
Spanish-like voiced-voiceless unaspirated system.
Sleeper extracted VOT values from word-initial
instances of /p t k/ produced in conversational
speech by Welsh bilinguals in Argentina and in
Wales, recorded in the Patagonia and Siarad cor-
pora (Deuchar et al., 2014). Results confirmed
his hypothesis, with Argentinean Welsh-Spanish
bilingual speakers producing shorter Spanish-like
VOT in voiceless-stop initial Welsh words, com-
pared to the English-like VOT produced by the
Welsh-English bilingual group.

Bell (2018) collected productions of Welsh vow-
els from Welsh-Spanish bilinguals in Argentina
and Welsh-English bilinguals in Wales in order to
investigate differences in the acoustic realization
of allophonic and phonemic vowel length. Be-
cause Spanish does not contrast vowels on the ba-
sis of length, nor does duration vary allophonically
to the extent that it does in Welsh or English, it was
hypothesized that Welsh-Spanish bilinguals were
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likely to exhibit differences in their production of
long and short Welsh vowels. Results showed
that Welsh-Spanish bilinguals produced phonemic
vowel length contrasts in much the same way as
Welsh-English bilinguals (relying on both vowel
duration and spectral quality), but were less simi-
lar in production of allophonic duration differences
conditioned by following consonant voicing.

Differences in the acoustic realization of the fac-
tors mentioned above are likely to prove challeng-
ing for an automatic speech recognition system
trained only on Welsh produced by fluent speak-
ers in Wales. The differences observed in Argen-
tinean Welsh generally appear to reduce acoustic
contrast between Welsh phonemes (the voiceless
/p t k/ and voiced /b d g/ stop series, or the vowel
length contrast separating minimal pairs such as
/mor/ mor ‘so’ and /mo:r/ môr ‘sea’). The collapse
of contrasting acoustic cues to these (and poten-
tially other) phonemic differences in Argentinean
Welsh is likely to prove challenging for an auto-
matic speech recognition system trained on other
dialects of the language.

One solution to this problem, as often seems
to be the case in the domain of speech tech-
nology, is more data. Natural and lab-produced
speech datasets collected from speakers of Ar-
gentinean Welsh will serve to diversify the infor-
mation set from which statistical generalizations
about acoustic-phonetic realizations of Welsh are
drawn. Knowledge-based approaches to speech
recognition that incorporate linguistic generaliza-
tions such as phonological rules into the system
should also be considered, as they may be well-
suited to ASR development from small datasets
(Besacier et al., 2006; Gaikwad et al., 2010).

3 Suggestions for future work

While advocating for the inclusion of Argentinean
Welsh data in future Welsh speech technology
projects is well and good, it must also be acknowl-
edged that there are challenges to doing so. The
Welsh-speaking population of Argentina is sparse
compared to that of Wales, with speaker numbers
in the low thousands, spread throughout the re-
gion (Ó Néill, 2005). This problem may be over-
come by making use of existing community net-
works and organizations. Data collection, partic-
ipant recruitment, and outreach could all poten-
tially be integrated with community events such
as the annual Eisteddfod in both the eastern and

western Argentinean Welsh communities. Addi-
tionally, the Welsh Language Project and Menter
Patagonia program involve networks of Welsh lan-
guage educators in the region who may be inter-
ested in integrating speech technology participa-
tion into their classrooms of speakers at all levels.

As the resources for Welsh speech technology
continue to grow, the opportunity to include data
from speakers of Welsh in Argentina increases.
Through projects like the speech-collecting Pal-
daruo app and Mozilla CommonVoice (Prys and
Jones, 2018), it is increasingly possible to target
and recruit participants who are speakers of Ar-
gentinean Welsh (and of course, other minority
dialects of the language) through crowdsourcing
methods. Encouraging participation in the Com-
monVoice initiative, which is online and requires
little time commitment is a simple first step toward
crowdsourcing Argentinean Welsh data.

4 Conclusion

This paper has argued that the dialect of Welsh
spoken in Argentina presents a valuable resource
for the continuing development of Welsh speech
technology. Technologies such as speech recogni-
tion benefit from the inclusion of variation (both
individual and dialectal) in the data from which
they are developed. I have shown that the dialect of
Argentinean Welsh is different from other dialects
of Welsh in the way speakers acoustically realize
underlying phonemic contrasts. This variation, if
included in speech technology training data, will
serve to develop technologies that will be accessi-
ble to more speakers, including those who are less
fluent, or who due to language background and L2
cross-linguistic influence are not able to fully take
advantage of current Welsh speech technology.

Furthermore, inclusion of the Argentinean
Welsh community in the development of Welsh
speech technology will strengthen ties between
speakers in Wales and Argentina. The goals of
Welsh language revitalization programs in both
countries include supporting new speakers of the
language, and making speech technology acces-
sible and responsive to those new speakers will
further progress toward that goal. The Welsh-
speaking population of Argentina is a valuable re-
source, and outreach and integration efforts to and
with community members can only stand to bene-
fit future efforts in the development of speech tech-
nology for all Welsh speakers.
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Abstract

This paper describes the development of
the first syntactically-annotated corpus of
Welsh within the Universal Dependencies
(UD) project. We explain how the corpus
was prepared, and some Welsh-specific
constructions that require attention. The
treebank currently contains 10 756 tokens.
An 10-fold cross evaluation shows that
results of both, tagging and dependency
parsing, are similar to other treebanks of
comparable size, notably the other Celtic
language treebanks within the UD project.

1 Introduction

The Welsh Treebank is the third Celtic language
within the Universal Dependencies project (Nivre
et al., 2016), after Irish (Lynn and Foster, 2016)
and Breton (Tyers and Ravishankar, 2018). The
main goal of the Universal Dependencies tree-
banks is to have many different languages anno-
tated with identical guidelines and universally de-
fined set of universal POS tags and dependency
relations. These cross-linguistically consistent
grammatical annotations can be used, for instance,
for typological language comparison or develop-
ping and evaluating cross-linguistic tagging and
parsing tools.

The motivation was twofold: To have a Welsh
treebank annotated using the same guidelines as
many existing treebanks which permits language
comparison and to have a (start for a) treebank
which can be used to train dependency parsers.
Since the UD project already contains 146 tree-
banks for 83 languages and provides annotation

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

principles which have been used in typological
very different languages, we chose to develop the
Welsh treebank within the UD project. At the time
of writing 601 sentences with 10 756 tokens in to-
tal have been annotated and released with UD ver-
sion 2.4.

The paper is laid out as follows: in Section 2 we
give a short typological overview of Welsh. Sec-
tion 3 describes briefly prior work for Welsh in
computational linguistics and syntax as well as ex-
isting resources. In sections 4 and 5 we describe
the annotated corpus, the preprocessing steps and
present some particularities of Welsh and how we
annotate them. Section 6 explains the validation
process. We conclude with a short evaluation in
section 7 and some remarks on future work (sec-
tion 8).

2 Welsh

Welsh is a Celtic language of the Brythonic
branch1 of the Insular Celtic languages. There
are about 500 000 (Jones, 2012) native speakers
in Wales (United Kingdom). Apart from very
young children, all speakers are bilingual with En-
glish. There are also a few thousand Welsh speak-
ers in the province of Chubut, in Argentina, who
are the descendants of Welsh emigrants of the
1850s, who are now all bilingual with Spanish. A
short overview on the Welsh Grammar is given in
Thomas (1992) and Thorne (1992), more detailed
information can be found in Thorne (1993) and
King (2003).

Even though Welsh is a close cognate to Bre-
ton (and Cornish), it is different from a typologi-
cal point of view. Like Breton (and the Celtic lan-
guages of the Goidelic branch), it has initial conso-

1Together with Breton and Cornish
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nant mutations, inflected prepositions (ar “on”, ar-
naf i “on me”), genitive constructions with a single
determiner (tŷ’r frenhines, lit. “house the queen”:
“the house of the queen”) and impersonal verb
forms. However, unlike Breton, Welsh has a pre-
dominantly verb-subject-object (VSO) word order,
does not have composed tenses with an auxiliary
corresponding to “have” and uses extensively pe-
riphrastic verbal clauses to convey tense and aspect
(Heinecke, 1999). It has only verbnouns instead
of infinitives (direct objects become genitive mod-
ifiers or possessives). Like Irish but unlike Bre-
ton Welsh does not have a verb “to have” to con-
very possession. It uses a preposition “with” in-
stead: Mae dau fachgen gen i “I have two sons”,
lit. “There is two son(SG) with me”. Another fea-
ture of Welsh is the vigesimal number system (at
least in the formal registers of the language) and
non-contiguous numerals (tri phlentyn ar hugain
“23 children”, lit. “three child(SG) on twenty”).

3 Related Work

Welsh has been the object of research in compu-
tational linguistics, notably for speech recognition
and speech synthesis (Williams, 1999; Williams
et al., 2006; Williams and Jones, 2008), as
well as spell checking and machine translation.
An overview can be found in Heinecke (2005),
more detailed information about existing language
technology for Welsh is accessible at http://
techiaith.cymru. Research on Welsh syntax
within various frameworks is very rich: Awbery
(1976), Rouveret (1990), Sadler (1998), Sadler
(1999), Roberts (2004), Borsley et al. (2007),
Tallerman (2009), Borsley (2010) to cite a few.

The only available annotated corpus to our
knowledge is Cronfa Electroneg o Gymraeg (CEG)
(Ellis et al., 2001), which contains about one mil-
lion tokens, annotated with POS and lemmas. The
CEG corpus contains texts from novels and short
stories, religious texts and non-fictional texts in the
fields of education, science, business or leisure ac-
tivities. It also contains texts from newspapers and
magazines and some transcribed spoken Welsh.

Currently work is under way for the National
Corpus of Contemporary Welsh2. It is a very large
corpus which contains spoken and written Welsh.
currently the existing data is not annotated in syn-
tax (dependency or other). Members of the Cor-
CenCC project also work on WordNet Cymraeg,
2http://www.corcencc.org/

a Welsh version of WordNet. Further corpora (in-
cluding CEG) are available at University of Ban-
gor’s Canolfan Bedwyr 3.

Other important resources are the proceedings
of the Third Welsh Assembly4 and Eurfa, a
full form dictionary5 with about 10 000 lemmas
(210 578 forms). There is also the full form list for
Welsh of the Unimorph project6. Currently, how-
ever, this list contains only 183 lemmas (10 641
forms).

The Welsh treebank is comparable in size to the
Breton treebank (10 348 tokens, 888 sentences).
The Irish treebank is twice as big with 23 964 to-
kens (1 020 sentences). UD treebanks vary very
much in size. Currently the largest UD treebank
is the German-HDT with 3 055 010 tokens. The
smallest is Tagalog with just 292 words. Average
size for all treebanks is 150 827 tokens, median
size is 43 754 tokens.

4 Corpus

Like every language, Welsh has formal and in-
formal registers. All of those are written, which
makes it difficult to constitute a homogeneous cor-
pus. The differences are not only a question of
style, but are also of morphological and some-
times of syntactic nature. Usually for the writ-
ten language distinction is made between Liter-
ary Welsh (cf. grammars by Williams (1980) and
Thomas (1996)) and Colloquial Welsh (Uned Iaith
Genedlaethol (1978)) including an attempted new
standard, Cymraeg Byw “Living Welsh” (Educa-
tion Department, 1964; Davies, 1988)). Cymraeg
Byw, however, has fallen out of fashion since. For
the UD Welsh treebank, we chose sentences of
Colloquial written Welsh.

The sentences of the initial version of the tree-
bank have been taken from varying sources, like
the Welsh language Wikipedia, mainly from pages
on items about Wales, like on the Urdd Gobaith
Cymru, the Eisteddfodau or Welsh places, since it
is much more probable that native Welsh speakers
contributed to these pages. Other sources for indi-
vidual sentences were the Welsh Assembly corpus
mentioned above, Welsh Grammars (in order to
cover syntactic structures less frequently seen) or

3cf. Canolfan Bedwyr, University of Bangor,
https://www.bangor.ac.uk/canolfanbedwyr/
ymchwil_TI.php.en and http://corpws.cymru
4http://cymraeg.org.uk/kynulliad3/
5http://eurfa.org.uk/
6http://www.unimorph.org/
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web sites from Welsh institutions (Welsh Universi-
ties, Cymdeithas yr Iaith). Finally some sentences
origin from Welsh language media (Y Golwg, BBC
Cymru) and blogs. Even though a few of the sen-
tences from Wikipedia may look awkward or in-
correct to native speakers, these sentences are the
reality of written Welsh and are therefore included
in the treebank.

The different registers of Welsh mean, that theo-
retically “identical” forms may appear in diverging
surface representations: so the very formal yr yd-
wyf i “I am” (lit. “(affirmative) am I”) can take
the following (more or less contracted) forms in
written Welsh: rydwyf (i), rydwi, rydw (i), dwi.
In the treebank, we annotate these forms as multi-
token words. For layout reasons, we do not split
these forms in all examples in this paper. Where
it is the case, we mark multi-token words with a
box around the corresponding words. The same
applies for the negation particle ni(d) which is of-
ten contracted with the following form of bod, if
the latter has an initial vowel: nid oedd “(he) was
not” > doedd. Sometimes dialectal variants appear
in the Written language: oeddan vs oedden “(we)
were”. The corpus of the Welsh treebank retains
the original forms. However, we use standard lem-
mas (Thomas and Bevan, 1950 2002).

4.1 Preprocessing

In order to initiate and to speed up the annotation
process, we transformed the CEG corpus (forms,
lemmas and POS) into UD’s CoNLL-U format (cf.
figure 1) and replaced CEG’s part-of-speech tags
into UD UPOS. During this step we also corrected
annotation errors (notably non-ambiguous cases)
and added information about which consonant mu-
tation is present, if any. We then used the Eu-
rfa full-form dictionary to enrich the CoNLL-U
format with morpho-syntactic features. On this
UD compatible Welsh corpus, we trained the UD-
pipe tagger and lemmatizer (Straka and Straková,
2017) using word embeddings for Welsh trained
on the Welsh Wikipedia with FastText and pro-
vided by Bojanowski et al. (2017). With this model
we POS-tagged our corpus. A second script pre-
annotated some basic dependency relations (case-
and det relations).

In addition to the UD standard, we defined lan-
guage specific XPOS (table 1), a morphological
feature Mutation with three values to indicate
the consonant mutation, since they carry syntac-

tically relevant information, and some subtypes
for dependency relations, also frequently used in
other languages: acl:relcl (relative clauses) and
flat:name (flat structures for multi-word named
entities).

UPOS Welsh specific XPOS
ADJ pos, cmp, eq, ord, sup
ADP prep, cprep
AUX aux, impf, ante, post, verbnoun
NOUN noun, verbnoun
PRON contr, dep, indp, intr, pron, refl, rel
PROPN org, person, place, propn, work

Table 1: Welsh specific XPOS

5 Dependencies

The POS-tagged corpus was then manually an-
notated7 and all layers were validated: lemmas,
UPOS, XPOS (see section 5), and dependency re-
lations using the annotation guidelines of Univer-
sal Dependencies. The annotation were made by a
single annotator.

The following subsections discuss some of the
particularities of the Welsh language, and how
these were annotated.

5.1 Nominal genitive construction

Similar to the other Celtic languages, but also
to genetically very different languages like Ara-
bic, nominal genitive constructions are juxtaposed
nounphrases. Only the last nounphrase can have a
determiner (article, possessive), which determines
the whole construction (fig. 2).

a. tŷ dyn
NOUN NOUN
house man
“a man’s house”

nmod

root

b. tŷ ’r dyn
NOUN DET NOUN
house the man

“the house of the man”

nmod

det

root

c. ffenest tŷ fy nhad
NOUN NOUN PRON NOUN
window house my+NM8 NM-father

“the window of the house of my father”

nmod

nmod

det

root

Figure 2: noun phrases

7using https://github.com/
Orange-OpenSource/conllueditor/
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#id form lemma UPOS XPOS features head deprel enh.deps misc
1 tai tŷ NOUN noun Gender=Masc|Number=Plur 0 root _ SpaceAfter=No
2 ’r y DET art _ 3 det _ _
3 brenin brenin NOUN noun Gender=Masc|Number=Sing 1 nmod _ _

Figure 1: CoNLL-U format: Every token is a line of 10 tab-separated columns UPOS are universal POS tags, XPOS
are language specific. The enhanced dependencies column adds a second layer of annotation (not used yet in Welsh).
The misc column provides information about inter-token spaces, glosses, transcription etc. For details, see https:
//universaldependencies.org/format.html

5.2 Periphrastic verbal construction
The verb can be seen as the central word in de-
pendency syntax. Since the Welsh verb has only
two tenses in the indicative mood (Future and Past,
both denoting perfective aspect), all other tense
and aspect forms are built using periphrastic con-
structions using one or more forms of the verb-
noun bod “to be”. Whereas inflected verbs (fig. 3)
are annotated in a straight forward way, the pe-
riphrastic forms need some attention.

Mi welais i fe ar Sianel9 4
PART VERB PRON PRON ADP PROPN NUM

(aff)+SM SM-saw-1SG I he on Channel 4

nummodaux casensubj

obj
oblroot

“I saw him on Channel 4”

Figure 3: Inflected verb

As said before, Welsh has no infinitives, but
verbnouns, which mark objects differently com-
pared to inflected verbs. Whereas in English a di-
rect object is the same (I saw him; to see him),
in Welsh the inflected form uses a different pro-
noun series (called independent pronouns in Welsh
grammar tradition) than the verbnoun. Note that
Welsh does not distinguish between subject and
object pronouns, but between independent and de-
pendent pronouns. The former are used in sub-
ject and object position of inflected verbs, the lat-
ter for possessives and “object” relations on verb-
nouns, e.g. ei gar “his car” or mark the direct
object for verbnouns ei gweld literally “his see-
ing”, e.g. “to see him”. For this reason, verbnouns
have a different language specific XPOS (verbnoun

8+NM means that this word triggers soft mutation on the fol-
lowing word, NM- means that this word undergoes nasal mu-
tation. Similarly we use SM and AM for soft and aspirated
mutation, respectively. For more details on mutations, see
King (2003, pp. 14ff). Some mutations are triggered by syn-
tactic functions and not by a preceding word, e.g. temporal
and spatial adverbials or undefinite direct objects.
9Dependency relations in gray are irrelevant for the point
made in the example.

vs. noun) but the same UPOS (NOUN) as nouns.
Other treebanks in the UD project with verbnouns
do the same (notably Irish and, in some well de-
fined, cases Polish). The periphrastic construction
(fig. 4) employs at least one (inflected) form of bod
(here ydw) and a time or aspect marker (TAM) like
yn or wedi etc. The (independent) pronoun after
the verbnoun (VN) is facultative and repeats the
(dependent) pronoun before the verbnoun gweld
(here undergone soft mutated to weld).

Yr ydw i yn ei weld (o)
PART VERB PRON AUX PRON NOUN PRON
(aff) am I (impf) his+SM SM-see(VN) (he)

advmod nsubj

xcomp
aux

obj expl

root

“I am seeing him”
(lit. “I am (impf) his seeing he”)

Figure 4: Periphrastic construction

The same annotation can be found in the Irish
treebank (fig. 5). In the Breton treebank, however,
the infinitive is the phrasal head (6) to which the
auxiliary verb is attached as an aux.

Tá sé ag iascaireacht
VERB PRON ADP NOUN

is he at fishing

nsubj case

xcomp
root

“He is fishing”

Figure 5: Irish periphrastic construction (from UD Irish-
IDT:948
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Emañ ar vugale o tiskenn
VERB DET NOUN PART VERB

is the children imperfective+HM10 HM-go down

aux

det

nsubj

aux

root

“The children are going down.”

Figure 6: Breton periphrastic construction (from UD Breton-
KEB:grammar.vislcg.txt:54:1065

Periphrastic constructions can be nested, so to
have the imperfective version of figure 4 we get
the Sentence shown in figure 7.

Rydw i wedi bod yn ei weld (o)
VERB PRON PART NOUN AUX PRON NOUN PRON

am I (anterior) being (impf) his see(VN) (he)

root

nsubj
xcomp

aux

aux

xcomp

obj expl

“I have been seeing him”
(lit. “I am after being his seeing he”)

Figure 7: Nested periphrastic construction

If a periphrastic phrase is used as a subordinate,
even the head (bod) is a verbnoun and the subject is
marked using the dependent (possessive) pronoun
(fig. 8, next page).

In Welsh the main (semantic) time (past,
present, future) is nearly always expressed as a
form of bod. Relative time positions (before or
after) are marked using other TAM markers (ar,
am (posteriority, “about to”), wedi (anteriority, cf.
English Present/Past Perfect), hen (distant anteri-
ority), newydd (recent anteriority, cf. Heinecke
(1999, p. 271)). We have decided to use the in-
flected form of bod as the syntactic head and link
the subsequent verbnoun bod and finally the verb-
noun carrying the meaning with as xcomp to avoid
completely flat trees which do not show the inher-
ent structure of these phrases.

5.3 Subjects in subordinate phrases

Subordinate phrases very often do not have in-
flected verbs, but use TAM or prepositions to es-
tablish a relative time with respect to the main
phrase. In these cases the subject has a case de-
pendant (preposition i “to”, cf. fig. 9 next page,

10HM: Breton hard mutation

where the preposition is inflected and appears as
iddo).

5.4 Impersonal and cael-periphrastics

Like the other Celtic languages Welsh has imper-
sonal forms (which are often translated using pas-
sives). In this construction the demoted agent can
be expressed using the preposition gan “with”. As
in the Irish and Breton treebanks, the core argu-
ment of an Impersonal is marked obj (fig. 10). A
periphrastic construction is possible using the verb
cael “get” (fig. 11).

Cyflwynwyd y llyfr gan yr awduron
VERB DET NOUN ADP DET NOUN
present the book with the authors

obj

det

obl:agent

case

det

root

“The book was presented by the authors”
(lit. “One presented the book by the authors”)

Figure 10: Impersonal verb form

Cafodd y llyfr ei gyflwyno gan yr awduron
VERB DET NOUN PRON NOUN ADP DET NOUN

got the book his+SM SM-present by the authors

nsubj

det

ccomp

obj

obl:agent
case

det

root

“The book was presented by the authors” (lit. “got
the book his presenting by the authors”)

Figure 11: Periphrastic construction withcael

5.5 Nonverbal predicates

Like in most other languages, adjectives and nouns
can be head, if they are the predicate. In Welsh,
however, such adjectives and nouns need a special
predication marker yn11 (fig. 12 and 13).

11There are three forms yn in Welsh with tree different func-
tions: 1) predicative marker preceding nominal and adjectival
predicates, 2) imperfective marker (Isaac, 1994), which pre-
cedes a verbnoun (cf. fig. 4), and 3) preposition “in” which
triggers nasal mutation). The first two are shortened to ’n if
the preceding word terminates with a vowel.
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Yr ydw i ’n falch eich bod wedi bod yn trio
PART AUX PRON AUX ADJ PRON NOUN AUX NOUN AUX NOUN
(aff) am I (pred)+SM SM-proud your being (anterior) being (impf) try

advmod

cop

nsubj

aux nsubj

ccomp

aux

xcomp

aux

xcomp

root

“I’m proud that you have been trying”

Figure 8: Subordinate phrase

yr oedd hi ’n nosi erbyn iddo fe gyrraedd
PART VERB PRON AUX NOUN ADP ADP PRON NOUN
(aff) was it (impf) nighting by to-3SG-MASC he arriving

advmod nsubj aux

xcomp mark

case nsubj

advclroot

“it was getting dark when he arrived” (lit. “was it nighting, by to-him arrive”)

Figure 9: subject in a subordinate phrase

Mae o ’n frenin
VERB PRON PART NOUN

is he (pred)+SM SM-king

aux

nsubj

case:pred

root

“He is king”

Figure 12: Nonverbal predicates (noun)

Since the predicative yn is not a preposition12

but in the same position as a preposition we de-
cided to use the relation case:pred.

Mae hi ’n ddeallus
AUX PRON PART ADJ

is she (pred)+SM SM-intelligent

bod

nsubj

case:pred

root

“She is intelligent”

Figure 13: Nonverbal predicates (adjective)

The predication marker yn + adjective is also
used to have adverbs on verbnouns (fig. 14). In
subordinates, the copula bod becomes a verbnoun,
the subject is attached as possessive using a depen-
dent pronoun (fig. 15, next page).
12In Welsh dictionaries the predicative yn is tagged as an ad-
verb.

Mae o ’n cerdded yn gyflym
AUX PRON AUX NOUN PART ADJ

is he (impf) running (pred) fast

nsubj

xcomp

bod

advmod

case:pred

root

“He is running fast”

Figure 14: adverbial

5.6 Inflected prepositions

All Celtic languages have contracted forms of
prepositions and following pronouns. In Welsh,
the pronoun can follow the contracted preposition,
so it is more adequate to speak of inflected prepo-
sitions instead (Morris-Jones (1913, p. 397), King
(2003, p. 268)). This requires a different annota-
tion, since the inflected prepositions (like gennyt
“with you” in fig. 16) incorporates the obl argu-
ment. The pronoun “you” is dropped.

Oes arian gennyt ?
AUX NOUN ADP PUNCT

is money with-you-SG ?

cop obl

punctroot

“Do you have money?”

Figure 16: Inflected prepositions (pronoun dropped)

In fig. 17, where the pronoun ti is present (obl),
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Yr ydw i ’n falch ei bod ’n ddeallus
PART AUX PRON PART ADJ PRON NOUN PART ADJ

am (aff) I (pred)+SM proud her being (pred)+SM SM-intelligent

advmod

aux

nsubj

case:pred

ccomp

nsubj

cop

case:pred

root

“I’m proud that she is intelligent”

Figure 15: subordinate nonverbal predicate

gennyt is attached as a simple case to the pronoun.

Oes arian gennyt ti ?
AUX NOUN ADP PRON PUNCT

is money with-you-SG you ?

cop case

obl
punct

root

“Do you have money?”

Figure 17: Inflected prepositions (pronoun present)

Using empty nodes and enhanced dependencies,
the annotation of an inflected preposition without
pronoun becomes more similar to the case with
pronoun (fig. 18). The current version of the Welsh
treebank is not yet annotated this way.

Oes arian gennyt (ti) ?
AUX NOUN ADP PRON PUNCT

cop obl

punct

cop

obl

case

punct

root

Figure 18: Inflected prepositions with empty words and en-
hanced dependencies

5.7 Compound numbers

The traditional Welsh numbering is based on a vi-
gesimal number system (20 = ugain, 30 = deg ar
hugain “ten on twenty”, 40 = deugain “two twen-
ties”, 60 = trigain “three twenties”). Notably for
compound numbers, the counted item comes be-
tween the units and the tens of the number, in both
cardinals (fig. 19, nouns are always in singular af-
ter a numeral) and ordinals (fig. 20).

pymtheg car ar ddeugain
NUM NOUN ADP NUM
fifteen car on forty

nummod case

nmodroot

“55 cars” (lit. “15 cars on 2*20”)

Figure 19: Compound numbers (cardinals)

unfed ganrif ar hugain
ADJ NOUN ADP NUM
first century on twenty

amod case

nmodroot

“twenty first century”
(lit. “first century on twenty”)

Figure 20: Compound numbers (ordinals)

Breton and Irish use(d) a similar system. There
is one example in the Breton UD treebank (fig. 21),
which is annotated in a similar way apart from the
fact, that Breton uses coordination to join numbers
instead of a preposition, as Welsh does). Irish di-
alects traditionally have a similar structure, even
though none is attested in the UD treebank: dhá
bhád is ceithre fichid “82 boats” (lit. “two boat(sg)
and four twenty”).

Un deiz ha tregont . . .
DET NOUN CCONJ NUM
one day and 60

det cc

conj

nsubj

“61 days” (lit. “one day and sixty”)

Figure 21: Compound numbers in Breton (from UD Breton-
KEB, wikipedia.vislcg.txt:112:3736)
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6 Validation

After having all sentences annotated, a post-
validation script checked some semantic aspects
like the XPOS of inflected prepositions, TAM
markers, preverbal particles and consonant mu-
tations (adding the corresponding feature) and
looked for potential errors (e.g. a det with a VERB
head). This script also checked all forms of the
verb bod and completed morphological features.
For nouns and adjectives the script gives an alert if
it cannot determine number (on the base of regular
suffixes etc.). The final step is the validation script
provided by the UD project which finds formal er-
rors (e.g. dependants on words with a case or aux
relation).

Currently the Welsh treebank contains 601 sen-
tences with 10 756 tokens (including punctuation).
The average sentence length is 17,9 tokens (short-
est sentence: 4 tokens, longest sentence: 59 to-
kens, median length: 16 tokens). Since verbnouns
have the UPOS NOUN, 30.1% of all UPOS are
NOUN (table 2).

UPOS %
NOUN 30.1
ADP 12.9
PUNCT 9.7
ADJ 6.9
DET 6.5
PRON 6.3
VERB 6.3
AUX 5.9
PART 4.4
PROPN 3.7
CCONJ 2.9
ADV 1.9
NUM 1.3

XPOS %
noun 21.3
prep 12.4
punct 9.7
verbnoun 9.1
art 6.5
verb 6.3
adj 6.0
cconj 2.9
dep 2.7
impf 2.5
indep 2.3
pred 2.1
aux 1.9
adv 1.9

Table 2: relative frequency of (some) UPOS, XPOS

The relatively small number of tokens with
UPOS VERB is due to the fact that verbnouns have
the UPOS NOUN. This is relativized if we regard
the distribution of the XPOS: noun 21.3%, verbnoun
9.1% + verb 6.3% = 15.4% “verbs”.

Table 3 shows all 34 dependency relations used
in the Welsh treebank including their frequency.
6 out of the 37 dependency relations proposed13

13https://universaldependencies.org/u/
dep/all.html

deprel % deprel %
case 10.5 ccomp 1.7
punct 9.7 nmod:poss 1.7
nmod 8.4 acl 1.6
det 6.9 advcl 1.4
obl 6.0 acl:relcl 1.2
nsubj 5.7 flat:name 0.8
root 5.6 flat 0.6
obj 5.2 nummod 0.6
advmod 5.2 fixed 0.5
amod 4.8 appos 0.5
xcomp 4.3 expl 0.2
aux 3.7 obl:agent 0.2
conj 3.2 parataxis 0.2
cc 2.9 csubj 0.1
case:pred 2.1 nmod:agent 0.1
mark 2.1 compound < 0.1
cop 2.0 iobj < 0.1

Table 3: relative frequency of all 34 used deprels

by the UD guidelines are not used. These are
clf used for classifiers (absent in Welsh), orphan
(used to annotate ellipses), discourse (interjec-
tions) goeswith and reparandum used to correct
errors in spelling or tokenization (currently all sen-
tences in the treebank are correctly tokenised) and
dep, the default label, if no more specific relation
can be chosen).

7 Evaluation

Even though the treebank currently contains only
601 sentences, tests for tagging and dependency
parsing (table 6) show results comparable with
similar sized treebanks (Tyers and Ravishankar
(2018) report a LAS between 64.14% and 74.29%
for the Breton treebank, Zeman et al. (2018) men-
tion a LAS of 70.88 for Irish). We used Ud-
pipe (v2, single model for tagging and parsing).
Tests with Wikipedia embeddings (500 dimen-
sions) trained with fastText (Bojanowski et al.,
2017) did not improve the parsing. This might
be caused by the relatively small corpus on which
the embeddings have been trained (the Welsh
Wikipedia (April 2019) contains only 62MB of
compressed raw data (104 000 pages).

For the evaluation we split the 601 sentences
into training (80%), dev (10%) and test (10%) cor-
pora and performed a 10-fold cross evaluation. We
used the official CoNLL-2018 evaluation script14

14https://universaldependencies.org/
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to calculate all scores. Table 4 shows the results of
POS tagging and lemmatisation without and with
the Eurfa dictionary, and table 5 the results per
UPOS.

UPOS XPOS Lemma
baseline 89.2 87.3 86.7
+Eurfa 87.9 87.5 93.5

Table 4: results of POS tagging and lemmatisation (F-
measure

Nearly half of the word forms in the test corpus
are out-of-vocabulary (OOV) with respect to the
training corpus. The dictionary provided roughly
half of the missing words. Thus a quarter of the
words in the test corpus remains OOV, which may
explain the unexpected low performance (UDpipe
switches off its guesser, if a dictionary is pro-
vided).

The results of dependency analysis are pre-
sented in table 6 using 3 of the standard metrics
for dependency parsing (Nivre and Fang, 2017),
Labelled Attachment Score (LAS, evaluates heads
and dependency labels) or Content Word LAS
(CLAS, as LAS, but only for dependency relations
of content words (excluding aux, cop, mark, det,
clf, case, cc).

We run four tests, a model trained solely on the
treebank, with dependencies parsed on the results
of the tagger, and dependencies parsed using gold
tags. The other two tests use the Eurfa dictionary
again. The better results of tagging with the full
form lexicon, also improves the dependency pars-
ing, if the parsing is done on predicted POS tags.
All three metrics increase accordingly.

POS tags UAS LAS CLAS
baseline predicted 74.3 63.9 54.8

gold 82.2 76.2 69.6
+Eurfa predicted 75.5 64.3 55.4

gold 81.9 75.9 69.3

Table 6: results of dependency parsing

8 Future Work

The most obvious work is to increase the number
of sentences annotated. The current 601 sentences
may be a start, but do not cover enough exam-
ples to train a robust dependency parser. Another
important problem is the absence of very formal

conll18/conll18_ud_eval.py

Welsh (as in the Bible (in its 1588 translation) and
some literary works) and of very informal written
Welsh (as is used by some Welsh bloggers). Since
Welsh is not one of the most widely learned lan-
guages, we plan adding glosses and translations to
the existing sentences.

With word embeddings becoming more impor-
tant, work on Welsh word embeddings is needed
too. We need to dig into cross-lingual approaches
too (e.g. with BERT, (Lample and Conneau, 2019)
or UDify (Kondratyuk, 2019)) and/or provide
much larger Welsh text corpora than Wikipedia to
train word embeddings.
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Abstract

As is the case with many languages, re-
search into code-switching in Modern Irish
has, until recently, mainly been focused
on the spoken language. Online user-
generated content (UGC) is less restric-
tive than traditional written text, allowing
for code-switching, and as such, provides
a new platform for text-based research in
this field of study. This paper reports on
the annotation of (English) code-switching
in a corpus of 1496 Irish tweets and
provides a computational analysis of the
nature of code-switching amongst Irish-
speaking Twitter users, with a view to
providing a basis for future linguistic and
socio-linguistic studies.

1 Introduction

User-generated content (UGC) provides an insight
into the use of language in an informal setting in
a way that previously was not possible. That is to
say that in the pre-internet era (where most pub-
lished content was curated and edited), text that
was available for analysis was not necessarily re-
flective of everyday language use. User-generated
content, on the other hand, provides a clearer snap-
shot of a living language in natural, everyday use.

Analysis of minority language UGC in partic-
ular provides much insight into the evolution of
these languages in the digital age. In some bilin-
gual environments, the overwhelming dominance
of a majority language can sometimes restrict and
discourage the natural use of a minority language.

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Online environments, on the other hand, can offer
a kind of ‘safe space’ in which these languages can
co-exist and the minority language can thrive. Ad-
ditionally, various interesting linguistic phenom-
ena occur online that may be frowned upon in more
formal settings. The present paper aims to investi-
gate one such phenomenon among Irish-speaking
users of the micro-blogging platform Twitter.

Code-switching occurs whenever a speaker
switches between two (or more) languages in
a multilingual environment. Negative attitudes
towards code-switching have been documented
widely in this field – in particular earlier beliefs
that code-switching indicated a communicative de-
ficiency or lack of mastery of either language. In
fact, the phenomenon is now understood to be in-
dicative of bilingual proficiency (Grosjean, 2010).

Solorio and Liu (2008) note that “when the
country has more than one official language, we
can find instances of code-switching”. Given that
Irish is the first official language of the Republic
of Ireland, with English as the second,1 and given
the well-known existence of code-switching in the
spoken Irish of the Gaeltacht regions (Hickey,
2009), it is unsurprising that Lynn et al. (2015)
and Caulfield (2013, p. 208ff) report that code-
switching is a common feature in Irish UGC. Our
earlier work (Lynn et al., 2015), however, focused
only on a part-of-speech (POS) tagging analysis
of an Irish Twitter data set, without further ex-
ploration of the code-switching phenomenon that
was observed. In fact, the English (code-switched)
segments of tweets were given a general tag that

1Note that English is the more dominant language, with only
17.4% of the population reporting use of Irish outside the
education system http://www.cso.ie/en/media/
csoie/releasespublications/documents/
population/2017/7._The_Irish_language.
pdf

Proceedings of the Celtic Language Technology Workshop 2019 Dublin, 19–23 Aug., 2019 | p. 32



was also used to label abbreviations, items, out-of-
vocabulary (OOV) tokens and other (non-English)
foreign words.

Our current study is a continuation of our ear-
lier work. We annotate, document, and analyse the
specific nature of code-switching between English
and Irish in our corpus of Irish language tweets
(Lynn et al., 2015). With this we provide a basis
for linguistic research into the way in which Ire-
land’s official languages interact in an online so-
cial context. Our contributions are as follows: (i)
an enhancement of the POS-tagged Twitter corpus
in which English code-switched segments are an-
notated, (ii) a categorisation of the types of code-
switching present in Irish tweets, and (iii) a quan-
titative report as to the relative frequency and use
of English within Irish tweets.

2 Background and Related Work

2.1 Code-switching

Code-switching has been a focus of study for many
years, particularly in the area of bilingualism (e.g.
Espinosa (1917) and Muysken (1995)). Despite
being an early topic of study in the field of com-
putational linguistics (e.g. Joshi (1982)), inter-
est in the computational study of code-switching
has grown substantially in recent years with the
increased availability of online UGC (Solorio et
al., 2014; Molina et al., 2016). This area of
study is applicable to many facets of natural lan-
guage processing (NLP), including automatic lan-
guage identification (Rosner and Farrugia, 2007)
and POS tagging (Solorio and Liu, 2008), for ex-
ample. In fact, Minocha and Tyers (2014) car-
ried out some preliminary analysis on English-
Irish code-switching in the context of automatic
language identification. It is worth noting that the
advances in the area of NLP for UGC represent a
valuable contribution to the field of sociolinguis-
tics, as NLP allows for easier and more efficient
processing of large data sets than traditional man-
ual methods (e.g. Nguyen et al. (2016)).

There is much debate in the literature about
whether the correct umbrella term is code-
switching or code-mixing, or in fact whether both
refer to specific types of switching depending on
where in the sentence it occurs. In our work, we
use the term code-switching to cover all instances
of the linguistic phenomenon that results in mixed-
language text. We divide the instances of code-
switching in Irish tweets into four main types:

Inter-sentential: where the switch occurs at a
sentence or clause boundary:

(1) Má tá AON Gaeilge agat, úsáid ı́! It’s Irish
Language Week.
‘If you speak ANY Irish, use it! It’s Irish Lan-
guage Week.’

Intra-sentential: where the switch occurs
within a sentence or clause:

(2) Ceol álainn ar @johncreedon on
@RTERadio1 now.
‘Lovely music on @johncreedon on
@RTERadio1 now.’

Word-level alternation: where the switch
occurs within a word:

(3) Bhfuil do kid ag mixáil Gaeilge agus
English?
‘Is your kid mixing Irish and English?’

Bilingual text is, strictly-speaking, a special
case of inter-sentential code-switching, in which
the same content is provided in both languages in
a single tweet. This is typical on Twitter for users
whose followers can be divided into two groups –
Irish speakers and non-Irish speakers.2 Bilingual
tweeting aims to be inclusive of a wider audience
along with assisting learners in reading the Irish
content. Due to the prevalence and importance of
such examples, they are given special annotations
in the resources described below.

(4) Happy St Patrick’s Day! La Fhéile Pádraig
sona daoibh!

2.2 Code-switching in Irish
Until recently, investigation into the use of code-
switching in Irish has focused mainly on tran-
scribed speech. In recent work, Nı́ Laoire (2016)
noted that “[code-switching] has been underrep-
resented in Irish language corpora and in linguis-
tic and dialectological description and analysis of
Irish”. In fact, much of the existing literature in
this domain focuses on the impact of English as
a dominant language in a bilingual environment
(e.g. Stenson (1993)), in the context of raising
concerns for the survival of the Irish language. In
2Stenson (1993) refers to the ability of all Irish speakers to
speak English as “Universal Bilingualism”
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the same vein, Hickey (2009) looks at the con-
trast between code-switching and borrowing, and
its potential prevalence amongst the next genera-
tion of native Irish speakers. Her study focuses on
such occurrences in unscripted speech of leaders of
Irish-language pre-schools in Irish-speaking com-
munities. Atkinson and Kelly-Holmes (2011) also
investigate the nature of code-switching in spoken
Irish and took a slightly different angle by look-
ing at the use of English-Irish code-switching in
comedy – with respect to the relationship between
identity and language.

In terms of written text, Bannett Kastor (2008)
provides a summary of the few examples of code-
switching in Irish literature from the 17th-20th
century, which in many cases incidentally can also
be noted as being a conduit for comedy.3 She
notes that “multiliterate texts are constructed de-
liberately so that switch points or other points
of linguistic contact within the text often sig-
nal additional, metaphorical levels of meaning
which are coherent with the theme and/or other as-
pects of the work.” However, such deliberate and
planned code-switching differs from the nature of
the switching behaviour we are concerned with
here.

Interestingly, while code-switching is some-
times regarded in Ireland today (often negatively)
as a ‘modern’ feature of the language, a number
of studies have reported on the prevalence of Latin
code-switching in Medieval Irish manuscripts, re-
flecting the multilingual environment in which me-
dieval Irish monks and scribes worked (Dumville,
1990; Müller, 1999; Stam, 2017). These stud-
ies highlight code-switching as a natural feature of
language use and as a linguistic activity that has
continued across generations and across radically
different linguistic environments. In the most re-
cent study, Stam (2017) remarks, a propos of the
current study, that “it appears that code-switching
in writing and in speech are in some ways compa-
rable, especially in informal textual genres”. In our
current study, we bridge several centuries from the
analysis of medieval Irish-Latin code-switching to
analyse and process Irish-English code-switching
as it is used by today’s Irish language community
online.

3The data studied came from Irish language poetry, drama,
fiction and nonfiction.

2.3 Irish language on social media

Despite a relatively small population of speak-
ers, the Irish language has a strong online pres-
ence on social media platforms such as Facebook,
YouTube, Instagram, Snapchat, and Twitter (Lack-
aff and Moner, 2016). In fact, according to the
Indigenous Tweets website, which curates tweets
from indigenous and minority languages world-
wide, there have been over 3 million tweets sent
in Irish to date.4 With the increased availability
of user-generated Irish language content, it is un-
surprising that there has been an increased inter-
est in the application of technology to analyse Irish
language use online, in order to gain insights into
how the language is used (e.g. POS-tagging (Lynn
et al., 2015), machine translation (Dowling et al.,
2017) and sentiment analysis (Afli et al., 2017)).

3 Code-switching annotation

Of course, in order to carry out an in-depth anal-
ysis of the nature of code-switching amongst Irish
speakers, sufficient data – in terms of quantity and
richness of annotation – must be made available.
Such data generally comes in two main forms.
One is text that is based on recorded and tran-
scribed speech. In terms of recorded speech, one
is more likely to find instances of code-switching
in spoken content that is spontaneous and non-
scripted (such as the data that was used for an
earlier Irish code-switching analysis by Nı́ Laoire
(2016)). Another similarly unedited source is un-
curated text such as that found in UGC, which is
more likely to contain natural examples of code-
switching than standard, well-curated text. In the
following section, we describe the creation of our
data set of tweets, which we have annotated for
code-switching.

3.1 Data Set

Our starting point is the gold standard POS-tagged
corpus of 1537 Irish language tweets from our ear-
lier study (Lynn et al., 2015), which sought to pro-
vide a basis for NLP analysis of the use of the Irish
language online.5

For this current study, we review the tags pre-
viously assigned to English tokens. In the initial
corpus development, English tokens were assigned

4http://indigenoustweets.com, figures as of July
2019.
5Please refer to cited paper for details concerning the POS
tagset for Irish tweets.

Proceedings of the Celtic Language Technology Workshop 2019 Dublin, 19–23 Aug., 2019 | p. 34



the catch-all tag ‘G’ (‘general’), which is also used
to label other foreign words (of which there are a
few, e.g. Japanese), items, and abbreviations. We
refine this annotation by now annotating English
tokens separately.

Annotation takes place at three levels: (i)
Irish part-of-speech tag level: The
POS-tag is changed from ‘G’ to ‘EN’ for all
English tokens. (ii) Code-switching tag
level: The types of code-switching that are
present (if any). As per our description in
Section 2.1, these labels include INTRA (intra-
sentential), INTER (inter-sentential), INTER-
BI (bilingualism for the purposes of providing
one message in both languages) and WORD
(where the word contains code-switched mor-
phemes). (iii) English part-of-speech
tag level: The INTRA tags have been ex-
tended to identify the English POS (e.g. INTRA-V,
INTRA-O, etc). These tags are explained in more
detail in Table 1.

During annotation, we identified 41 tweets in
the Lynn et al. (2015) corpus that contain both En-
glish and Irish words, but for which English was
the matrix language. This type of issue often can
arise within the context of language identification
of tweets that contain instances of code-switching.
As our interest is in English code-switching within
otherwise-Irish language tweets, we have taken the
viewpoint that these are errors in language identifi-
cation, and have removed these examples from the
corpus.

(5) I added a video to a @YouTube playlist
<URL>Sharon Shannon - Geantraı́ na Nol-
lag 2008 - 25-12-08 <URL>

(6) Nuacht is déanaı́ - Twitter Competition - Help
us Reach 20K!

This leaves us with a data set of 1496 tweets an-
notated with POS and the above-mentioned code-
switching tags.

4 Analysis

4.1 Tag distributions

We observe that 254 (16%) of the tweets in the data
set contain some form of code-switching. Firstly, it
is worth looking at the POS tag distribution across
all POS tags in our data:

INTER 412 tokens (representing 43% of the En-
glish tokens) are used in an inter-sentential manner
– that is, as strings of English that form separate
phrases or sentences.

LOL LOL G
- - ,
tell tell EN INTER
ya ya EN INTER
what what EN INTER
- - ,
más má &
féidir féidir N
leatsa le P
foclóir foclóir N
Ioruaise Ioruais N
a a T
sheoladh seol V
chúm chuig P

INTER-BI 246 tokens (26% of the English to-
kens) represent code-switching for the purposes of
providing comprehension for two groups of fol-
lowers (Irish speakers and non-Irish speakers)

Lón lón N
sa i P
Spéı́r spéir N
/ / ,
MEN MEN EN INTER-BI
AT AT EN INTER-BI
LUNCH LUNCH EN INTER-BI
FILM FILM EN INTER-BI

WORD Interestingly, our data only contains two
instances of word level code-switching. This ran
counter to our intuition before examining the cor-
pus data, as examples of this kind are heard in the
spoken language quite frequently. The two tagged
examples both use the Irish emphatic prefix ‘an-’
with an English root: an-talent ‘a lot of talent’;
an-time ‘a great time’. It is possible, of course,
to find other examples of this word level switch-
ing on Twitter by focused searching (e.g. exam-
ples of verbs with the gerund suffix ‘-áil’: creepáil,
buzzáil, textáil, snapchatáil, flirtáil, etc.). How-
ever, our data suggest that the relative frequency
of such types may not be as high as our intuition
leads us to believe.

tá bı́ V
an-talent talent EN WORD
go go P
deo deo N
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agaibh ag P
in i P
Éirinn Éire ˆ

INTRA(+EN-POS) 297 tokens (31% of the En-
glish tokens) are used in an intra-sentential man-
ner, that is to say that these English tokens are
inserted comfortably within the syntax of Irish
phrases. Figure 1 shows the distribution of the EN
POS tags for intra-sentential code-switching. This
feature is of the most interest to us, and is therefore
described in more detail in the next section.

Don’t Don’t EN INTRA-V
forget forget EN INTRA-V
to to EN INTRA-P
use use EN INTRA-V
the the EN INTRA-D
cúpla cúpla D
focal focal N
ag ag P
obair obair N
agus agus &
ar ar P
scoil scoil N

Figure 1: Distribution of INTRA tags, showing the syntactic
role of code-switched tokens. Tag descriptions are given in
Table 1

4.2 Nature of INTRA code-switching in Irish
tweets

One striking outcome of preliminary observations
of this work is the distribution of syntactic patterns
that arise within intra-sentential code-switching
between Irish and English. There is a clear ease
with which English nouns are used to replace
Irish nouns in a single instance. For example
Figiúirı́ nua tally do Chonamara ‘New tally fig-

INTRA+POS POS meaning
INTRA-N Noun
INTRA-V Verb
INTRA-A Adjective
INTRA-P Preposition
INTRA-D Determiner
INTRA-R Adverb
INTRA-! Interjection
INTRA-O Pronoun
INTRA-G General
INTRA-& Conjunction
INTRA-VN Verbal Noun
INTRA-T Particle

Table 1: Explanation of fine-grained (INTRA+) intra-
sentential tags

ures for Connemara’. In this instance, the En-
glish word ‘tally’ is part of a noun compound.6

In Irish, the head of noun compound is the first
noun (figiúirı́ tally) – in English it is the last
(tally figures). In addition, the position of the
adjective nua ‘new’ follows the rules of Irish syn-
tax by following rather than preceding the head
noun. Several similar noun-adjective examples ex-
ist in the corpus: keyboards beag ‘small key-
boards’, podcast úr ‘new podcast’, an album nua
‘the new album’, an stuff corcra ‘the purple
stuff’. It is interesting to note that in these final two
cases, there exist Gaelicized spellings of the code-
switched words, albam and stuif respectively. In
the first case at least, had the Irish form been in-
tended, one would have an t-albam nua to satisfy
Irish grammatical constraints related to the gender
of the noun.

The relative infrequency of intra-sentential verb
usage is particularly interesting when we consider
the variations across English and Irish with respect
to word order (SVO vs VSO). We observe that 5
out of the 34 INTRA-V (English verb) occurrences
occur alone in an Irish context. (e.g. Wish nach
raibh aon obair le déanamh agam ‘Wish I didn’t
have work to do’) All other 29 instances are part
of an Irish string of two or more tokens (e.g. am
éigin an bhliain seo sounds good ‘some time this
year sounds good’). Interestingly, Müller (1999)
observed a similarly rare switching of verbs from
Irish to Latin in historical texts.

6Interestingly, the Gaelicized spelling teailı́ is recorded in dic-
tionaries and is seen occasionally in Irish writing.
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4.3 Automatic POS tagging and detection of
code-switching

We also reproduced the automatic POS tagging ex-
periments from Lynn et al. (2015) with the addi-
tion of the EN tag in order to evaluate the impact
of the slightly richer tagset on tagger performance,
and to assess this as an approach to detecting code-
switched segments. Due to the relative infrequency
of code-switching types (INTRA, INTER, INTER-
BI, WORD), we do not yet have enough data to
train an effective tagger for this level of annotation,
so the results below involve only the introduction
of the tag EN.

In Table 2, the results given for the models Base-
Morf and NormMorf (using the Morfette tagger
of Chrupala et al. (2008)) and ArkLemma#URL@
(using the ARK tagger of Gimpel et al. (2011)) are
the same as those of Lynn et al. (2015), to which
we refer the reader for full experimental details.
The results given with the suffix +EN repeat the
same experiments but this time based on the train-
ing and test data that we have retagged, using the
EN tag for code-switched tokens. Given the rela-
tive infrequency of the EN tag in the overall cor-
pus, it is not surprising that the results change only
slightly. The slight improvements coming from the
introduction of the EN tag might be explained in
part by the use of the G tag as a kind of “catch-
all”, making it difficult for the tagger to learn gen-
eralizations over examples of G tags. For exam-
ple, in the original training corpus without the EN
tag, there many sequences of two or more consecu-
tive G tags. As a consequence, the taggers of Lynn
et al. (2015) sometimes incorrectly assign G tags
to one or more Irish words following an English
word, but this seems to happen less often after in-
troduction of the separate EN tag.

5 Inter-annotator Agreement

In order to assess consistency, levels of bias, and
reliability of the annotated data, we carried out an
Inter-Annotator Agreement (IAA) study. There are
a number of metrics used widely to calculate IAA
in classification tasks (Artstein and Poesio, 2008).
In this study, we report IAA between two annota-
tors using Cohen’s Kappa (Cohen, 1960):

κ =
P (A)− P (E)

1− P (E)

where P (A) is the proportion of observed agree-
ment among annotators, and P (E) is the propor-

Training Data Dev Test
Baseline

Rule-Based Tagger 85.07 83.51
Morfette

BaseMorf 86.77 88.67
BaseMorf+EN 87.16 88.64
NormMorf 87.94 88.74
NormMorf+EN 88.06 89.22

ARK
ArkLemma#URL@ 91.46 91.89
ArkLemma#URL@+EN 91.23 91.98

Table 2: Changes in POS-tagging accuracy following sepa-
rate labelling of English tokens (+EN indicates new experi-
ments).

tion of expected agreement. By correcting for
P (E), this measurement accounts for the fact that
the annotators are expected to agree a proportion of
times just by chance. Di Eugenio and Glass (2004)
present the calculation of Cohen’s P (E) as:

P (E) =
∑

j
pj,1 × pj,2

where pj,a is the overall proportion of items as-
signed to a label j by annotator a.

For this study, we presented all 1496 tweets
to the annotators. Annotators first received in-
structions to annotate all English tokens as ‘EN’.
For each English token, according to the code-
switching categories described in Section 2.1, a
new tag was to be inserted in the next column (IN-
TER, INTER-BI, INTRA or WORD). We refer to
these as coarse-grained tags. For each INTRA tag
we also asked the annotators to identify the POS-
tag for the English token (e.g INTRA-N (noun),
INTRA-V (verb), etc). We refer to these as fine-
grained tags. 943 tokens in the corpus are English
tokens, and as such our kappa score is based on the
agreement of the labelling of these tokens.

We achieved a kappa agreement rate of 0.69 on
coarse-grained tags and 0.74 on fine-grained tags.
On closer inspection, there were a couple of clear
explanations for the coarse-grained tagging dis-
agreements. Some cases involved confusion be-
tween INTER vs INTER-BI, and INTER vs IN-
TRA. As an instance of INTER usually consists of
a string of tokens (e.g. ‘a rock and a hard place’),
a single misinterpretation can lead to multiple in-
stances of tag disagreement.

We use Landis and Koch (1977)’s metric shown
in Table 3 for interpretation of our Kappa results.
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Kappa value Strength of Agreement
< 0.00 None
0.00 – 0.20 Slight
0.21 – 0.40 Fair
0.41 – 0.60 Moderate
0.61 – 0.80 Substantial
0.81 – 1.00 Almost Perfect

Table 3: Landis and Koch’s interpretation of Cohens’s Kappa

While our results are regarded as substantial agree-
ment we will take this as an opportunity to identify
the areas of confusion and to revise our annotation
guidelines for future labelling work.

6 Conclusion and Future Directions

We have reported on the enhancement of a corpus
of POS-tagged Irish tweets with code-switching
annotations and provided a categorisation of code-
switching types of Irish UGC. We have also pro-
vided a quantitative report with respect to the dis-
tribution of code-switched tweets and tag types in
the corpus.7

We have also reported more accurate automatic
POS tagging results for these tweets, based on the
inclusion of updated EN labels.

Our study has revealed that Irish speaking on-
line users switch effortlessly and effectively be-
tween Irish and English. This ease demonstrates
the clever mix across the syntax paradigms of both
languages and supports the argument that code-
switching is indeed a reflection of advanced gram-
matical ability. The various different types of
code-switching employed suggested different mo-
tivations for this linguistic behaviour.

In terms of future work, the natural progression
for this study would be to increase the size of the
dataset so that more instances of code-switching
can be observed and analysed. Of course, after
having observed the disagreements amongst anno-
tators in our IAA study, we will need to update the
annotation guideline to make the instructions much
clearer and to avoid ambiguity.

In future work, we would also like to take a
more socio-linguistic approach to our analysis.
We would like to investigate users’ motivation for
code-switching and assess whether linguistic pat-
terns provide clues as to why and when English

7Available to download from https://github.com/
tlynn747/IrishTwitterPOS/tree/master/
Data/morfette-CS

text is inserted into Irish tweets. For example,
in some instances, we observe that English noun
phrases are used where there is no official Irish
term for a concept, and in other instances where
there is an official Irish term that may not be known
to the speaker (or if known, not preferred). This
type of information would be a useful source of
data for language planning and terminology devel-
opment.

Given that Stam (2017) notes that “it appears
that code-switching in medieval Irish texts may
be both a functional communicative device used
to structure a text and an unconscious expression
of bilingual identity for a like-minded audience”,
we believe our corpus will provide an interesting
dataset to help identify whether this holds true to-
day.

One likely future application of this corpus is
to build a tool to automatically identify code-
switching in Irish online content. Despite it being
a challenging task, there has been much progress
in this area, with notable impact on a number of
downstream applications, as outlined by Çetinoğlu
et al. (2016). Yet, we note that our own data set
is still not large enough to support state-of-the-art
data-driven approaches. Further development of
this corpus is therefore required.

In addition, we see this data set as a starting
point for a treebank of Irish user-generated con-
tent. Parsing code-switched text is an area of re-
search attracting much attention, and for this rea-
son we have labelled the POS-tag of the switched
tokens. Again, this is simply a starting point and
much larger data set will be required before a data-
driven system can be developed.
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 Abstract 

This paper reports on a Knowledge Trans-

fer Partnership (KTP) project that aimed 

to implement machine translation technol-

ogy at a Welsh Language Service Pro-

vider, Cymen Cyf1. The project involved 

leveraging the company’s large supply of 

previous translations in order to train cus-

tom domain-specific translation engines 

for its various clients. BLEU scores 

achieved ranged from 59.06 for the largest 

domain-specific engine to 48.53 to the 

smallest. A small experiment using the 

TAUS DQF productivity evaluation tool 

(Görög, 2014) was also run on the highest-

scoring translation engine, which showed 

an average productivity gain of 30% 

across all translators. Domain-specific en-

gines were ultimately successfully intro-

duced into the workflow for two main cli-

ents, although a lack of domain specific 

data proved problematic for others. Vari-

ous techniques such as domain-adaptation 

as well as improved tagging of previous 

translations may ameliorate this situation 

in the future. 

1 Introduction 

The translation industry in Wales has seen 

substantial growth over the past few decades, 

particularly in response to political pressures. 

Government legislation currently obliges all 

public sector bodies to produce bilingual versions 

                                                 
 © 2019 The authors. This article is licensed under a 

Creative Commons 4.0 licence, no derivative works, at-

tribution, CC-BY-ND. 
1 Cymen Cyf have given their permission to be 

discussed as part of this study. 
2 The survey was completed by 874 respondents 

of all public-facing documents, while 

sociocultural pressure has also influenced private 

businesses to invest in translation services. But the 

mounting demand for translation services presents 

challenges as well as opportunities for Welsh 

Linguistic Service Providers (hereafter LSPs). 

LSPs need to balance expenditure (on staff and 

equipment) with the capacity to deal with existing 

demands for services. Technology provides one 

answer to this challenge, as the work of a single 

translator can be extended.  

 

A report by Bangor University’s Language 

Technology Unit (Prys et al., 2009) found that 

using various kinds of translation technology 

could raise the economic productivity of the 

Welsh translation industry by 40% and could also 

prevent the undercutting of translation services by 

foreign providers leveraging new technology 

(2009: 23). The uptake of translation technology 

in Wales has been slow however, with various 

surveys (Prys et al., 2009 and Andrews 2010) 

reporting percentages of Welsh translators using 

translation environment technology as low as 49% 

and 50%, compared to the figures of 82% 

(Lagoudaki, 2006) and 65% (EU Commission, 

2017) reported at the international level2 and in 

the UK respectively. While low adoption rates for 

new technology may seem inevitable in the 

context of a lesser-resourced language, the Welsh 

Government has made the expansion of such tools 

an important part of its strategy to reach a million 

Welsh speakers by 2050 (Welsh Government, 

2019: 34).  

 

from 54 countries. The author does not provide 

information on the linguistic backgrounds of 

respondents, but does mention that the survey had 

to be completed in English, which could mean that 

results were biased towards “English-speaking 

professionals” (Lagoudaki, 2006: 6). 
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One tool which the Welsh Government has to 

promote specialist training and skills in the private 

sector is the Knowledge Transfer Partnership, or 

KTP. KTPs involve a partnership in which a 

university works together with a private business 

in order to transfer academic knowledge relating 

to a specific field. The project described in this 

paper involved a KTP between a Welsh University 

and a North Wales LSP, Cymen Cyf. 

 

2 Cymen as an innovative Welsh LSP 

 

Cymen was first established during the mid-

eighties amid a wave of expansion in demand for 

English to Welsh translation (Andrews, 2015). 

The demographic profile of staff at Cymen fits the 

data reported by Prys et al. (2009), with a 

workforce which is primarily rural, female and 

educated to an advanced level. Staff are almost all 

recipients of further degrees in Welsh, which 

provides the fundamental skillset for the 

challenging task of English to Welsh translation. 

Cymen belies the typical image of a Welsh 

translation company, however, in that it has 

embraced a technological approach to translation. 

The use of translation memories3 and termbases is 

well-established at the company, partly as a result 

of a KTP project in 2000 which led to the adoption 

of SDL’s Translator’s Workbench software, and 

later Trados SDL. 

 

An analysis of Cymen’s translation memories 

shows that at least 300,000 words are translated 

by the company’s 16 translators each month using 

the Trados translation environment. Machine 

translation had not been implemented in the 

company until the advent of this project. 

Translation companies generally have two main 

options in this regard: to use a pre-existing paid 

service or to integrate some technical expertise 

into the company in order to implement an open 

source solution.  

 

The first option is problematic for a variety of 

reasons: companies can quickly be locked in to 

services with little flexibility or control, and 

                                                 
3 Translation memories are databases that store 

previous translations as segmented text. These 

segments can be retrieved and re-used to 

substantially speed-up repetitive translation work.   
4 BLEU (Papineni et al., 2001) is an algorithm that 

enables the automatic evaluation of a translation 

engine’s output on a scale of 0 to 100, with higher 

consequently may not be able to make the most of 

their translation engines. The second option, 

which involves integrating technical expertise 

into the company, has the advantage of leveraging 

free, open-source software with a flexible 

implementation. In practice this means that a 

company can create custom translation engines 

using their own data, while avoiding any potential 

data-protection concerns which may arise from 

having to hand over data to a multinational 

company. The aim of the KTP project was to 

realize the second option, using Cymen’s existing 

archive of past translations to train domain-

specific translation engines. Where possible, we 

also hoped to transfer the relevant expertise to the 

company’s own staff. 

3 Related work on MT 

 

Previous attempts to create machine translation 

systems for the Welsh-English language pair are 

reported in Jones and Eisle (2006) and Tyers and 

Donnelly (2009). Jones and Eisle developed a 

baseline statistical machine translation system 

using Pharaoh (Koehn, 2004), a precursor to 

Moses SMT. They trained Welsh to English and 

English to Welsh engines on a 510,813 segment 

corpus extracted from the Record of Proceedings 

of the National Assembly for Wales. The authors 

report a BLEU4 score of 40.22 for the Welsh to 

English engine and 36.17 for the English to Welsh 

engine.  

 

Tyers and Donnelly (2009) developed a Welsh to 

English module for the rule-based machine 

translation (RBMT) system Apertium. The BLEU 

scores they report are relatively low as one might 

expect for an RBMT system, with a score of 15.68 

for the Record of Proceedings of the National 

Assembly corpus. The authors argue, however, 

that such systems are crucial for lesser resourced 

languages like Welsh, drawing attention to the 

lack of publically available training corpora with 

open licensing. Beyond open source 

implementations, private companies such as 

Google and Microsoft provide English-Welsh 

translation engines that can be used within 

scores indicating better translations. It works 

through comparing the engine’s output with a 

reference translation of the same text, which is 

produced by a human translator. 
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translation software. A recent study by Screen 

(2018) offers evidence that using Google 

Translate within Trados for English to Welsh post-

editing tripled translators’ productivity, and cut 

typing by half. Although clearly effective, these 

services have some drawbacks including the need 

for payment and a lack of flexibility.   

 

In terms of related language pairs, the ADAPT 

Centre team at Dublin City University have 

reported on their English to Irish Moses SMT 

engine Tapadóir, which was developed for use at 

a Government department responsible for Irish 

language affairs (Dowling et al., 2015). The team 

achieved an optimal BLEU score by combining 

in- and out of domain data, drawing on a mixture 

of publically available corpora, web-crawled data 

and domain-specific translation memory data. 

However, the relative sparsity of the available data 

and the comparative complexity of Irish 

morphology reportedly caused some problems. 

The team later developed an automatic post-

editing module (APE) that allowed correction of 

certain repeated errors caused by these sparse data 

issues (Dowling et al., 2016). Dowling et al. 

(2018) reports on a comparison between the 

hybrid Moses SMT Tapadóir implementation and 

a newly developed NMT engine trained on the 

same data set. Tapadóir outperformed the baseline 

NMT engine by 8.75 BLEU points, although 

using byte pair encoding (Sennrich, 2016) with 

the NMT engine narrowed the gap slightly to 6.4 

BLEU points. The authors argue that the poor 

performance of NMT in this case is largely due to 

the Irish language target exhibiting “many of the 

known challenges that NMT currently struggles 

with (data scarcity, long sentences and rich 

morphology)” (2018: 18).  

 

Attempts to implement NMT for translation into 

another under-resourced and morphologically 

complex language, Basque, achieved more 

positive results in a recent study (Etchegoyhen et 

al., 2018) which found that an NMT system 

outperformed SMT by 4 BLEU points in  Spanish 

to Basque machine translation. The best 

explanation for this discrepancy lies in the relative 

sizes of the corpora used for training. Tapadóir 

was trained on 108,796 parallel segments, while 

the MODELA engine was trained on 3,345,763 – 

a vast difference. Given that NMT is known to 

                                                 
5  https://hub.docker.com/r/techiaith/moses-smt  
6 MERT is a tuning algorithm which uses BLEU to 

find the optimal weights for various model features 

suffer from data scarcity, it seems clear that the 

greatest challenge facing lesser-resourced 

languages is the requisition of sufficient data 

suitable for training. 

 

4 Data collection and preparation 

 

The MT system implemented is based on the 

Welsh National Language Technologies Portal’s 

(Prys and Jones, 2018) provision of Moses SMT 

(Jones et al., 2016).5 This is a baseline 

implementation of Moses SMT with a simplified 

interface and the ability to run a Moses server 

instance from a Docker container image. Some 

advantages of the implementation are that it 

simplifies installation as well as subsequent 

training, tokenization and truecasing processes, 

streamlines the use of a Moses server API in third-

party applications, and provides Docker 

containerization options. The machine translation 

provision was further expanded during the KTP 

project to include automatic tuning and evaluation 

of the Moses model using MERT6 (Och, 2003) 

and BLEU (Papineni et al., 2002) respectively. 

Translation engines are trained using TMX files 

(an xml specification for transferring translation 

data between different localization software) 

extracted from Cymen’s various translation 

memories.  

 

TMXs were chosen as our main focus because 

they contain source and target segments already 

aligned, dispensing with the need for complicated 

alignment processes, and normally contain 

relatively clean data which has been carefully 

curated by the company. They were also 

convenient because the company’s archive of 

previous translations was already largely available 

in this format. 

 

Cymen’s translation memory workflow revolves 

around a policy of assigning a TM to each regular 

client (although they also have some general 

domain memories, such as ‘health’ or 

‘education’). For instance, in the case of a 

fictional client named Ideore, the process would 

work as follows: 

 

e.g. the language model, re-ordering model, and 

more. This process can significantly improve the 

quality of a translation engine. 
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1. Work from the client becomes frequent, 

so the company creates a dedicated Ideore 

translation memory and termbase.  

2. These resources are consolidated into a 

project template file that facilitates the creation of 

Ideore projects by admin staff. 

3.  Ideore projects are allocated to specific 

translators based on availability and expertise, and 

the translation memory starts to fill. 

 

In order to process a TMX file for training 

translation engines, certain pre-processing steps 

are necessary. Welsh and English segments are 

extracted from the TMX files and are stored in an 

SQL database, having been tagged for metadata 

such as domain (usually the client’s name), 

language pair, date, and more. Different 

permutations of data can then be selected and 

exported to parallel text files for training and 

testing. Following this the data is randomized and 

split into three parts. Two held-out data sets are 

created - a 3,000 segment test set for evaluation 

with BLEU and a 2,000 segment tuning set for 

tuning with MERT. The language model is created 

from the target side of the training corpus. Finally, 

segments from both the training set and tuning set 

are removed from the main training corpus and 

language model to avoid skewing the evaluation 

and tuning steps.  

 

5 Training the engines 

We decided to set an arbitrary threshold of a 

million Welsh words before attempting to evaluate 

the baseline capability of engines trained on such 

data. Figure 1 below shows all of Cymen’s TMs 

arranged by number of Welsh words. 

 
 

Figure 1. Each of Cymen’s TMs arranged by 

number of Welsh words, from largest to smallest 

 

As can be seen in the chart, only 4 of our TMs are 

currently large enough to satisfy this criterion. 

Table 1 displays BLEU scores for engines trained 

from these TMs client-specific TMX files, as well 

as the general-domain Cymen translation engine. 

As might be expected based on previous research 

(e.g. Koehn 2001), the scores seem to be related 

to the size of the corpus used for training as well 

as the specificity of the domain. The highest 

scoring engine is the domain-specific engine 1, 

which was trained on a 174,354 segment parallel 

corpus of data relating to a client in a technology-

related domain. Although the size of the parallel 

corpus used for training is an obvious contributor 

to its relatively high score, the nature of the 

domain, which consists of a highly technical and 

repetitive register, also seems to be a factor.   

 
Translation 

Engine ID 

Number of 

Welsh words 

Number of 

segments 

BLEU 

score 

1 3.65 million 174,354 59.06 

2 2.56 million 130,235 58.75 

3 1.54 million 83,745 50.92 

4 1.34 million 74,840 48.53 

Cymen 65.3 million 3,985,674 54.23 

Table 1. BLEU scores and corpus size for the five 

top translation engines 

 

Engines three and four had substantially lower 

scores, reflecting the smaller corpora used for 

training. For comparison, we also trained a gen-

eral domain corpus consisting of all of Cymen’s 

combined data (named Cymen in table 1). Alt-

hough trained on a comparatively large data set, 

translation engines 1 and 2 still outperform this 

engine in terms of BLEU score, which provides 

some indication of the value of using domain-spe-

cific engines.  

6 Engine effectiveness 

To gain a general idea of the effectiveness of our 

engines, we used the TAUS DQF evaluation tool 

(Görög, 2014) to carry out a productivity test on 

segments automatically translated by our highest-

scoring domain-specific translation engine (ID 1, 

BLEU score 59.06 – see table 1 above). Eight 

translators were selected to translate 50 in-domain 

segments from a held-out data set, with a total of 

. M

.5 M

1. M

1.5 M

2. M

2.5 M

3. M

3.5 M

4. M

1 3 5 7 9 1113151719212325272931

Cymen's TMs by size
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905 words. The segments were randomly selected 

before being submitted to the TAUS DQF 

evaluation tool. TAUS DQF automatically 

shuffles the segments and presents half to be 

translated from scratch (i.e. without the machine-

translated output) and half to be post-edited (with 

the machine-translated output). The tool then 

times the completion of each segment and 

generates a report based on the average 

completion time for both conditions. 

   

 
 

Figure 3. The average WPH of Cymen’s 

translators while translating vs post-editing  

 

The results (figure 3) show that the participants 

produced 1,372 words per hour on average while 

post-editing as opposed to 1,055 words per hour 

while translating from scratch. Individual results 

for the translators (figure 4) show quite 

considerable variation, although all translators 

performed more quickly in the post-editing 

condition. 

  

 
 

Figure 4. WPH per condition for each translator  

 

The result of this analysis suggests that using a 

machine of this quality can increase productivity 

                                                 
7https://github.com/OpenNMT/Plugins/tree/master/

SDL%20Trados%20Plugin 

across all translators by 30%, while individual 

gains vary from a high of 41% to a low of 14%.  

7 Implementing the engines 

 

Once we were satisfied that the quality of the 

engines was of a satisfactory level, the engines 

needed to be embedded in the company’s 

translation environment software. An app for 

integrating the engines was designed on the basis 

of an open-source C# solution available on 

GitHub7. In order to allow the selection of 

multiple engines, distinct engines are run from 

their own Docker containers, which can each then 

be selected from within the Trados interface.  

 

Before the engines could be fully integrated 

into translators’ workflows, the company’s man-

agement team trialed their performance person-

ally for a probationary period. Based on this the 

management decided to start using engines 1 and 

2 in every project for the relevant clients. As en-

gines 3 and 4 were not considered of a high 

enough quality to use routinely, we decided not to 

implement them for the time being. Given that 

there is a clear link between the size of a domain-

specific engine and its effectiveness, and that the 

company’s store of data for each client is always 

growing, it was decided that we would attempt to 

retrain using these client’s data at a later date. It 

was also decided that we would start gathering an-

alytic data on the size and relative growth of trans-

lation memories on a monthly basis. This should 

allow the company to make informed decisions 

concerning whether data belonging to a particular 

client has reached a point where training an effec-

tive translation engine for it has become viable. 

 

8 Reception by translators 

In order to take possible resistance from 

translators to machine translation into account, we 

introduced the engines into their workflow 

gradually. Firstly, we waited until the output of the 

translation engines was of a relatively high quality 

- based on the management team’s assessment - 

before introducing them into the daily workflows. 

This hopefully mitigated the prospect of poor 

machine translation irreparably damaging 

translators’ feelings towards the technology. The 

practical implementation of the engines was also 
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relatively subtle, with engine allocation 

happening at management level, meaning that 

translators did not need to take any actions 

themselves. Finally, a series of four workshops 

were held for all staff, where the KTP assistant 

was able to describe the basic principles of the 

technology. Particular emphasis was placed on the 

fact that machine translation is a post-editing tool, 

which cannot replace human translators. It was 

also stressed that productivity gains associated 

with less typing and additional time can make the 

translator’s work less laborious and more 

comfortable.  

 

In general the company’s reception of the 

technology has been positive. The most obvious 

manifestation of this is that engines 1 and 2 are 

now used routinely for translating those clients’ 

respective domain-specific data, which taken 

together represent a large proportion of the 

company’s daily output. The general domain 

Cymen engine is also now used frequently for 

translating data for smaller clients that have data 

particularly suitable for machine translation. One 

feature that was repeatedly praised by the 

translators was the autosuggest capability8, which 

prompts the user with suggested words or phrases 

extracted from the translation engine as they type. 

This was seen as particularly useful because 

translators were able to leverage useful elements 

of an engine’s output even when the segment as a 

whole was not perfect. 

 

9 Future research 

Following the successful implementation of 

machine translation during the KTP, both partners 

are interested in extending the capabilities of the 

translation system. Obvious candidates for such 

improvements include neural and/or hybrid 

translation systems, which have not yet been 

reported in open source implementations for 

Welsh. However, the primary challenge facing 

Cymen is the lack of sufficient data for training 

domain-specific engines for the majority of its 

clients. Exploring domain adaptation techniques 

(e.g. Axelrod et al., 2011), which allow out-of-

domain data to be leveraged for domain-specific 

engines, offers one way of dealing with the 

scarcity of data for some domains discussed 

above. Otherwise, the main way that Cymen can 

improve its translation engines is through the 

                                                 
8 This feature is part of Trados software 

natural growth of its translation memory archive 

through daily translation work, which continues 

apace. 

10 Conclusion 

This paper has discussed the implementation of 

open-source machine translation software at a 

Welsh translation company. We have shown that 

leveraging a private company’s archive of 

previous translations to train domain-specific 

translation engines is a relatively straightforward 

task, although the success of the endeavour is to 

some extent dependent on the company storing 

translations with some kind of metadata indicating 

domain. This shows the importance of educating 

the translation sector in Wales (and beyond) in the 

value of such data and the importance of storing 

in such a way that its usefulness for future MT 

tasks is maximized. 
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Abstract

Automatic Term Recognition (ATR) is an
important method for the summarization
and analysis of large corpora, and normally
requires a significant amount of linguis-
tic input, in particular the use of part-of-
speech taggers. For an under-resourced
language such as Irish, the resources nec-
essary for this may be scarce or entirely ab-
sent. We evaluate two methods for the au-
tomatic extraction of terms, based on the
small part-of-speech-tagged corpora that
are available for Irish and on a large ter-
minology list, and show that both meth-
ods can produce viable term extractors.
We evaluate this with a newly constructed
corpus that is the first available corpus
for term extraction in Irish. Our results
shine some light on the challenge of adapt-
ing natural language processing systems to
under-resourced scenarios.

1 Introduction

Automatic term recognition (ATR) is the task of
identifying relevant and interesting terms from a
text corpus. This can be useful for a wide range
of text understanding tasks, however most of the
work on this task has to date focused on term
extraction for English. In contrast, there are up
to 7,000 languages spoken in the world, most of
which are severely under-resourced, and the task
of adapting Natural Language Processing (NLP)
tools to such languages is still not well explored.
The principle issue for these language is the lack

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

of resources available and as such they are called
under-resourced languages. In this paper, we will
focus on the development of automatic term recog-
nition for the Irish language, an under-resourced
Celtic language spoken primarily on the island of
Ireland. In particular, we will base our work on
the previously developed Saffron system (Bordea
et al., 2014; Pereira et al., 2019). The main re-
quirements for this are the development of a part-
of-speech tagger, a lemmatizer and a large back-
ground corpus and we will detail in this paper how
we constructed these models for Irish.

In particular, the largest challenge was the con-
struction of a part-of-speech tagger and we base
our work on two main systems that have been de-
veloped based on annotated corpora. Firstly, we
look at the system of Uı́ Dhonnchadha and van
Genabith (2006), which was developed on a gen-
eral language domain and secondly we refer to the
system of Lynn et al. (2015), which was developed
specifically for tweets. We then looked at an al-
ternative approach using the terminology database,
Tearma1, to provide an annotation over the Irish
Wikipedia, ‘An Vicipéid’2. For both the systems
trained on part-of-speech corpora and those on the
terminology database, we compare them for the
challenge of recognizing terms. We show how
we incorporate into our term recognition system
morphology information extracted from Pota Fo-
cal (Měchura, 2018). To analyse this we developed
a small gold standard dataset of Wikipedia articles
and compared the two methods on this dataset3.
We then describe the construction of the automatic
1https://www.tearma.ie/eolas/tionscadal.
en
2https://ga.wikipedia.org/wiki/Pr\%C3\
%ADomhleathanach
3Datasets and code developed in this work are available at
https://github.com/jmccrae/irish_saffron
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term recognition system and compare the results of
these two methods on a small corpus of discussion
related to the future of the National University of
Ireland Galway. Our results show that both meth-
ods provide a viable method of constructing a term
extraction system, however there is still a need for
significant language specific knowledge in the de-
velopment of such a system and that new generic
methods would be necessary to scale this to more
under-resourced languages.

2 Related Work

Automatic term recognition is an area that has
seen interest for a long time (Kageura and Umino,
1996), and a number of supervised and unsuper-
vised methods have been proposed. More re-
cently this has led to a couple of mature toolk-
its for this including Jate (Zhang et al., 2016),
ATR4S (Astrakhantsev, 2018) and Saffron (Pereira
et al., 2019), the latter of which we use as the basis
for this work. This work has been characterized in
terms of filters that extract terms, either in terms
of ‘closed’ filters that focus only on nouns (Arora
et al., 2014) and open filters that include adjectives
(such as in this work). Open filters capture more
general terms consisting of adjective and nouns
such as ‘natural language processing’, which can-
not be captured by closed filters, which would only
accept noun terms such as ‘language processing’.
The result of choosing an open filter is a trade-off
that increases the recall of the system at the cost of
precision. Thus, in order to ensure high-quality re-
sults, there are a number of methods of ranking that
are performed in order to rank the terms and thus to
improve the precision of the top ranked candidates.
The initial methods in this area focused on the use
of term frequency statistics such as TF-IDF (Evans
and Lefferts, 1995), or the relative frequency of
the term compared to a background corpus (Ah-
mad et al., 1999; Peñas et al., 2001; Church and
Gale, 1999). A further approach has been based on
the analysis of the term, and in particular the pres-
ence of subterms in the same domain, which can be
indicative of termhood (Buitelaar et al., 2013). It
has been shown that the best performance is gener-
ally obtained through a combination of these meth-
ods (Astrakhantsev, 2018).

3 Methodology

The methodology for automatic term extraction as
implemented by the Saffron system consists of the

following steps

1. Part-of-speech tagging is applied to the text
corpus.

2. The candidate terms are extracted us-
ing a simple regular expression over
the part-of-speech tags. For English
texts tagged with the Penn Treebank,
this was ((NN|JJ|NNP|NNS)+
(IN|NN|JJ|NNP|NNS)*)?
(NN|CD|NNS)

3. A morphological engine is used to create a
single normalized base form for the term, e.g.,
in English we turn plural nouns into singular
nouns.

4. The frequency of the terms is recorded and
from this a number of metrics are calculated
(see Section 3.4).

5. The candidates are ranked according to the
mean reciprocal rank of the metrics and top
N candidates are returned.

From this it can be seen the key language-
dependent elements are: part-of-speech tagging,
term normalization and the inclusion of a back-
ground corpus for some of the metrics. We will
explain how we adapted this procedure to Irish.

3.1 Morphology

Irish morphology is noticeably more complex than
that of English and this presents a challenge for
processing the language that should generally re-
quire more resources. For automatic term recogni-
tion it is not in general necessary to consider verbs
as they do not generally occur in terms, which in
the context of Irish is beneficial as verbal morphol-
ogy is more complex than nominal morphology.
On the other hand, verbal morphology is gener-
ally regular in Irish, whereas nominal morphology
is mostly irregular with plural and genitive forms
not generally being predictable from the lemma.
As such, the only high accuracy approach to han-
dling Irish nominal morphology is a dictionary ap-
proach and for this we used the Pota Focal dic-
tionary (Měchura, 2018), as it provides an easy to
parse XML version of the morphology for the ba-
sic vocabulary of the language. In total there are
4,245 lemmas (of which 3,488 are nouns) in Pota
Focal, which we used in this work.
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dia (7,747) dé (14,450) déithe (400)
dhia (2,671) dhé (83) dhéithe (59)
ndia (231) ndé (33) ndéithe (157)

ollscoil (4,189) ollscoile (1,141) ollscoileanna (265)
hollscoil (106) hollscoile (1,438) hollscoileanna (234)
n-ollscoil (7) n-ollscoile (2) n-ollscoileanna (41)
t-ollscoil (0)* t-ollscoile (0)* t-ollscoileanna (0)*

Table 1: Example of the forms that are lemmatized to ‘dia’ (god) and ‘ollscoil’ (university) and their frequency in the New
Corpus for Ireland. *Ungrammatical forms.

However, a particular challenge with Irish
(along with other Celtic languages) is initial mu-
tation, that is the changing of initial consonant by
lenition, eclipsis or prefixing of a consonant to a
word starting with a vowel. We used hard-coded
rules to generate the forms of each word with ini-
tial mutation as they were not included in Pota Fo-
cal directly, but could be easily and systematically
derived. We over-generate forms including apply-
ing a t-prefix to feminine nouns such as ‘ollscoil’,
on the principle that it is unlikely that we will gen-
erate any errors from recognizing too many forms
of the noun. An example of all the forms is given
in Table 1 and we give the frequency of each form
in the New Corpus for Ireland (Kilgarriff et al.,
2006), showing that all forms do occur in text, even
those that may be considered ungrammatical. The
morphology engine is then implemented by a sim-
ple lookup.

3.2 Part-of-speech Tagging

Corpus Documents Words #POS

Uı́ Dhonn-
chadha

42 63,096 16

Lynn 3,032 52,279 22

Table 2: Analysis of part-of-speech Corpora used in this
work. #POS refers to the number of distinct top-level part
of speech categories.

The most important step for the creation of the
tool is the identification of terms from the text and
this is achieved in English by means of a regular
expression over the output of a part-of-speech tag-
ger. For adapting this to Irish, there is the obvious
challenge that there is much less available train-
ing data for a part-of-speech tagger and secondly
that the part-of-speech tagset would naturally dif-
fer from that of English, as for example there is no
tag for genitive noun in English. To our knowledge
there are two part-of-speech corpora available for

Irish of sufficient size to apply machine learning
techniques. The first one is from Uı́ Dhonnchadha
and van Genabith (2006) and this corpus consists
of the annotation of a number of documents, while
a more recent corpus is due to Lynn et al. (2015)
and this was created on Twitter by annotating a
number of tweets. The basic statistics of the two
corpora are given in Table 2, and we can see that
both corpora are similar in size (number of words)
but there are differences in the number of docu-
ments due to the nature of the annotation as in the
case of Lynn’s corpus each tweet is considered a
single document. Uı́ Dhonnchadha’s corpus has
more detailed part-of-speech types, however for
the purpose of this work we consider only the top
category part-of-speechs (e.g., ‘noun’, ‘verb’). In
order to adapt our ATR system to this task we fur-
ther aligned the two corpora to use a single part-
of-speech tagging using the following categories:
Noun, Verb, Adjective, Adverb, Preposition,
Conjunction, Pronoun, Particle, Determiner and
demonstrative4, Numeral and Other5. Further, we
considered verbal nouns as verbs as we do not wish
them to be extracted as terms, however we note
that this could cause issues as there are many cases
where there would be ambiguity between nouns
and verbal nouns, for example ‘aistriú’ means
‘translation’ as a noun, but ‘moving’ or ‘translat-
ing’ as a verbal noun. We expect that the original
corpora have made this distinction consistently so
as to enable ATR, but this is certainly an aspect that
deserves further investigation. As such we can use
the following regular expression to identify terms

4Actually determiners (e.g., ‘an’, ‘na’) and demonstratives
(e.g., ‘seo’, ‘sin’, ‘úd’) are clearly distinct in Irish grammar
also determiners, as determiners precede the noun and demon-
stratives follows the noun. In Uı́ Dhonnchadha’s corpus they
are distinct but Lynn confounds them, as such this was the
only major failing in harmonizing the two tagsets.
5We merged many of Lynn’s categories into this category as
they were specific to Twitter, e.g., Lynn has two tags for hash-
tags.
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in the text:
N((N|A|D)*(N|A)+)?

Note that this expression allows an article to oc-
cur in the middle of a term, which is quite common
in Irish, for example in ‘Banc na hÉireaan’ (Bank
of Ireland). In addition, we observe that it is com-
mon for terms in Irish to either start with an arti-
cle, for example ‘An Fhrainc’ (France) or contain a
preposition, such as ‘aistriú focal ar fhocal’ (trans-
lating word by word), however initial experiments
suggested that including prepositions in the pattern
lead to too many false positive terms.

3.3 Weak Supervision

While the part-of-speech tagging approach de-
scribed above has been successful in English and
our results show that it is an effective method also
for Irish, there are some clear shortcomings of the
approach. In particular, the corpora we train on
are quite small and as such there is a necessity to
make trade-offs for part-of-speech tags that rarely
occur within a term. As an alternative, we consid-
ered the use of a large database on known terms
which exists in the form of the Tearma database.
As such we attempted to train a model that could
work at identifying terms in context. To achieve
this we collected a large corpus of Irish from the
Irish Wikipedia, which was selected due to its size
and availability but also due to its technical nature
meaning that it is likely to contain the terms used in
a similar manner to the Tearma database. We used
the dump from April 2019 and in total we extracted
10,074 articles totalling 4,093,665 words and we
identified all terms from the Tearma database that
occur in this corpus of which we found 24,038
terms. We trained our tagging model based on a
simple IOB tagging (Ramshaw and Marcus, 1999)
where a word was tagged as B if it was first word
from a term, I if it occurred in a non-initial posi-
tion in term and O and if it was not in a term in the
Tearma database. This naturally leads to a large
number of false negatives as many terms that are
used in An Vicipéid are not in Tearma, more con-
cerningly we also found a large number of false
positives as there were terms in the database that
were similar to other common words. An ex-
ample of this was ‘IS’, which is an abbreviation
for ‘Intleacht Shaorga’ (Artificial Intelligence), but
also matched a very common form of the copula.
As such we also filtered the term database as fol-
lows:

• If the term occurred more than 3,000 times
(this value was hand-tuned) in the corpus it
was rejected,

• If the term occurred more than 100 times in
the corpus it was accepted only if the first
word was marked as a noun in Pota Focal,

• If the term occurred less than 100 times it was
accepted as a term.

We also converted the corpora of Uı́ Dhonn-
chadha and Lynn to the IOB format so that we
could compare the result.

3.4 Term Ranking

The goal of the previous task was to identify can-
didate terms from the text, and the next step is nor-
mally to provide a ranking of these terms so that
those which are most relevant to the domain can
be identified. A first step is then to provide some
basic filters to remove some incorrect terms. In
particular, we do the following:

• Filter by the length of the term (up to a maxi-
mum of 4 words)

• Remove all terms that consist solely of stop-
words6.

• Has a minimum number of occurrences in the
corpus. However, given the size of the cor-
pus we had, this number was set to 1, and so
effectively this filter was ignored

We then carried out the scoring of each term ac-
cording to multiple metrics, this has been shown
in previous work (Astrakhantsev, 2018) to be very
effective and allows the method to be adjusted to
the task. To this extent, we consider a corpus,
C, and consider t ∈ C to a term extracted in the
first step. Then, we develop a number of functions
fi : T → R that produce a score for this.

We can broadly group the ranking categories
into four categories:

3.4.1 Frequency of Occurrences
These methods consider as primary evidence the

frequency and distribution of the words, in partic-
ular focusing on words that are prevalent in only a
few documents in the corpus. We define as usual

6This proved very useful as the system was lemmatizing ‘bh-
fuil’ (a form of the verb ‘bı́’, to be) as ‘fuil’ (blood)
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a set of documents, D, and for each word a fre-
quency across all documents denoted, tf(w). We
can then define document frequency, df(w), as the
number of documents, d ∈ D, where the word oc-
curs at least once. We can then define the following
basic metrics:

Total TF-IDF is a well-established method for
estimating the importance of a term based on how
frequently occurs but penalizing terms that occur
uniformly across the corpus.

Total TF-IDF(w) = tf(w) log

(
|D|
df(w)

)
Residual IDF (Church and Gale, 1995) com-

pares the distribution of TF-IDF against an ex-
pectancy of it being randomly distributed.

Residual IDF(w) = tf(w)×[
log2

(
1− exp

(
tf(w)

|D|

))
− log2

(
df(w)

|D|

)]
3.4.2 Context of occurrences

These functions incorporate the distributional
hypothesis (Harris, 1954), by including informa-
tion about how terms occur within other terms. For
this we define Tsub(w) as the set of terms which
are contained in w, that is all sub-sequences of the
words of w and Tsuper(w) as all terms that contain
w occurring in the corpus. We can then defined the
following metrics:

Combo Basic (Astrakhantsev, 2015) uses the
count of both the super- and subterms as well as
the length (in words) of the term, |w|:

ComboBasic(w) = |w|tf(w)+
α|Tsuper(w)|+ β|Tsub(w)|

Similarly, cValue (Ananiadou, 1994) uses the
subterm frequency as well:

cValue(w) = log2(|w|+ 0.1)×(
tf(w)−

∑
t′∈Tsub(w) tf(t

′)

|Tsub(w)|

)
The domain coherence measures the correlation,

using probabilistic mutual information, of the term
with other words in the corpus and then uses this
to predict a score, in particular we use the Pos-
tRankDC method (Buitelaar et al., 2013).

3.4.3 Reference Corpora
Another important distinguishing factor about

terms is that they are very frequent in their do-
main but not widely used outside that domain.
We do measure this by taking a background cor-
pus with term frequencies given as tfref (w), let
T =

∑
t f(w) be the total size in words in the

foreground corpus and Tref be the total total size
of the background corpus. We can define Weird-
ness (Ahmad et al., 1999) as:

Weirdness(w) =
tf(w)

tfref (w)

And a second metric Relevance (Peñas et al.,
2001) as:

Relevance(w) = 1−

log

(
2 +

tf(w)Trefdf(w)

tfrefwT |D|

)
3.4.4 Topic Modelling

Finally, the use of topic models has been sug-
gested based on the success of Latent Dirichlet Al-
location (Blei et al., 2003) in the form of the Novel
Topic Model (NTM) (Li et al., 2013), although we
did not in fact use this metric, as our previous ex-
periments have shown it to perform poorly. NTM
requires a probability distribution of a word being
labelled to one ofK topics, p(wi = w|zi = k), the
score is then calculated as

NTM(w) = tf(w)
∑
v∈w

max
k

P (wi = w|zi = k)

3.4.5 Multi-metric scoring
Once all the scores for all candidate terms have

been calculated, a ranking of the top terms is nec-
essary. In general, these terms produce very differ-
ent scores and as such, methodologies such as lin-
ear models (e.g., support vector machines) or sim-
ple classifiers (e.g., feed-forward neural networks)
would not work well and would require significant
training data. Instead, we have observed that the
use of the unsupervised methods of mean recipro-
cal rank produces a very strong result without the
need for training. For this we produce from each
score a ranking functionRi : T → N that produces
the rank (from 1) of the score and then calculate the
final score as:
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score(t) =
n∑
i

1

Ri(t)
(1)

For our experiments we used a combination of
metrics that has proven to work well across many
settings that consist of the five scores: ComboBa-
sic, Weirdness, TF-IDF, cValue and Residual IDF.
Then we apply a filtering step to select the top n
candidates; for our experiments we set n = 100.

4 Gold Standard Creation

B I O

Uı́ Dhonnchadha 22% 17% 61%
Lynn 19% 10% 71%

Tearma 19% 2% 80%
Gold 16% 11% 73%

Table 3: The comparative tagging of each of the corpora us-
ing the IOB scheme.

In order to evaluate this approach we manually
annotated a small section of the Wikipedia corpus.
In total we annotated 11 documents consisting of
5,178 words and found among those 846 terms.
This annotation was carried out by a single anno-
tator and while this makes it difficult to estimate
the quality of the annotation, this is unfortunately a
typical issue with developing resources for under-
resourced languages. In Table 3, we see the pro-
portion of words marked with the IOB schema and
see that the corpus of Lynn is most similar in terms
of composition of the corpus. Moreover, we see
that the distant supervision by Tearma while pro-
ducing a similar ratio of terms, has far fewer words
marked as I, suggesting that there are more one-
word terms in this corpus than the part-of-speech
tagging based corpora. An example of this annota-
tion is given in Figure 1.

5 Results

In order to evaluate the effectiveness of our auto-
matic term recognition approach we evaluated the
accuracy of the extraction in various settings. For
the part-of-speech-based extraction we considered
the two corpora of Uı́ Dhonnchadha and Lynn sep-
arately as well as in a ‘merged’ mode, where we
aligned the part-of-speech tags between the two
corpora. We also considered each of these corpora
where we converted the tagging from the part-of-
speech tags to the IOB scheme and then trained

Is ı́ an tSomáilis an teanga a labhraı́onn
formhor[sic] muintir na Somáile agus na
Somálaigh sna tı́ortha in aice láimhe . Is teanga
Cúiseach ı́ agus ı́ an dara teanga Cúiseach is mó a
labhraı́tear ar domhan ı́ (i ndiaidh na hOraimise).

Term Translation

an tSomáilis Somali (language)
teanga language

an tSomáil Somalia
Somálach Somali (person)

teanga Cúiseach Cushitic Language
an Oraimis Oromo

Figure 1: An example from the gold standard annotated cor-
pus with terms in bold and the extracted terms with transla-
tions

the model on the IOB tags. In addition, we con-
sidered the weakly supervised training scheme by
using the Tearma-based model and finally we con-
catenated all corpora with IOB tags to produce a
corpus called ‘All’. We trained all models with
the OpenNLP toolkit using the standard maximum
entropy model7. In the case of using the part-
of-speech tagged corpora the data was trained us-
ing the default parameters of the models and the
top-level part-of-speech tags as described in Sec-
tion 3.2, which for the Tearma database and the
models using IOB we again used the default pa-
rameters with each word being tagged as either
‘I’, ‘O’ or ‘B’. We note that the maximum en-
tropy model implemented by OpenNLP is proba-
bly not state-of-the-art and does not take advantage
of word embeddings or other techniques. This im-
plementation is used by Saffron due to it being a
reasonable trade-off between accuracy and compu-
tational cost, as well as being openly licensed with-
out any copy-left restrictions, however this will
likely be revised in the future. In Table 4 we show
the results of the extraction presented in terms of
precision, recall and F-Measure on each of the
classes. We see that no training corpus performs
best on all classes, for the B and I class the part-of-
speech based system is best when both corpora are
combined with only a minor difference between
the part-of-speech tags and the IOB tag scheme.
For the O class, however the Tearma corpus per-
forms best, and the effect of adding the part-of-
speech tagged corpora seems to be very marginal.

7As implemented by POSTaggerME in OpenNLP
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B I O
P R F P R F P R F

Random (baseline) 0.163 0.163 0.163 0.111 0.111 0.111 0.726 0.726 0.726
Uı́ Dhonnchadha 0.676 0.458 0.546 0.777 0.327 0.460 0.648 0.951 0.771

Lynn 0.707 0.490 0.579 0.739 0.446 0.556 0.759 0.948 0.843
Merged 0.722 0.498 0.589 0.747 0.468 0.576 0.770 0.953 0.851

Uı́ Dhonnchadha (IOB) 0.656 0.432 0.521 0.725 0.302 0.427 0.625 0.933 0.748
Lynn (IOB) 0.670 0.467 0.551 0.537 0.485 0.510 0.801 0.905 0.850

Merged (IOB) 0.707 0.506 0.590 0.681 0.480 0.563 0.790 0.933 0.855
Tearma 0.612 0.506 0.554 0.101 0.806 0.180 0.906 0.834 0.869

All 0.618 0.507 0.557 0.098 0.824 0.174 0.907 0.835 0.869

Table 4: Per-class performance of term extraction for various training inputs evaluated on the gold standard.

We then ran the full pipeline embedded in the
Saffron system and described in Section 3.4, us-
ing An Vicipéid as a background corpus. This was
applied to a set of chat dialogues that concerned
plans for the future of National University of Ire-
land Galway. Considering each comment as a sin-
gle document we used a corpus of 239 documents
totalling 9,313 words. We considered two of the
best scoring settings for this from the previous ex-
periment and the top 20 extracted terms for each
settings are shown in Table 5.

6 Discussion

The results presented show that both the extrac-
tion using a part-of-speech tagged corpus and us-
ing the weak supervision by using a term database
can be effective at developing a term extraction
system. The principle difference can be seen from
the corpus, in that the Tearma based approach ex-
tracted many more one word terms than the part-
of-speech-based approach, and this is probably due
to the inclusion of many short words as terms, that
may have a specific meaning as domain terminol-
ogy but are also frequently used in general. This
can be seen from the higher prevalence of the ‘B’
tag in Table 3 and by the comparatively better per-
formance on the ‘O’ class on the gold standard in
Table 4. This is further clearer in the top 20 ex-
tracted terms in Table 5, where we can see that the
Tearma based system extracted many more one-
word terms but only extracted one multiword term
(excluding those terms that erroneously contain the
definite article ‘an’). However, the corpus devel-
oped by the Tearma approach was much larger
than that which has part-of-speech tags, so perfor-
mance of this methodology may be impaired.

As such, it seems clear that both methods are

viable approaches and in the context of an under-
resourced language both options could be used as
the basis for creating a term extractor. As the list
of terms is a resource that in general requires less
specialist expertise to be created and may be more
available for languages with even fewer resources
than Irish, for example by using the page titles of
Wikipedia articles, it is good to see that for the task
of automatic term recognition it may not be neces-
sary to engage in the expensive process of anno-
tating a corpus with part-of-speech tags. That said,
given the relatively small size of the part-of-speech
tagged corpus, it may follow that effort spent here
more directly translates into improvement in the
quality of automatic term recognition.

We were not able to provide a good quantitative
evaluation of the quality of the extracted terms as
this would require a significant and costly analy-
sis of the corpus as well as creating a ranked list
of highly relevant terms that is difficult to achieve.
However we have provided the top 20 terms in
Table 5, and will provide a qualitative evaluation
of them here. Both lists contain a similar num-
ber of non-terms (four each). This is also based
on the assumption that ‘déan’ is an error, which
while a very relevant term in this context, referring
back to the corpus suggests that this was actually a
from of the verb, e.g., the verbal noun ‘déanamh’,
and so should not have been extracted, a similar
case may apply to ‘úsáid’ which can be both a
noun and a verbal noun. In much the same way, it
seems that ‘cónaı́’ was entirely used in the phrase
‘i gcónaı́’ (always) rather than as an independent
term. Moreover, there are a number of errors in the
lemmatization in both lists in particular with rela-
tion to the rather specialized term ‘ollscolaı́ocht’,
which does not occur in Pota Focal. Also, in a few
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Part-of-speech Tearma
Irish Translation Irish Translation

gaeilge Irish ollscoil university
mac léinn student foireann staff
ollscoil university ceart right
ionad ghaeltachta Irish centre an phobail† the public
teanga language dátheangach bilingual
duine person obair work
mac son cúrsa course
scéim teanga language plan seirbhı́s service
gaeltacht Irish-speaking area ceist question
foireann na hollscoile university staff bliain year
pobal public deis opportunity
áras na gaeilge Irish Building at NUIG easpa ceannaireachta lack of leadership
pobal na hollscoile people of the university leanúnach successor
léann learning déan dean/‘to do’
foireann staff iarraidh request
cuid na hollscoile part of the university oifigeach officer
nı́os mó more dualgas duty
meán media cónaı́ residence/always
cúrsa course pleán† plan
leath na gaeilge for Irish scéim plan
hOllscolaı́ochta gaeilge† Irish Language Univer-

sity Education
comhrá conversation

seirbhı́s service úsáid usage
cónaı́ residence/always inbhuanaithe sustainable
deis opportunity cultúr culture
ball foirne member of stafff an gclár† the programme
oifigeach na gaeilge Irish language officer plean plan
hOllscolaı́ochta † university education an rud the thing
oifigeach officer ról role
ceist question oideachas education
acadamh na hóige youth academy an domhan the world

Table 5: The Top 20 ranked terms extracted using the part-of-speech tagged corpus and the distant supervision via Tearma.
Italics indicate terms that are likely incorrect terms, † indicates terms with a lemmatization issues.

cases, we see terms that were extracted were possi-
bly also used as adjectives, and hence would not be
terms, in particular ‘dátheangach’ and ‘leanúnach’,
which are very rarely used as a noun. Finally,
we note that the Tearma-based system extracted
the spelling error ‘*pleán’ (which should likely be
‘plean’), which while incorrect is interesting given
that this misspelled form did not occur in training
suggesting that the system has been able to gener-
alize effectively.

7 Conclusion

We have analyzed two methods for the construc-
tion of an automated term recognition system for

an under-resourced language. We have found that
both methods make effective methods for training
a system that is significantly better than a random
baseline, however our analysis shows that there are
still weaknesses with each system, suggesting that
performance is being limited by the availability of
resources. Further, it seems that basic linguistic
facts such as the length of the term are being af-
fected by the the resources and methods we are us-
ing to create the system and this could be a focus
of further study.
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Abstract

Irish and Scottish Gaelic are similar but
distinct languages from the Celtic lan-
guage family. Both languages are under-
resourced in terms of machine transla-
tion (MT), with Irish being the better re-
sourced. In this paper, we show how back-
translation can be used to harness the re-
sources of these similar low-resourced lan-
guages and build a Scottish-Gaelic to En-
glish MT system with little or no high-
quality bilingual data.

1 Introduction

Irish (GA) and Scottish Gaelic (GD) are recog-
nised minority languages, both in their native
countries and in the EU. Both languages are minor-
ity languages, with English (EN) as the dominant
language. Irish is also the first official language
of Ireland and an official EU language. This ben-
efits the Irish language in terms of MT resources
because a certain amount of public information is
required by law to be available in Irish, both at
a national and European level1. Although Scot-
tish Gaelic is recognised in the UK by the Gaelic
Language Act (2005)2, neither the UK government
nor the EU are legally obliged to publish Scottish
Gaelic texts. This has led to a shortage in avail-
able corpora suitable for training statistical ma-
chine translation (SMT) and neural machine trans-
lation (NMT) systems. Without the support of laws

c© 2019 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1There is currently a derogation in place within the EU which
restricts the amount of content required to be translated to
Irish. This is due to lift at the end of 2021.
2https://www.legislation.gov.uk/asp/2005/
7/contents

that require the output of Scottish Gaelic content,
there is the risk that GD MT will not be able to
reach the same status as other major languages.

As with other low-resourced and inflected lan-
guages, Gaelic languages suffer from data sparsity.
While other language pairs can achieve high trans-
lation accuracy using state-of-the-art data-hungry
methods, language pairs with fewer resources of-
ten have to employ creative methods to improve
MT quality. One such approach is to create arti-
ficial data to boost the amount of corpora avail-
able for training. The premise of this method is
that even if the data is not of a high quality, the
MT system can still draw benefits from the extra
data. Backtranslation is one such method for in-
creasing the amount of creating artificial data. This
paper describes our efforts to, through backtrans-
lation, leverage the greater number of language re-
sources available to Irish to improve MT systems
for GD↔GA and GD↔EN.

This paper is laid out as follows: Section 2 and
Section 3 give some background in terms of MT
and linguistics. The data used in these experi-
ments is detailed in Section 4. Section 5 describes
the methodology employed in these experiments,
the results of which are presented and discussed in
Section 6. Finally, some avenues for future work
are described in Section 7.

2 MT background

Data sparsity in low-resourced languages is exac-
erbated by the advent of NMT (Sutskever et al.,
2014; Bahdanau et al., 2015), a data-hungry MT
paradigm that requires huge amounts of parallel
text to train a system of sufficient quality.3 We be-
3A marker of sufficient quality could be taken from Escartı́n
and Arcedillo (2015) who indicate that a BLEU score of 45+
can increase translator productivity for EN-ES.
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lieve that language technology resources are vital
for the preservation and growth of every language
and that it is necessary to develop methods of cre-
ating MT systems for languages without an exten-
sive amount of language data available.

Previous experiments have shown backtransla-
tion to be a viable method of artificial data creation
(Sennrich et al., 2015; Burlot and Yvon, 2018;
Poncelas et al., 2018). One possible benefit of
backtranslation is that it allows the use of more
than one MT paradigm (e.g. rule-based, statisti-
cal, neural) to create a MT model. In this way,
the resulting model could gain benefits from each
paradigm used.

Apertium (Forcada et al., 2011) is an open
source machine translation platform which uses
rule-based machine translation (RBMT) as the un-
derlying MT technology. One of the benefits of
RBMT is that it requires no parallel data, apart
from a dictionary. There have been some efforts
towards creating a RBMT system for GA↔GD.
However, the GA↔GD Apertium module is listed
as being in the incubator stage, which indicates
that more work is needed before the MT system
can be classed as being reliable.

There has been some previous work to create a
GA→GD MT system with little or no data (Scan-
nell, 2006). In this approach, the author builds
a pipeline-style MT system which uses stages
of standardisation, part-of-speech tagging, word
sense disambiguation, syntactic transfer, lexical
transfer and post-processing. There is also some
literature surrounding the development of a SMT
system for the GA–GD pair (Scannell, 2014). This
approach involves training a word-based model,
similar to the IBM model 1.

Research has been carried out on GD-EN NMT
(Chen, 2018), in which the author uses linguistic
features such as glosses to improve the system.

3 Linguistic overview

Translating between sentences with differing sen-
tence structures can be a challenge for MT systems
and can lead to poor quality MT output, partic-
ularly for longer sentences (Koehn and Knowles,
2017). Gaelic languages employ a verb-subject-
object (VSO) sentence structure, different to the
sentence-verb-object (SVO) structure more com-
monly seen in Indo-European languages. Figure 1
illustrates the similar word order of Scottish Gaelic
and Irish, and how it diverges with that of English.

Figure 1: An example sentence highlighting the divergent
word order between English and both Irish and Gaelic

Irish and Scottish Gaelic both display richer
morphology than English. Example sentence 1
shows the inflection of the feminine nouns ‘creag’
(GD) and ‘carraig’ (GA), both meaning ‘rock’ or
‘cliff’4. Inflection can have an impact on data spar-
sity (inflected words seen less frequently in train-
ing data) and also on automatic evaluation met-
rics such as BLEU (Papineni et al., 2002), which
considers inflected words as being wholly different
from their uninflected counterparts, and can some-
times penalise translation output too harshly as a
result (Callison-Burch et al., 2006).

(1) creag rock/a rock carraig
a’ chreag the rock an charraig
creagan rocks carraigeacha
na creige of the rock na carraige

4 Data

SMT and NMT, currently the two most prominent
MT paradigms, require large amounts of bilingual
data. Therefore, the availability of data plays a
huge part in the quality of MT output. In this sec-
tion we describe the GD and GA language data re-
sources used in our experiments.

4.1 Scottish Gaelic

Wikipedia Scottish Gaelic language Wikipedia
(Uicipeid5) contains 14,801 articles at the time of
download 6. Pre-processing including sentence to-
kenising, removal of wiki-text, tags and blank lines
was performed, providing us with a resulting cor-
pus of 87,788 sentences of monolingual Scottish
Gaelic. This corpus can be described as being of
mixed domain, with clear, formal sentences.

OPUS OPUS (Tiedemann, 2012) is a repository
of language resources available for download from

4For clarity, the inflection markers (letters) in each example
are displayed in bold
5https://gd.wikipedia.org
604/04/2019
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the web7. OPUS provides us with bilingual GA–
GD and EN-GD corpora from a number of sources.
Two bilingual GA–GD corpora that OPUS pro-
vides us with are the Ubuntu (655 parallel sen-
tences) and GNOME (5,317 sentences) manuals.
These are strictly within the technical domain, and
often contain ‘sentences’ that are in fact 1-3 word
phrases rich in technical jargon. Tatoeba, another
OPUS source, is a corpus of short, simplified sen-
tences for language learning purposes. While there
was not a GD–GA Tatoeba corpus available, we
downloaded the monolingual corpora for each lan-
guage and manually aligned any matching sen-
tences (referred to as Tatoeba-ga). OPUS also
provides us with EN-GD parallel corpora from
Tatoeba (Tatoeba-en), Ubuntu and GNOME.

4.2 Irish

In this work, we use the datasets described by
Dowling et al. (2018). This consists of 108,000
parallel sentences from sources such as the Depart-
ment of Culture, Heritage and the Gaeltacht and
the Citizens Information website8.

# GA # GD # EN
Corpus words words words
Uicipeid N/A 1,449,636 N/A
Ubuntu 20,166 25,125 N/A

GNOME 14,897 19,956 N/A
Tatoeba-ga 466 489 N/A
Tatoeba-en N/A 2,556 2,254

EN–GA 1,859,042 N/A 1,697,387
TOTAL 1,894,571 1,497,762 1,699,641

Table 1: Number of words in bilingual (GD-EN, GD-GA,
GA-EN) and monolingual (GD only) corpora used

5 Method

In these experiments we take an approach to build-
ing an MT system using backtranslation illustrated
by Figure 2. In step (1) monolingual data in lan-
guage X (e.g. GA) is translated to language Y (e.g.
GD) using the Apertium RBMT system. This cre-
ates an artificial parallel dataset. In step (2) this ar-
tificial dataset is then used to train a SMT system
in the opposite language direction (e.g. GD→GA).
(3) The resulting system can be used to translate
new documents from language Y to language X.

7http://opus.nlpl.eu/
8https://www.citizensinformation.ie

Figure 2: Simplified diagram of backtranslation method used
to build SMT systems in these experiments

We carry out four sets of experiments (1, 2, 3
and 4) based on each language pair.

Experiment 1: GD→GA In these experiments
(1A–C in Table 2), the Ubuntu and GNOME data
sets are used as the authentic training data and the
Uicipeid dataset is used as the basis of the artificial
bilingual dataset (see Section 4).

Experiment 2: GA→GD To maintain consis-
tency, the authentic dataset used in Exp. 1 is
also used in these experiments (2A–C in Table 2).
The bilingual artificial dataset is generated through
backtranslation of the GA dataset used in previous
EN-GA research, as described in Section 4.2.

Experiment 3: GD→EN With a relatively large
EN-GA parallel dataset at our disposal, we chose
to take this backtranslation method a step further.
In these experiments (3A–C in Table 2), the GA
side of the EN-GA dataset is translated to Scottish
Gaelic using Apertium, as in 5. However, rather
than pairing the machine translated Scottish Gaelic
text with the authentic Irish text, we instead choose
to train a system using the EN portion of the au-
thentic EN-GA dataset. This results in a GD→EN
SMT system.

Experiment 4: EN→GD The method of gener-
ating artificial corpora is identical to that of Exp.
3, with the exception of the change in language di-
rection. The results for these experiments are pre-
sented as experiments 4A–C in Table 2.
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5.1 Building and adding to the baseline
Each experiment contains three parts (referred to
in Table 2). Part A involves creating a base-
line by training a SMT system using only au-
thentic data. Part B trains a SMT system using
the artificial dataset created through backtransla-
tion. This experiment most closely resembles Fig-
ure 2. Finally, in part C, the authentic and arti-
ficial datasets are combined to train a SMT sys-
tem. Systems are trained using Moses (Koehn et
al., 2007) with default parameters, with the excep-
tion of the GD↔EN systems which use a 6-gram
language model and hierarchical reordering tables
to partly address the divergent word order between
the two languages.

6 Results and Conclusions

We report on BLEU (Papineni et al., 2002), an au-
tomatic metric of evaluating MT, to provide an in-
dication of quality for the MT systems trained. For
consistency in domain, the test data for all systems
comes from the Tatoeba source. It should be noted
that while the source is the same, Tateoba-ga and
Tatoeba-en differ in both content and size (see Sec-
tion 4).

Exp. Auth. Artif. Lang. BLEU
Apert. N/A N/A GA→GD 8.67
1A 5,645 0 GA→GD 12.43
1B 0 87,788 GA→GD 16.63
1C 5,645 87,788 GA→GD 25.45
Apert. N/A N/A GA→GD 13.73
2A 5,645 0 GD→GA 14.32
2B 0 108,000 GD→GA 17.46
2C 5,645 108,000 GD→GA 22.55
3A 18,785 0 GD→EN 3.73
3B 0 108,000 GD→EN 6.53
3C 18,785 108,000 GD→EN 11.41
4A 18,785 0 EN→GD 3.05
4B 0 108,000 EN→GD 7.03
4C 18,785 108,000 EN→GD 10.59

Table 2: BLEU scores for each experiment (Exp.), with the
number of authentic (Auth.) and artificial (Artif.) sentences
used to train each system. Scores are also given for the Aper-
tium (Apert.) system used to generate the artificial data.

The results presented in Table 2 and Fig. 3 show
a marked improvement in BLEU score over the
baseline when backtranslated data is included as
training data. We also include BLEU scores for
the Apertium GA-GD module, generated through

the translation of the test corpus Tatoeba-ga. De-
spite the low BLEU score of the Apertium GA-GD
module, SMT systems trained using solely artifi-
cial data also show an increase in BLEU over the
baseline. This indicates that even if the quality of
the MT system used to backtranslate is poor, it may
still be possible to gain benefits from the back-
translated data. The highest automatic scores from
all 4 experiment series are produced when the au-
thentic corpus is paired with the artificial data. It is
interesting to note that while BLEU scores for the
EN↔GD experiments (3A-4C) are substantially
lower the same trend can still be seen. This could
indicate that backtranslation is a usable method of
artificial data creation, even with linguistically dif-
ferent language pairs such as EN–GD.

1 2 3 4
0

10

20

B
L
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U

Auth. only Artif. only Auth.+Artif.

Figure 3: Bar chart of BLEU scores for each experiment. 1,
2, 3 and 4 refer to Experiments 1-4 in Section 5 and Table 2.

7 Future Work

In terms of future work, human analysis will be
necessary to determine if there is an actual in-
crease in quality (in terms of usabiltiy, fluency,
etc.), rather than relying on automatic metrics.

Another possible avenue for future work is to
use a system similar to that of Scannell (2006)
to assess whether backtranslated data of a higher
quality could be produced, presumably resulting
in a more accurate MT output. Furthermore, while
GA and GD are generally similar in sentence struc-
ture, there are a few cases where the two differ.
It would be interesting to observe the standard of
MT within these divergent situations and, if the
standard is lower, investigate whether the inclusion
of linguistic rules such as those used in Scannell
(2006) could lead to an increase in quality.

We also note that Tatoeba is a corpus of sim-
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ple, short sentences. It would be pertinent to repeat
these experiments with test data from different do-
mains to investigate if the same increase in BLEU
is witnessed with other types of input.

Other monolingual data sources, such as Cor-
pas na Gàidhlig9 or Irish Wikipedia10 could be
used as sources for the creation of more backtrans-
lated data. It would be interesting to view the ef-
fect of additional artificial data on the MT output.
Moreover, if a large enough artificial corpus could
be generated, these experiments could be repeated
with NMT instead of SMT and compared to the
research of Chen (2018).

It is our hope that this work could form a ba-
sis on which to extend to other Celtic languages
and investigate whether it is useful for improving
resources for similarly resourced languages.
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Abstract 1

In this paper, we measure the      
effectiveness of using language    
standardisation, lemmatisation, and   
machine translation to improve full-text     
search results on ​dúchas.ie​, the web      
interface to the Irish National Folklore      
Collection. Our focus is the Schools’      
Collection, a scanned manuscript    
collection which is being transcribed by      
members of the public via a      
crowdsourcing initiative. We show that     
by applying these technologies to the      
manuscript page transcriptions, we obtain     
substantial improvements in search    
engine recall over a test set of actual user         
queries, with no appreciable drop in      
precision. Our results motivate the     
inclusion of this language technology in      
the search infrastructure of this folklore      
resource. 

1 Background 

This research is motivated by an objective to        
improve access to the Irish ​National Folklore       

1 ​© 2019 The authors. This article is licensed under a 
Creative Commons 4.0 licence, no derivative works, 
attribution, CCBY-ND. 

Collection​, one of the largest collections of       
folklore in Europe, and a collection that contains        
material in both official languages of Ireland,       
Irish and English. Our proposition is that the        
full-text search facility available on the      
collection’s website, ​dúchas.ie​, can be enhanced      2

by introducing language technology options. By      
demonstrating that language standardisation,    
demutation, lemmatisation, and machine    
translation technologies can improve information     
retrieval on the website, this paper supports this        
proposition and motivates the inclusion of these       
technologies in the search infrastructure. 

1.1 The National Folklore Collection 

The Irish ​National Folklore Collection (NFC) is       
a large archive of folkloristic material collected       
in Ireland mostly during the 20th century, to        
which material is still being added. Part of the         
collection was inscribed into the UNESCO      
Memory of the World Register in September       
2017. The NFC, which is located in University        3

College Dublin (UCD), aims to collect, preserve       
and disseminate the oral tradition of Ireland.  4

In 2012, the ​Dúchas project was established to        
digitise the collections of the NFC and publish        
them online. This project is a partnership       

2 ​https://www.duchas.ie/en/ 
3 ​https://en.unesco.org/programme/mow/register 
4 ​http://www.ucd.ie/irishfolklore/en/ 
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between Dublin City University (DCU) and      
UCD (Ó Cleircín et al., 2014). The first major         
NFC collection digitised under the Dúchas      
project was the ​Schools’ Collection​. The      
Schools’ Collection is a large collection of       
folklore stories collected from school children      
throughout Ireland between 1937 and 1939, as       
part of a state-sponsored scheme (Ó Catháin,       
1988). The collection comprises approximately     
740,000 manuscript pages. 

Approximately 440,000 pages of the collection      
were digitised, manually indexed, and made      
available online on ​dúchas.ie between 2013–16.      
About 79% of the stories on these pages are in          
English (348,822 stories) and about 21% are in        
Irish (95,511 stories). These stories are enriched       
with various browsable metadata, e.g.     
title/excerpt, collector, informant, location,    
language. 

Stories in the collection are also indexed by        
topic. The first part of this work was done during          
the initial field work. The ​Irish Folklore       
Commission prepared a guide for teachers      
participating in the scheme, and this guide was        
published as a handbook entitled ​Irish Folklore       
and Tradition (Irish Folklore Commission,     
1937). This handbook contained 55 topic      
headings (e.g. ​a collection of riddles​, ​local cures​,        
the potato-crop​, ​festival customs​), and teachers      
were instructed to collect material under these       
headings. Following the initial field work,      
researchers in the Irish Folklore Commission      
produced a topic-based index of the stories       
collected as part of the scheme. This paper-based        
index was based primarily on the 55 general        
topics from the handbook, but a large number of         
more specific topic headings (e.g. ​Fionn Mac       
Cumhaill​, ​1798​, ​warts​) were added, bringing the       
total number of topics up to ​c.​1,700. DCU        
digitised this index in 2014. 

In 2016, using the digitised index and the story         
titles/excerpts indexed under the Dúchas project,      
and guided by the ​MoTIF Pilot Thesaurus of        
Irish Folklore (Ryan, 2015) developed by the       
Digital Repository of Ireland and the National       
Library of Ireland, DCU produced a shorter list        
of 208 standardised topic headings (e.g. ​riddles​,       
folk medicine​, ​potatoes​, ​events​), and mapped      
them to the Schools’ Collection stories, resulting       
in a new index for the Schools’ Collection on         
dúchas.ie​. This index is a mixture of broad        

headings (e.g. ​supernatural and legendary     
beings​, ​events​, ​folk medicine​) and narrow      
headings (e.g. ​banshees​, ​Halloween​,    
whooping-cough​). 

In 2014, to facilitate full-text search of the        
collection, DCU initiated a project to      
crowdsource transcriptions of the Schools’     
Collection manuscript pages using a custom-built      
web-based application open to anyone     
(Bhreathnach et al., 2019). This project was       
conceived, in part, because of the problems       
associated with performing optical character     
recognition on the pages of the collection, which        
contain a mix of handwriting styles, a mix of         
scripts (i.e. Latin and Insular Celtic), and a mix         
of languages (i.e. Irish English and prestandard       
Irish). 

The project has been a strong success with        
uptake amongst members of the public, students       
and folklore scholars. The transcriptions are      
generally of good quality and usable, in       
particular the Irish ones. Light editing is       
sometimes carried out, but bad transcriptions are       
rejected. Currently 49% of the English pages       
(​c.​170,000) and 32% of the Irish pages       
(​c.​31,000) have been transcribed.  5

The ​dúchas.ie website handles around 35,000      
queries per month including around 16,000      
full-text searches of the Schools’ Collection      
transcriptions. All of these queries are logged in        
a database. 

1.2 Irish standardisation 

The orthography and grammar of the Irish       
language was standardised in the middle of the        
last century with the introduction of the       
Caighdeán Oifigiúil (‘Official Standard’), first     
published in 1958 and revised in 2012 and 2017.         
Today, the standard form of the language is        
taught in schools, is used in all modern Irish         
dictionaries (both print and online), and has been        
almost universally adopted by the Irish-speaking      
public when writing the language. The spelling       
simplifications introduced by the standard cause      
occasional problems for Irish language     
technology, such as pairs of words that were        
distinguished in older orthographies which     
collapse to the same spelling in the standard (e.g.         
fiadhach (‘hunting’) and ​fiach (‘a raven’ or ‘a        

5 ​https://www.duchas.ie/en/meitheal/ 
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debt’), both written ​fiach in the standard, or ​bádh         
(‘a bay’), ​báidh (‘sympathy, liking’), and      
bádhadh (‘drowning’), all three written simply      
bá ​in the standard). Nevertheless, the overall       
effect of increased consistency and predictability      
arising from near-universal adoption of the      
standard has been a tremendous positive for the        
development of Irish language technology. It      
does mean, however, that taggers, parsers, and       
other NLP (natural language processing) tools      
developed for processing the standard form of       
the language fail badly when applied to       
prestandard texts. In the context of the current        
paper, the disconnect between the prestandard      
and standard orthographies makes it extremely      
difficult for users raised on the standard language        
to search corpora of prestandard texts such as the         
Schools’ Collection. 

An Caighdeánaitheoir ​(‘The Standardiser’) is     
an open source software package for      
standardising Irish texts, first developed around      
2006, and detailed in (Scannell, 2014). The       
software treats standardisation as a machine      
translation (MT) problem between    
closely-related languages, employing a hybrid     
rule-based and statistical model trained on a large        
corpus of parallel prestandard and standardised      
texts (including, for example, many important      
novels and autobiographies first published in the       
1920’s and 1930’s and manually standardised for       
a modern readership in recent years). It also        
attempts to correct misspellings before carrying      
out standardisation. The standardiser has been      
deployed by two important lexicographical     
projects in Ireland, the New English-Irish      
Dictionary project, and the Royal Irish      6

Academy’s ​Foclóir Stairiúil na Gaeilge (Uí      
Dhonnchadha et al., 2014) to help both       
lexicographers and end-users search their corpora      
of prestandard texts more effectively. 

1.3 Machine translation for Irish 

While the 2012 META-NET study on Irish       
language technology resources (Judge et al.,      
2012) deemed Irish-language machine translation     
as being weak or not supported, in recent years         
we have witnessed some development in this       
field. Dowling et al. (2015) describe the       
development of MT for use within the translation        

6 ​https://www.focloir.ie/ 

workflow of an Irish government department,      
while Arcan et al. (2016) provide results of        
building a more general domain Irish MT       
system. Most recently, Dowling et al. (2018)       
compare the two main MT paradigms: statistical       
machine translation (SMT) and neural machine      
translation (NMT). Their results indicate that      
with a low-resourced language such as Irish,       
particularly when paired with a language that       
differs in terms of sentence structure and       
morphological richness, SMT may provide better      
results. 

Building on this knowledge, we choose to       
duplicate the SMT system described by Dowling       
et al. for use in our experiment here. We train a           
phrase-based SMT system using Moses (Koehn      
et al., 2007), incorporating hierarchical     
reordering tables (Galley and Manning, 2008) in       
an attempt to address the divergent sentence       
structures (verb-subject-object in Irish,    
subject-verb-object in English). Our translation     
model is trained using the same 108,796       
sentences of parallel data as in Dowling et al.         
(2018), coming from a variety of sources such as         
the Department of Culture, Heritage and the       
Gaeltacht, Conradh na Gaeilge and Citizens      
Information. We build a 6-gram, rather than the        
traditional 3-gram, language model using     
KenLM (Heafield, 2011) which also aims to       
reduce any negative impact of the divergent word        
orders. Our datasets are preprocessed –      
sentence-tokenised, removal of blank lines,     
tokenisation of punctuation and truecased –      
before being translated by the MT system. 

2 Methodology 

Our principal aim in this paper is to investigate         
the effectiveness of standardisation and machine      
translation on the performance of the full-text       
search engine on ​dúchas.ie. We therefore cast       
this as an Information Retrieval (IR) problem. To        
this end, we set up experiments which make use         
of actual search queries submitted by users of the         
website, and aim to measure precision and recall        
of the search engine under various experimental       
conditions. Lacking a gold-standard corpus of      
relevant/non-relevant documents with which to     
measure precision and recall, we instead make       
use of a subset of the 208 topic labels, described          
in Section 1.1, attached to the stories in the         
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Schools’ Collection to create our own test       
corpus, as follows. 

First, we manually examined the top 10,000       
search queries submitted to ​dúchas.ie to date,       
keeping only the Irish language queries (just over        
1,500 of the 10,000). Each of these was then         
manually compared with the list of 208       
standardised topic headings, and we found 172       
queries which clearly corresponded to some topic       
on the list; for instance, the topic ​Christmas was         
matched to the five queries “An Nollaig”,       
“NOLLAIG”, “Nollag”, “nodlag”, and    
“nodlaig”. These 172 queries were matched to a        
total of 67 topics. We further restricted to those         
topics for which there were at least 100        
transcribed stories in both Irish and English,       
leaving just 20 topics (​Riddles​, ​Jokes​, ​Fairy       
forts​, ​The Great Famine​, ​Entertainments and      
recreational activities​, ​Folk medicine​, ​Folk     
poetry​, ​Food products​, ​Religious tales​, ​Clothing      
and accessories​, ​Fianna​, ​Feast of St Brigid​,       
May​, ​Halloween​, ​Christmas​, ​Prayers​, ​Proverbs​,     
Hardship​, ​Graveyards​, ​Potatoes​) and 72 of the       
original 172 queries. For each remaining topic,       
we randomly selected 100 Irish transcriptions      
and 100 English transcriptions from that topic in        
order to produce two test corpora of 2,000        
documents each for our IR experiments. Finally,       
the English transcriptions were machine     
translated into Irish using the system described in        
Section 1.3 to allow us to evaluate the        
effectiveness of Irish language search queries for       
retrieving relevant English language documents. 

The experiments differ only in the      
preprocessing that was applied to the documents       
in the test corpora before indexing and to the         
search queries before searching. The four      
experimental conditions are as follows: 
 

● Baseline​: For this experiment, all text      
was converted to lowercase, and Irish      
diacritics (á,é,í,ó,ú) are converted to     
ASCII (a,e,i,o,u). This setup is the      
default behavior of the existing ​dúchas.ie      
search engine as of May 2019. 

● Standardised​: For this experiment, the     
texts were standardised using the     
software described in Section 1.2, ​An      
Caighdeánaitheoir​, and then lowercased    
and converted to ASCII as in the       
Baseline experiment. 

● Demutated​: Irish words are subject to      
so-called ​initial mutations which are     
triggered in certain semantic and     
syntactic environments and which cause     
the words to appear with different initial       
sounds. With rare exceptions, mutations     
in Irish can be detected and removed       
algorithmically in a trivial way because      
they are transparently reflected in the      
orthography (as is the case for Scottish       
Gaelic, but not for the other Celtic       
languages: Manx Gaelic, Welsh, Breton,     
and Cornish). For this experiment, the      
texts were standardised, lowercased,    
converted to ASCII, and finally all initial       
mutations were removed. 

● Lemmatised​: Irish nouns and adjectives     
are inflected according to their case and       
number, and verbs are inflected     
according to tense, mood, person, and      
number. For this experiment, the texts      
were standardised, lowercased,   
converted to ASCII, and finally     
lemmatised by means of a lemmatiser      
which is part of the open source Irish        
grammar checker ​An Gramadóir​. In the      7

case of verbs, the lemmatised form is the        
singular imperative, which is the usual      
citation form in modern Irish     
dictionaries. 

 
For each experimental setup and for both test        

corpora, we preprocess the 2,000 documents in       
the corpus and the 72 search engine queries in         
our final list according to one of the schemes         
above. We then perform a full text search on the          
corpus for each of the 72 queries, recording the         
total number of returned documents and the       
number of those deemed to be “relevant” (here,        
by definition, relevant documents are those      
labeled with the topic corresponding to the given        
search query). For example, consider the query       
“An Nollaig”. This search is typical of many        
others in that it conforms to the standard        
orthography most familiar to users of the site,        
and as a consequence it returns no hits at all in           
the Baseline experiment because the texts in the        
test corpus where this phrase appears all use the         
prestandard spelling “An Nodlaig”. On the other       

7 ​https://www.cadhan.com/gramadoir/ 
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hand, in the Standardised experiment, the same       
query returns 21 documents from the test set,        
with 19 of the 21 carrying the correct label         
“Christmas”. This yields a precision of 19/21 ​≈        
0.90 and a recall of 0.19 (19 of the 100 relevant           
documents in the corpus) for this one query. 

3 Results and discussion 

In Table 1 we report Precision, Recall, and        
F-scores for each of the experiments described in        
the preceding section as applied to the corpus of         
Irish transcriptions, totalled over all 72 search       
queries. Table 2 provides the analogous results       
for the experiments applied to the corpus of        
machine-translated English transcriptions. Since    
the MT engine produces standard Irish as its        
output, we do not report results for the        
Standardised setup separately in Table 2 since       
those results are the same as for the Baseline. 
 

Experiment P R F 

Baseline 0.67 0.10 0.17 

Standardised 0.69 0.24 0.36 

Demutated 0.70 0.29 0.41 

Lemmatised 0.67 0.34 0.45 

Table 1. Precision/recall results – Irish 
transcriptions. 

 

Experiment P R F 

Translated + Baseline 0.59 0.15 0.24 

     "      + Demutated 0.59 0.17 0.26 

     "      + Lemmatised 0.60 0.21 0.31 

Table 2. Precision/recall results – English 
transcriptions machine-translated to Irish. 

 
Because the experimental setup is somewhat      
artificial, the absolute precision and recall values       
are not of great importance, but we do note in          
Table 1 a significant increase in recall over the         
baseline with the introduction of standardisation,      
and further increases with demutation and      
lemmatisation. These increases occur without     
any large decrease in precision. 

In looking more closely at the results, a few         
things stand out. First, even with full       
standardisation and lemmatisation, a recall score      
of 0.34 seems low. This is due in part to the           
quality of some of the experimental search       
queries. For instance, a few of the 72 queries         
returned no results at all under any of the         
experiments. In one case, a search term was        
misspelled beyond the ability of the standardiser       
to correct it (“​Oiche Shanmhna” for ‘Halloween’,       
correctly spelled “Oíche Shamhna” in the      
standard orthography). In another case, we      
generously interpreted the search query “ocras      
mór” (lit. ‘great hunger’) as an attempt to retrieve         
documents about the Irish potato famine, which       
indeed is sometimes referred to in English as        
“the Great Hunger”, but for which the correct        
Irish is “(an) ​Gorta Mór” (lit. ‘(the) great        
famine’). Another class of low-recall queries      
appear to be searches for the topics themselves as         
opposed to searches for terms likely to appear in         
the full text transcriptions; e.g. the queries       
“filíocht” (‘poetry’), “seanfhocail” (‘proverbs’),    
“tomhaiseanna” (‘riddles’) all have very low      
recall values under all of the experimental       
conditions. This could be overcome by including       
the topic or other metadata in the search index. 

The results in Table 2 show a similar increase         
in recall and no corresponding decrease in       
precision for the machine-translated English     
transcriptions. It is not surprising that the scores        
are somewhat lower than the ones in Table 1         
since the machine translation engine is far from        
perfect and certainly introduces some noise into       
the process. On the other hand, the true baseline         
in this case is a recall of 0.0, since the current           
dúchas.ie search engine does not support      
retrieval of English transcriptions via Irish      
queries. We are therefore encouraged by these       
results, especially given that they were achieved       
through relatively straightforward use of existing      
language technologies. 

4 Conclusion 

We set out to improve full-text search results on         
dúchas.ie using language technology, building     
on crowdsourced transcriptions of folklore     
manuscripts. We have gathered together a set of        
existing language technologies to achieve this      
goal. These include tools to standardise,      
demutate, lemmatise, and translate the     
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transcriptions of these folklore stories. We have       
shown that the introduction of these technologies       
can substantially improve search engine recall      
over a test set of actual user queries, with no          
appreciable drop in precision. 

Motivated by these results, these technologies      
will be deployed in the search infrastructure on        
dúchas.ie​. We envisage that standardisation and      
machine translation will be applied by default, as        
the query logs show that the website users tend         
to search using standard spellings. Demutation      
and lemmatisation will likely be optional, and       
raw searches will still be possible, however,       
exact implementation has yet to be specified.       
Search spelling suggestions using a standard      
lexicon and spelling distance algorithm could      
also be added. 

A secondary outcome of this research was a        
list of common errors in the crowdsourced       
transcriptions. These terms were identified as      
errors by virtue of them not being present in a          
large corpus of texts from the period (Uí        
Dhonnchadha et al., 2014). We have categorised       
these errors, and they mostly involve (1)       
accented characters, (2) missing or spurious      
lenition (i.e. an orthographic ‘h’ following the       
initial consonant indicating phonetic weakening     
or deletion of the initial consonant (Welby et al.,         
2017)), or (3) the disordering of the letters ‘iu’ or          
‘iú’. This information will be used to improve        
instructions given to transcribers. 

Lastly, other collections in the NFC being       
digitised by the Dúchas project include another       
large manuscript collection and a large audio       
collection. If these collections are made available       
for transcription by members of the public, and if         
such efforts are as successful as previous efforts,        
access to these collections could be improved       
using the language technologies tested in the       
paper. 
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 Abstract 

This paper examines difficulties inherent 
in tokenization of Early Irish texts and 
demonstrates that a neural-network-based 
approach may provide a viable solution 
for historical texts which contain 
unconventional spacing and spelling 
anomalies. Guidelines for tokenizing Old 
Irish text are presented and the creation of 
a character-level LSTM network is 
detailed, its accuracy assessed, and efforts 
at optimising its performance are 
recorded. Based on the results of this 
research it is expected that a character-
level LSTM model may provide a viable 
solution for tokenization of historical texts 
where the use of Scriptio Continua, or 
alternative spacing conventions, makes 
the automatic separation of tokens 
difficult. 

1 Introduction 

Dating from about the middle of the 8th century 
(Stifter, 2006), the Würzburg glosses on the 
Pauline epistles provide one of the earliest 
examples of Irish text contained in manuscript 
contemporary with the Old Irish period of 
“roughly the beginning of the 8th century to the 
middle of the 10th century A.D.” (McCone, 1997, 
p. 163). Aside from the Würzburg collection, the 
later Milan and St. Gall glosses account for the 
only other large collections of Irish text in 
manuscripts from the period. As such, the contents 
of these glosses are of immense cultural 
significance, preserving some of the earliest dated 
                                                
 © 2019 The authors. This article is licensed under a Crea-
tive Commons 4.0 licence, no derivative works, attribution, 
CCBY-ND. 

writings in the language of the Irish people. All 
three sets of glosses have been collected in the 
two-volume Thesaurus Palaeohibernicus (Stokes 
and Strachan, 1901, 1903), where the relatively 
diplomatic editing of the text has retained 
orthographic features and information from the 
original manuscript content (Doyle, et al. 2018). 
Along with faithful reproduction of the text, 
however, come faithful reproductions of 
anomalies in word spacing and spelling. Section 
two of this paper will detail the difficulties 
associated with tokenizing the Würzburg glosses 
as they appear in Thesaurus Palaeohibernicus 
(TPH), and of tokenizing Old Irish text more 
generally. Section three will address the existence 
of comparable tokenization issues in modern 
languages, and research which has been carried 
out in order to provide solutions in these areas. 
Section four will provide a rationale for the 
creation of tokenization guidelines specifically for 
use with Old Irish text in a natural language 
processing (NLP) context, as well as discussing 
the results of an inter-annotator agreement 
experiment which has been carried out to assess 
these guidelines. Finally, section five will address 
the creation of a character-level, long short-term 
memory (LSTM) based recurrent neural network 
(RNN) model for tokenizing Old Irish, the effects 
of training the model on different standards of Old 
Irish text, and an evaluation of its performance at 
the task of tokenizing the Würzburg glosses. 

2 Old Irish Orthography and Linguistic 
Considerations for Tokenization 

The language encountered in Old Irish 
manuscripts is surprisingly uniform, with most 
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variation being diachronic, “the result of 
morphological development” (Thurneysen, 1946, 
p. 12). Despite this, the text is not as 
orthographically consistent as readers of Modern 
Irish will be accustomed to, and there are certain 
peculiarities to be observed. These peculiarities 
impact the potential to carry out even rudimentary 
pre-processing of text by conventional means for 
NLP purposes, and raise questions as to how 
different morphemes should be combined or 
separated to form tokens in the first place.  

It is noted by Stifter that “the orthography of 
Irish changed over the course of time ... so that 
you may find in a manuscript one word written in 
Old Irish, the next in Modern Irish spelling and the 
third in a completely odd attempt at combining 
different standards” (2006, p.10). While this is 
more evident in later manuscripts, McCone has 
identified features more suggestive of Middle 
Irish than Old in manuscripts as early as that of the 
Würzburg glosses (1985), and there are linguistic 
differences evident between the three scribal 
hands of the Würzburg codex, with the text of the 
prima manus suggesting a more archaic form of 
Irish than that of the second and third hands 
(Stokes and Strachan, 1901; Thurneysen, 1946). 

Additionally, the division of words in Old Irish 
manuscripts is not directly comparable to Modern 
Irish. Instead, word separation is based on 
linguistic stress patterns with spaces occurring 
between accentual units. In accordance with this 
spacing convention, “all words which are grouped 
round a single chief stress and have a close 
syntactic connexion with each other are written as 
one in the manuscripts” (Thurneysen, 1946, p. 
24). As such it is common for conjunctions to fall 
together with a following verb (articfea = ar 
ticfea, “[it] will come”), for the article to fall 
together with a following noun (indindocbál = ind 
indocbál, “the glorification”), for the copula to 
fall together with a following predicate (isdiasom 
= is dia-som, “he is God”), as well as a variety of 
other combinations. There are also rarer instances 
where separate morphemes of what may be 
considered the same part of speech will be 
separated. Take, for example, the gloss, .i. is inse 
ṅduit nitú nodnail acht ishé not ail (Wb. 5b28), 
“i.e. it is impossible for you (sg.); it is not you (sg.) 
that nourishes it, but it is it that nourishes you 
(sg.).” In this example the verb, ailid, “to 
nourish”, is used twice, in both cases combined 
with the empty prefix, no, used to infix a pronoun. 
While the infixed pronoun changes between the 
first usage, nodnail, “nourishes it”, and the 
second, not ail, “nourishes you”, the spacing 

introduced between the pronoun and the verbal 
root in the second instance is the more notable 
difference. What this example demonstrates is 
that, not only can spacing be lacking in Old Irish 
manuscripts where it would be desirable to inform 
tokenization at the boundaries of different parts of 
speech, but it can also be inserted within 
constituent parts of a verb. An automatic tokenizer 
capable of processing manuscript text will need, 
therefore, not only to introduce spacing where it 
does not already exist within the text, but also to 
remove it where it has been employed within one 
part of speech to separate two accentual units. 

A final consideration, related to the previous 
example, should be given to the phenomenon of 
infixing pronouns within compound verbs in Old 
Irish. A variety of Old Irish verbs are formed by 
prefixing one or more preverbal particles to a 
following verbal root (Thurneysen, 1946; Stifter, 
2006). The simple verb, beirid, “to carry”, forms 
the root of the compound verbs, dobeir, “to give”, 
and asbeir, “to say”, for example. Thurneysen 
(1946) refers to the preverbal particles as 
prepositions, this being their historical origin, 
however, the prepositional function of these 
particles is often obscured by combination with 
the verbal root. In this sense Old Irish compound 
verbs might be compared to Modern English 
counterparts such as “oversee” and “withdraw”, 
where the combination takes on a new sense of its 
own as a completely separate verb in meaning, 
whereby that meaning would be lost if the verbal 
root were to be split from the preposition element. 
In such cases the compound verb is typically 
considered to be a word in its own right, rather 
than the combination of its constituent parts, and 
hence, it requires its own token. This poses a 
minor problem as regards automatically 
tokenizing Irish compound verbs in that a 
tokenizer must not split these apart when 
encountered. A more challenging problem is 
presented, however, in the way Old Irish deals 
with pronouns which form the objects of these 
compound verbs. These are infixed between the 
preverbal particle and the verbal root, effectively 
splitting what might ideally be considered a single 
token and requiring that another token be placed 
within it. To exemplify this issue, where the verb 
mentioned above, dobeir, “he gives”, appears 
with the first singular infixed pronoun, -m, it 
becomes dombeir, “he gives me”. 

Webster and Kit (1992) make the point that the 
“simplicity of recognising words in English 
[results] from the existence of space marks as 
explicit delimiters”. It is, perhaps based on this 
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same notion that Hông Phuong et al. (2008) claim 
“a tokenizer which simply replaces blanks with 
word boundaries ... is already quite accurate” for 
alphabetic scripts. Unfortunately, for the reasons 
outlined above, such an approach is not 
necessarily feasible with Old Irish texts. Before 
tokenization can be carried out decisions must be 
made regarding the treatment of issues outlined in 
this paper. These decisions will necessarily 
depend on the ultimate goal of the NLP tasks for 
which tokenization is to take place. It will, in any 
case, be necessary to decide whether to separate 
parts of speech which have been combined into 
accentual units, or to leave the manuscript spacing 
stand. It will also be important to consider how 
compound verbs, especially those bearing infixed 
pronouns, should be tokenized. The treatment of 
such issues, for the purposes of this paper, will be 
discussed further in section four. 

3 A Review of Tokenization Solutions for 
Comparable Languages. 

While the combination of issues outlined above, 
which hinder automatic tokenization prospects for 
Old Irish texts, are uncommon, particularly in 
European languages utilising the Roman alphabet, 
they are not all necessarily unique. Latin itself was 
typically written in scriptio continua, a writing 
style devoid of any spacing or marking to indicate 
word separation, until about the seventh century 
when Irish scribes introduced practice of word 
spacing to the European continent (Saenger, 
1997). This timeframe would suggest that the 
Würzburg glosses, dating from about the middle 
of the eighth century, are quite an early example 
of text which demonstrates such spacing. The 
practice would not become the standard in 
European texts until about the thirteenth century. 
Tolmachev et al. (2018) present a toolkit for 
developing morphological analysers for scriptio 
continua languages, which utilises RNN and 
linear neural net models. 

Turning towards modern natural languages 
further comparisons can be made. Tokenization 
solutions which have been developed for 
languages including Finnish (Haverinen et al., 
2013; Lankinen et al., 2016), Arabic (Habash and 
Rambow, 2005) and Vietnamese (Hông Phuong et 
al., 2008) may provide a basis for developing an 
Old Irish tokenizer. In the case of Vietnamese, 
Hông Phuong et al. explain that the language uses 
an alphabetic script, but that spacing is used not 
only to separate words, but also the syllables 
which make up words. Furthermore, syllables, 

taken in isolation, are typically words themselves. 
When combined with other syllables, words of 
complex meaning are created. As such, the 
problem faced by Vietnamese in terms of word 
segmentation is comparable to that of Old Irish 
where compound verbs are formed by combining 
two or more commonly occurring parts of speech. 
The solution presented by Hông Phuong et al. 
combines a technique using finite-state automata, 
regular expression parsing, and a matching 
strategy which is augmented by statistical 
methods to resolve segmentation ambiguities. 
While these linguistic ambiguities are more 
comparable to the case of Old Irish, the solution 
requires the creation of rule-based finite-state 
automata, which is unfeasible in the case of Old 
Irish, where morphological complexity, spelling 
irregularities, and relative scarcity of text would 
suggest that manually morphologically analysing 
the text may be a more time efficient approach. By 
contrast, the approach adopted for Finnish by 
Lankinen et al. (2016) may provide a more viable 
solution for tokenizing Old Irish text. This 
approach utilises an LSTM based language model 
which uses characters as input and output, but 
which still processes word level embeddings. 

3.1 Potential for Adapting Solutions to Old 
Irish Text 

Conventional knowledge would suggest that, 
where limited text resources exist, a rule-based 
approach is likely to produce more accurate 
results than statistical or neural alternatives, 
albeit, often requiring more human effort. While 
this largely holds for languages with relatively 
simple morphology, like modern English, the 
comparatively complex morphology of Old Irish 
may make such an approach more difficult. Uí 
Dhonnchadha (2009) has produced a rule based 
morphological analyser for modern Irish using 
finite-state transducers, however, Fransen 
suggests in a forthcoming publication that a 
comparable approach may pose more difficulty 
for Old Irish where “Unpredictable inflectional 
patterns resulting from irregular syncope and 
analogy in inflectional patterns challenge a 
linguistically motivated, rule-based derivational 
approach.” This extra complexity is compounded, 
Fransen continues, by a lack of resources 
necessary for the task, for example, “the absence 
of an exhaustive list of Old Irish verbs and 
information about stem type and stem formation.” 
The human effort required to create such 
resources, and to encode rules to account for most 
textual eventualities, must be weighed against the 
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effort required for a human to manually carry out 
a given task on the reasonably sized, but limited, 
extant corpus of Old Irish literature. Given these 
particular circumstances, an argument may be 
made for the application of neural approaches to 
aid philologists in such tasks, even if it is 
unreasonable to expect particularly high accuracy 
without a large corpus on which to train. 

As some repositories of machine-readable Old 
Irish text are available online a character-level 
LSTM based RNN approach may provide a more 
feasible solution than a purely rule-based model 
for Old Irish tokenization. The Milan and St. Gall 
glosses are available in online databases (Griffith, 
2013; Bauer et al., 2017), meanwhile the 3,511 
Würzburg glosses which appear in TPH are 
available in digital text (Doyle, 2018). The Corpus 
of Electronic Texts (CELT) (Färber, 1997) 
contains a collection of digital texts in Irish from 
the Old, Middle and Early Modern periods, and 
POMIC (Lash, 2014) contains a small collection 
of parsed Old and Middle Irish texts. As the large 
majority of word spacing used in the text of the 
Würzburg glosses does occur at word boundaries 
it may be possible to train a language model on 
these glosses themselves, and thereafter to use this 
model to recognise word boundaries in Old Irish 
text. Hence, it may be possible to tokenize the 
glosses using a model based on those same, 
untokenized glosses. As many word forms, 
particularly those which are always unstressed, 
almost never occur in the glosses without forming 
part of an accentual unit, however, the ability of 
such a model may be limited, and only common 
word boundary types may be recognisable. 
Another option is to train the model on texts 
drawn from the CELT collection. As many of 
these texts have been rigorously edited by 
scholars, both before and after being digitised, 
they not only provide a large source of text on 
which to train a language model, but a source of 
text in which word spacing is highly normalised 
and not based on accentual units. Normalisation 
standards vary from one editor to another, 
however, and the content of prose texts on CELT 
may not accurately reflect the religious 
vocabulary of the glosses. For these reasons, a set 
of guidelines for tokenizing Old Irish text have 
been created, and these will be discussed in 
section four. These guidelines will provide a 
standard against which to assess the accuracy of 
tokenizers built using LSTM RNN based 
language models which have been trained on text 
from the Würzburg glosses and from CELT. 

4 Guidelines for Tokenizing Old Irish 

Without consistent word spelling and consistent 
spacing at word boundaries tokenization by the 
conventional means of dividing a text into tokens 
based on spacing is not plausible. It has been 
shown in section two that the spacing conventions 
typically employed in Old Irish text do not permit 
such conventional tokenization into separate parts 
of speech. While, for some NLP tasks, it may be 
preferable to allow manuscript spacing 
conventions to stand and, thereby, compile a 
lexicon of accentual units which occur in a text, 
for many downstream NLP tasks it will be 
preferable to split such units into their component 
words. Fransen’s (forthcoming) work, for 
example, outlines that “Morphological parsing 
operates on the word level, and words are defined 
as strings surrounded by space”, hence, for this 
task it is a necessary prerequisite for words to be 
bounded by spaces. This necessity requires, if not 
a clear definition of what a word is considered to 
be in a given language, then, at least, a vague 
general notion of which combinations of 
morphemes constitute a word, and which 
constitute lower-level parts of speech. While this 
paper makes no attempt to provide such a 
definition, it has been necessary to develop a set 
of guidelines for tokenization, and these will be 
outlined in this section. 

4.1 Extant Editorial Standards for Old Irish 

In a language generally written without regard to 
rigid word boundaries, and instead divided at 
stress boundaries, the notion of a word is 
somewhat elusive. This factor contributes, no 
doubt, to the variation in standards for editing Old 
Irish texts, mentioned in section three. To 
exemplify this issue, take the commonly 
combined morphemes, inso, “this”, frequently 
appearing in Irish manuscripts both within texts 
themselves and in many titles. In many editorial 
standards for Old Irish, these would be split apart 
into the article, in, and the demonstrative pronoun, 
so. Despite this, Stifter’s practice in Sengoidelc 
(2006) is to represent the combination separated 
with a hyphen, in-so, both in a section explaining 
the use of demonstratives (p. 103) and in 
continued examples thereafter (p. 130, 26.3, eg. 
6). It may not have been intended to suggest that 
the combination be treated as a single token, 
however, it nicely demonstrates the variation 
which can exist, even in standardised Old Irish 
texts. 
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Another area where much variation occurs in 
edited texts is in the treatment of enclitics, such as 
the emphatic suffixes and the anaphoric suide. In 
many editions the decision to present such 
morphemes as either enclitic, attached to a 
preceding part of speech by a hyphen, or as tokens 
separated from a preceding word, is dependent on 
which of the two is stressed. One edition of 
Tochmarc Emire la Coinculaind available on 
CELT (Färber, 1997), for example, contains the 
line, “Atbert som fris-som...”, “he said to him”. 
While significant linguistic reasons may exist for 
editorial decisions to treat comparable parts of 
speech in varying ways, this variety does not 
provide a good basis for tokenization. If, as 
suggested earlier, the goal is to split parts of 
speech without regard to accentual units, all 
occurrences of individual parts of speech which 
are performing an identical function should 
ideally be tokenized consistently. In other texts on 
the site preverbal particles are variously 
hyphenated, completely attached, or separated 
from the following verb by a space. In the case of 
particles like ro and no, the practice of separating 
them from the following verb may in some cases 
be desirable in order to identify very low level 
parts of speech at a later stage, however, this can 
create difficulty when preverbs are compounded 
and reduced as with ro in do·á-r-bas, “has been 
shown” (Thurneysen, 1946, p. 340). The problem 
in these cases is that the reduced particle is not 
typically removed or separated from the verbal 
root in editions. Again, this creates a situation 
where a part of speech with a single function is 
treated differently when it does not occur 
immediately at the beginning of a verb. Ideally a 
more universal editorial standard might be 
adhered to, however, in lieu of such a standard, the 
guidelines proposed below for tokenization will 
be based largely on extant editorial standards and 
will specify the reason for any variation from such 
standards. 

4.2 Tokenization Guidelines for this 
Experiment 

In developing guidelines for tokenization Old 
Irish, a balance must be struck between tailoring 
tokens to account for the complex morphology of 
the language and tailoring them to account for the 
relative scarcity of text resources which are 
digitally available. The lack of a large, universally 
standardised, corpus of Old Irish text limits the 
amount of data with which to train statistical or 
neural network models. As such, the guidelines 
for tokenization listed below have been developed 

so as to avoid creating a wide variety of 
infrequently occurring tokens. As such, frequently 
occurring affixes such as demonstrative and 
emphatic suffixes are always separated from 
preceding tokens and considered to be tokens 
themselves. An exception to this rule is made for 
preverbal particles, which are instead taken to be 
a constituent part of a following verb. While this 
will create a larger variety of verbal tokens, it has 
been shown above that the separation of these 
particles is not always feasible, particularly where 
they are compounded or reduced. 

The case of verbs containing infixed pronouns 
requires particular attention. These guidelines 
recommend treating the entire verbal complex as 
an individual token. This will allow for verbs with 
infixed pronouns to be treated as morphological 
variants of the base verb form in part-of-speech 
tagging, which is necessary as the inclusion of an 
infixed pronoun can affect the morphology of the 
preverbal particle in some instances. Thurneysen 
points out that “the -o of ro, no, do, fo is lost before 
initial a” (1946, p. 257). For example, dogníu, “I 
do”, loses the -o of the preverbal particle, do, and 
becomes dagníu, “I do it”, with the third person, 
singular, neuter pronoun, a, infixed. This 
morphological change to the particle constitutes 
an alteration of the verb, and therefore would 
require the entry of an alternative form in a 
lexicon. However, as this form cannot occur 
without the infixed pronoun which is causing it, 
the entire complex should be taken as being the 
alternate form. Future work will look at part-of-
speech tagging, and the possibility of extracting 
infixed pronouns and tagging them separately at 
that stage will be explored. In the current work, 
however, they will be treated, as outlined above, 
as internalised tokens. 

Aside from internalised tokens, the guidelines 
account for one more form of specialised token. 
Where forms of a significant part of speech such 
as the article, the copula, or possessive pronouns 
occur in reduced or altered form when combined 
with other tokens, these forms are considered to 
be conjoined tokens. For example, where the 
article is preceded by prepositions such as co, i 
and fri, giving rise to combined forms such as 
cosin, isnaib and frisna, the separated forms of the 
article, -sin, -snaib, and -sna are conjoined tokens. 
Similarly, when possessive pronouns precede or 
follow vowels, they take on a conjoined form, 
with examples such as id, “in your” and manam 
(Wb. 17c4a), “my soul”, containing the conjoined 
tokens -d and m- respectively. While conjoined 
tokens in the guidelines are displayed with a 
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hyphen to demonstrate their dependency on a 
preceding or following token, this is removed in 
implementation, hence, manam should be 
rendered m anam. 

Aside from the token types outlined in this 
section and those parts of speech mentioned 
earlier in this paper, there are few common 
disagreements in editorial standards. It is hoped 
that the guidelines outlined here will provide a 
reasonable baseline for measuring success in 
automatic tokenization, however, on the basis of 
varying requirements for varying tasks, a different 
style of tokenization may be required, and so, 
alteration to these guidelines. 

4.3 Inter-Annotator Agreement 

An inter-annotator agreement experiment has 
been carried out using the tokenization guidelines 
detailed above. Four annotators have been shown 
forty-one glosses selected from the Würzburg 
corpus (Doyle, 2018), and asked to introduce or 
remove spacing as necessary in accordance with 
the guidelines. Annotators were instructed not to 
introduce or remove any letters, hyphens or other 
non-space characters. During the timeframe of the 
experiment three annotators were PhD candidates 
in the field of Early Irish, and the fourth was a 
postdoctoral researcher in the same field. 

Before being shown the guidelines, two of the 
annotators were asked to perform the task of 
separating words, by introducing or removing 
spaces only, based on their intuitive understanding 
of how word division should be implemented. 
These two annotators were shown the guidelines 
only after this first run had been completed, and 
were asked again to carry out the task, this time 
adhering to the guidelines. This allows a 
comparison to be made between annotators 
working both with and without the guidelines. 

 

 
Figure 1: Agreement (green) and disagreement (red) 
between two annotators 

 
Agreement between annotators was measured 

by determining which particular letters in a string 
are followed by a space in any annotator’s work, 
then comparing two annotators work to see if they 
agreed on the inclusion or exclusion of a space at 
a given point, or if they disagreed with one 
including a space, and another not doing so. See 

an example of agreement and disagreement 
between two annotators in Figure 1. 
 

 Cohen’s Kappa 
Score 

Pair 1 – (A1 + A2) 0.469 
Pair 2 – (A1 + A3) 0.349 
Pair 3 – (A1 + A4) 0.655 
Pair 4 – (A2 + A3) 0.191 
Pair 5 – (A2 + A4) 0.457 
Pair 6 – (A3 + A4) 0.297 
Annotator Average Score 0.403 
No Guidelines -0.058 

Table 1: Inter-annotator agreement Cohen’s kappa 
scores for each pair of annotators, and average 
 

Cohen’s kappa coefficient was used to compare 
the work of each pair of annotators using the 
guidelines. Table 1 shows that the highest 
agreement between two annotators using the 
guidelines was substantial at 0.65, while the 
lowest, at 0.19, was higher than would be 
expected by chance. The average score between 
pairs of annotators was 0.40 suggesting that the 
guidelines may require further clarification on 
some points. It is, however, noteworthy that the 
guidelines seem to ensure higher agreement than 
might be expected of annotators working without 
them, at least, when compared to the score of the 
two annotators work before they had been shown 
the guidelines, -0.058. 

The results of this inter-annotator experiment 
will be used in section five as a means of 
comparing human performance at a tokenization 
task against that of the LSTM-based tokenizer 
model detailed in this paper. 

5 A Character-Level LSTM Recurrent 
Neural Network Model for Tokenizing 
Old Irish 

A Character-Level LSTM RNN model was 
created using TensorFlow and Keras. The purpose 
of the RNN is to model the language of the text it 
is trained on and develop an understanding of 
which sequences of characters are likely to 
indicate a word ending. A function has been 
developed so that this model can be utilised to 
identify points in a text where it is likely that word 
division should be added, and spacing is 
introduced at these points, thereby, allowing 
tokenization to be carried out by more 
conventional means. The development of this 
tokenizer and its evaluation is detailed in this 
section. 
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5.1 Pre-processing Text for Training and 
Evaluation 

It was determined that the text of the Würzburg 
glosses (Doyle, 2018) contained fifty-two 
characters once all Latin text, and all editorial 
punctuation, commentary and brackets had been 
removed. An arbitrary, out of vocabulary 
character was introduced for use in padding 
sequences, bringing the character count to fifty-
three. The only remaining punctuation in the 
glosses occurs in abbreviations such as .i. and ɫ. In 
these instances, the punctuation which occurs is 
taken to be part of the token, hence, such 
punctuation was not removed in pre-processing. It 
is also noteworthy that, with the exception of 
some roman numerals and Latin names, all of 
which had been removed by this point in the 
processing, very few upper-case letters are used 
throughout the glosses. 

The forty-one glosses utilised in the inter-
annotator agreement experiment were removed 
from the corpus to be used as a test set in a later 
evaluation stage. At this point the remaining 
glosses were concatenated to form a single string. 
This string was the first of two training sets used 
in this experiment. The second training set was 
drawn from texts available on CELT (Färber, 
1997). Ten texts were selected which were 
deemed both to be reasonably long and also to be 
edited to a standard comparable to one another: 
• Táin Bó Regamna 
• Táin Bó Fraích 
• Táin Bó Cúailnge Recension I 
• Táin Bó Cúalnge from the Book of Leinster  
• Compert Con Chulainn 
• Serglige Con Culainn 
• Tochmarc Emire la Coinculaind (Harl. 5280) 
• Tochmarc Emire la Coinculaind (Rawlinson B 

512) 
• Fled Bricrend (Codex Vossianus) 
• The Training of Cúchulainn 
The texts were concatenated together to form 

one string, and all characters were changed to 
lower-case. A number of characters which did not 
transfer cleanly into UTF-8 format had to be 
manually corrected. Other alterations included the 
automatic removal of editorial notes and folio 
information, editions which use the letter v, which 
does not occur in the Würzburg character-set, 
were altered and the letter u was substituted in its 
place. Finally, in an attempt to align the various 
editorial standards with the tokenization 
guidelines, a script was written using regular 
expressions to identify common preverbal 
particles which had been separated from a 

following verb and attach them to it, and similarly, 
to find common suffixes attached to preceding 
words by hyphenation and detach them. This 
approach runs the risk of accidentally splitting 
genuine tokens where part of the token matches 
the regular expression used. It would be preferable 
to train on a corpus where the editor had 
deliberately edited using this standard, however, 
this was the most feasible solution with the 
available editions. With the two separate training 
corpora having been created, the following steps 
were applied to each before training on them. 

The training corpora were sequenced into 
strings of ten. For every string of eleven characters 
in the training corpus, the first ten characters were 
added to a list of training strings, and the eleventh 
was added to a set of associated labels. Each label, 
therefore, is the character which directly follows 
the preceding string of ten characters. Finally, 
each sequence of characters, and label, were 
converted into one-hot vectors with a length of 
fifty-three to account for each character. Before 
training, ten percent of sequences and labels were 
set aside. During the training process these were 
used to validate the accuracy of the model by 
testing it on unseen sequences. This step helped to 
prevent overfitting of the model. 

5.2 Developing the Model 

It was decided to build a character level model so 
that the network could learn which sequences of 
characters are most likely to signify a word 
ending. LSTM cells were utilised in the RNN to 
enable dependencies to be learned by the model 
over long distances, as some rare morphological 
features may occur infrequently in a text, and 
hence, may be spread far apart in a string of 
characters. Backpropagation is used by RNNs in 
order to improve at a given task over time. Error 
signals flow backwards through the network and 
weights between cells are recalibrated to improve 
accuracy. Over time conventional networks’ 
evaluation of backpropagated error signals tend to 
either increase or decrease exponentially 
(Hochreiter and Schmidhuber, 1997). This results 
in a network which may be accurate in the short 
term, but which becomes increasingly incapable 
of pattern recognition in the long term, for 
example, over long strings of text. LSTM RNNs 
attempt to overcome this issue, whereby error 
evaluation either explodes or vanishes over time, 
by intelligently “forgetting” error information as 
it becomes irrelevant to the system. This is an 
important improvement as, generally, the more 
data which a network can train on, the more 
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accurately the network can identify patterns. 
Sundermeyer et al. write of language modelling, 
“the probability distribution over word sequences 
can be directly learned from large amounts of text 
data...” (2015, p. 517). A similar approach will be 
used here, instead attempting to learn probability 
distributions over character sequences in order to 
identify word endings. 
 

No. of Hidden Layers 2 
Hidden Layer Size 53 
Input Format 53x10 Vector 
Output Format 53 (Model 1) 

OR 
2 (Model 2) 

Optimiser Adam 
Loss Function Categorical 

Cross-entropy 
Table 2: Hyperparameters for the RNN 
 

Through experimentation it was determined 
that the most accurate model was achieved 
utilising two hidden layers of LSTM cells. The 
number of cells in each hidden layer was equal to 
the length of the one-hot vectors, as this was found 
to be the most accurate without causing 
overfitting. No attempt was made to train using 
batches. See table 2 for more information on the 
model’s hyperparameters. 

Two variants of the model were created. The 
first was designed to guess the following character 
based on the sequence of ten characters it was 
shown, and the second was designed only to guess 
only whether the following character would be a 
space or not. These will be referred to as Model 1, 
and Model 2, respectively. 

5.3 Designing the Tokenizer 

At first, a function was created in order to tokenize 
strings of text using the model. The function takes 
each character in the string and uses the model to 
determine if the next character should be a space 
or not. The next subsection will detail how the 
models and tokenizers were evaluated, however, 
this tokenizer’s performance was deemed to be 
unsatisfactory. 

To improve performance a second, reverse 
model was trained. This model works backwards 
through the training text and attempts to predict a 
character preceding a given input sequence. Once 
this model had been trained the tokenization 
function was adapted to include it. For each 
character in a string which is fed into the function, 
the forward model predicts whether a space 

should be introduced after it. If the forward model 
predicts a space, the reverse model is shown the 
following ten characters to make a prediction 
whether a space should precede them. A space is 
introduced only if the two models agree that a 
space should be introduced at a given point. 
Similarly, the function looks at spaces already in 
the string which is fed into it and seeks agreement 
from the models as to whether to remove the space 
or leave it in the string. Finally, the function 
outputs the string with new spaces included, and 
potentially with some spaces removed. This 
combined forward-reverse tokenizer was found to 
be more accurate than one based on either the 
forward or reverse models alone. 

5.4 Evaluation 

During the training of models, a wide variety of 
parameters were experimented with in order to 
produce the best possible model. At this stage 
training accuracy was measured using 
TensorFlow’s built-in TensorBoard. This also 
enabled loss to be measured over the time taken to 
train a given model. 

As mentioned above, ten percent of all training 
sequences were split off and used to validate 
accuracy and loss scores by periodically testing 
the model-in-training on unseen sequences and 
labels. At the point in training when validation 
loss began to increase, training was stopped in 
order to prevent overfitting. This generally 
occurred at about 24 epochs when training on 
sequences from the first training set drawn from 
the glosses, and at about 8 epochs when training 
on the larger collection of texts of the second 
training set. It is also notable that the accuracy for 
Model 1 was consistently lower than that of 
Model 2. The highest validation accuracy score 
for Model 1 peaked at about 36%, while that of 
Model 2 reached a peak of 92% accuracy. These 
scores were not apparently affected by the training 
set used, and both training sets used with Model 1 
reached the 92% accuracy score on the validation 
set. This suggests that the task of predicting word 
endings only was easier for models than the task 
of predicting any of the potential fifty-two 
characters. 

While an accuracy of 92% is reasonably high 
for an RNN trained on a limited amount of text, it 
should be remembered that a tokenizer built on a 
model with this accuracy score would insert or 
remove a space incorrectly about once for every 
ten characters in a given string. This may explain 
why the performance of the forward only 
tokenizer design was unsatisfactory. In any case, 
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the accuracy score of a model is not necessarily an 
accurate indicator of how well a tokenizer built on 
that model will work. This is especially true in the 
case of tokenizers built on Model 1, where the 
tokenizer function ignores all character 
predictions other than ones which would 
introduce or remove a space. 

Tokenization accuracy, therefore, needs to be 
measured by separate means to those described 
above for evaluating LSTM models. For this 
purpose, four tokenizers were used to tokenize the 
forty-one glosses used in the inter-annotator 
agreement assessment. Information regarding the 
model and training set used to create each 
tokenizer can be seen in table 3. 

 
Tokenizer Model Training Set 

T1 Model 1 Wb. text 
T2 Model 1 CELT texts 
T3 Model 2 Wb. text 
T4 Model 2 CELT texts 

Table 3: Tokenizers, models and training texts 
 
In order to quantify the success of each 

tokenizer the output of each model was compared 
against the work of each annotator, again using 
Cohen’s kappa coefficient (see table 4). 

 
 A1 A2 A3 A4 

T1 0.2703 0.2225 0.2842 0.2693 
T2 0.0297 0.0172 0.0563 0.0355 
T3 0.2494 0.1974 0.2613 0.2431 
T4 0.1836 0.1408 0.1805 0.1701 

Table 4: Measurement of annotators’ work (A1-4) 
compared against output of tokenizer models (T1-4) 
using Cohen’s kappa 

 
These results show that no tokenizer performed 

worse than the two human annotators working 
without guidelines, while the better performing 
tokenizers show a higher score than at least one 
pairing of human annotators working with 
guidelines. This seems to suggest that a neural 
approach may provide a feasible solution for 
automatic word segmentation in unedited Old 
Irish texts. It is interesting that the best performing 
tokenizer (T1) was trained on the glosses 
themselves, rather than on a larger amount of text 
which has been edited to a desirable standard. It 
may be the case that out-of-vocabulary 
terminology in the glosses reduces the 
effectiveness of models trained on prose text. 
Future work, therefore, will focus on applying a 
bootstrapping approach to tokenization of the 
glosses. Models will be periodically trained on 

manually tokenized glosses and tested against this 
same test set until an improvement is noted over 
the current models. It is expected also that training 
on a corpus of edited gloss material will increase 
performance, therefore, going forward, attempts 
will be made to improve the techniques detailed 
here by training similar tokenizers on the text of 
the St. Gall glosses (Bauer, et al., 2017). Further 
improvements may be gleaned by the addition of 
a simple rule-based output layer which would 
make sure that easily identifiable features, such as 
common particles, abbreviations, and initial 
mutations, are appropriately bounded by spacing. 

6 Conclusion 

This paper has examined difficulties inherent in 
tokenization of Early Irish texts and presented 
guidelines for tokenization developed with these 
particular difficulties in mind. These guidelines 
have been shown to improve inter-annotator 
agreement on a word segmentation task. A 
character-level LSTM based RNN was developed 
to automatically tokenize Old Irish text and 
demonstrated potential. It may be possible to 
improve upon performance by training on a 
corpus of pre-processed glosses, as prose material 
appears to be less suitable, and by the addition of 
a rule-based output layer. 
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 Abstract 

There is a lack of apps for learning Irish, 

and while there is a potential demand for 

such apps, good quality, pedagogically 

sound apps are difficult to develop.  This 

paper reports on a green approach to de-

velop an app for learning Irish.  It refactors 

and reuses an existing app (WordBricks, 

Mozgovoy and Effimov, 2013) and adapts 

it for Irish.  The app uses existing Irish 

NLP resources, specifically Uí 

Dhonnchadha’s Finiate Stage Mophologi-

cal Analyser (2002) and Lynn’s Irish par-

ser and treebank (2016), as part of the app.  

The app was developed in conjunction 

with teachers to ensure that it was curric-

ulum-aligned and testing with the target 

learner group (primary school learners) 

before actual deployment in a real class-

room. The app has been used by a variety 

of classes, ranging in age from 7 to 11 

years of age.  Results indicate that the app 

is usable and enjoyable for learners and 

teachers report that it is beneficial for their 

students.  It would not have been possible 

to build the app in a relatively short period 

of time without adopting a green (i.e. re-

factor, reuse and real) paradigm. 

1 Introduction 

Irish is one of the two official languages of Irish 

along with English.  However, only a relatively 

small percentage of the population speak it as an 

L1.  Nearly all students study the language in 

school with primary school children studying the 

language for around 30 minutes each day and 

secondary school students for 160 minutes a 

week.  The teaching of the language is currently 

very traditional, with a ‘chalk and talk’ and ‘sage 

                                                 
 © 2019 The authors. This article is licensed under a Crea-

tive Commons 4.0 licence, no derivative works, attribution, 

CCBY-ND. 

on the stage’ approach prevailing.  There is a space 

for more modern resources for the teaching and 

learning or Irish.  This paper provides an overview 

of a mobile Irish language app, Irish WordBricks, 

that allows learners to practice the construction of 

grammatically correct sentences in Irish. The Irish 

WordBricks app uses a visual learning paradigm 

and can be used by learners of all ages. 

1.1 Language Learning Apps 

Language learning is difficult and anything that 

helps the learning process is to be welcomed.  

Motivation is very important in learning (Dörnyei 

& Ushioda, 2013; Ushioda, 2013), particularly in 

language learning as the challenges involved and 

the application of the knowledge acquired may be 

difficult.  In recent years, there has been an 

increasing use of technology in the language 

learning process.  One area of expanding interest 

is that of language learning apps.  These apps let 

students learn a language on a mobile device, with 

an anytime, anywhere approach.  Some of the 

most commonly used apps are Duolingo, Buso 

and Memrise.  These apps are free to use for the 

basic components and learners can pay extra to 

have access to more advanced features and 

additional resources.  Many of these apps are used 

in the informal learning space, but could be used 

in the formal as well. Duolingo (n.d.) is probably 

the best know language learning app and is 

currently available in 33 languages, mainly the 

most commonly spoken languages but it also 

includes Irish (954,000 learners), Welsh (347, 000 

learners), Navajo (251,000 learners) and Klingon 

(500,000 learners).  It works on a translation 

approach whereby learners have to translate 

works between their L1 and the target L2 in both 

directions.  It uses a gamified approach to learning 

(Nacke and Deterding, 2017; Reinhardt, J., & 

Sykes, 2014) and it can be beneficial for some 

learners.  Duolingo uses a community 
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development approach but also has a team of 

developers working behind the scenes.    

1.2 Irish App Development Challenges 

Language learning apps, such as Duolingo, Buso 

and Memrise, are often enjoyable and can be 

pedagogically informed.  However, they may not 

be suitable in some learning contexts.  For 

example, they may not cover all aspects of the 

language learning process (which is very difficult 

to do), their pedagogical approach may focus on 

one particular strategy and learners may have 

needs that are not met by these apps.  Learners 

cannot construct their own sentences and are 

constrained by the sentences already predefined in 

the app.  It would be beneficial to have other apps 

and technology-based resources for learners. 

There are many challenges to be overcome to 

develop a language learning app for any language.  

The field of Computer Assisted Language 

Learning (CALL) (Beaty, 2013; Levy and 

Stockwell, 2013) is a multi-disciplinary one 

involving language teachers, linguistics, 

pedagogical specialists, Natural Language 

Processing (NLP) experts, software engineers, 

programmers, user interface designers and, of 

course, language learners.  Access to sufficient 

financial resources, adequate time and availability 

of relevant experts is also important.  This is the 

ideal scenario and one that rarely exist, even for 

some of the Most Commonly Taught Languages 

(MCTLs).  In reality, CALL researchers and 

practitioners must be resourceful and use 

whatever resources and skills are available to 

them.  The challenges are even greater for Less 

Commonly Taught Languages (LCTLs) where 

there is usually less of everything.  There is 

usually not a multidisciplinary team available to 

develop CALL resources, there are fewer 

financial resources and often not many available 

experts to contribute to the design and 

development process.   

ICALL (Intelligent CALL) is a branch of CALL 

that includes the use of NLP resources in the 

design and development of CALL resources 
(Heift and Schulz, 2007).  Many LCTLs are also 

Lesser Resourced Languages (LRLs) and there is 

often a lack of suitable, good quality NLP 

resources for LCTL CALL researchers to 

leverage.   This is the case for most of the Celtic 

languages, although there are some high quality 

resources available for specific language and 

functions.  For example, in the case of Irish, there 

is a Finite State Morphological Analyser (Ui 

Dhonnachada, 2002) and a parser (Lynn, 

2016) that are of high quality and available for 

CALL resources to use.  Mobile Assisted 

Language Learning (MALL) is of growing 

interest within the CALL community in recent 

years ((Holden & Sykes, 2011; Kukulska-Hulme, 

2009; Kukulska-Hulme, 2012; Stockwell, 2012)) 

and there are many MALL apps being developed, 

particularly for the MCTLs. 

Irish is a compulsory subject in Irish primary 

and secondary schools, although some students 

can get an exemption from studying the language.  

Reasons for exemptions include having a learning 

difficulty (e.g. dyslexia) or if the student came to 

Ireland after a certain age.  In Irish primary 

schools, teachers are generalists and teach all 

subjects to their students, including Irish.  At 

second level, teachers are specialists and will have 

four years of undergraduate study in their subject 

and two years postgraduate study in education.  

There are several issues to consider in relation to 

Irish language teaching.  Most teachers, both at 

primary and secondary level, are not native 

speakers of the language.  Primary teachers in 

particular have many subjects to cover and Irish is 

only one of them, so the level of ability in Irish 

can vary widely from one teacher to another.  

Some primary teachers are passionate about Irish, 

while others less so.  Some teachers may lack 

confidence in their Irish language ability and this 

can have an impact on their teaching of the 

language.  At second level, there is currently a 

shortage of Irish language teachers and it is hard 

from schools to find qualified teachers. 

Language pedagogy is a specific branch of 

pedagogy.  It is different from studying a subject 

like biology or history and it is important that 

teachers have knowledge of language teaching in 

order to help their students learn more efficiently, 

effectively and enjoyably.  Learning a language 

does not just involve the four basic skills (reading, 

writing, listening and speaking), but involves 

cultural awareness and pragmatics, learning new 

sounds, having the courage to make mistakes and 

learn from them and sometimes thinking about 

things in a completely new way.    In Ireland, 

students learn a Modern Foreign Language (MFL) 

(e.g. French, German or Spanish) in secondary 

school.  MFL teachers study all aspects of 

language pedagogy.  However, primary school 

teachers will only have limited exposure to 

language pedagogy as part of their pre-service 

teacher undergraduate study and will only have a 

limited knowledge of CALL.  In some university 
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departments there is a separate department for 

Irish and a different one for Modern Foreign 

Languages and this can sometimes mean that 

there may be a lack of cross-over knowledge in 

relation to language pedagogy and CALL.  Also, 

there may be a focus on traditional aspects of 

language teaching with less space for more 

modern or innovative approaches.  This in turn 

can result in less positive learning experiences for 

students learning Irish compared with a MFL.  

Their level of language attainment after 13 years 

of study is also quite low (Harris et al, 2006). Of 

course, there have been changes over the years 

and there are places where there is excellent and 

innovative teaching taking place, but there are still 

schools where there is plenty of room for 

improvement.  The lack of teachers compounds 

this problem.  

Irish has a paradoxical role in Ireland.  Devitt 

et al. (2018) report on primary school 

children’s attitude towards the language and 

their varying level disengagement with the 

language.  Research shows that people value the 

language, they see it as part of Irish identify and 

recognise the cultural importance of the language 

(Darmody and Daly, 2015).  However, when it 

comes to the classroom, sometimes they are less 

enthusiastic.  Less importance may be attached to 

Irish language homework and some parents may 

prefer their child to study a ‘useful’ language like 

Spanish or Chinese.  All Irish language 

speakers in Ireland also speak English and the 

lack of utilitarian value can impact perception 

of the language (Laoire, 2005).  The 

paradoxical role of Irish can impact on teachers.  

They can feel the societal weigh of responsibility 

for teaching the language, yet feel little support 

from parents for the actual teaching of Irish.  

Negative attitudes towards the language can be 

demotivating for both teachers and students. 

      

Irish App Development Challenges 

Challenge Comment 

CALL 

development is 

difficult 

Difficult for any language, 

more so for Less 

Resourced Languages like 

Irish 

Irish language 

teaching 

Few teachers are L1 

speakers, lack of 

confidence, not a focus for 

some 

Irish language 

pedagogy 

Pedagogy is improving 

but room for improvement 

Paradoxical 

attitudes towards 

the language 

Culturally valued, but less 

positive in reality 

 

Table 1: List of Irish app development challenges 

1.3 WordBricks 

WordBricks is an interactive language learning 

app (Mozgovoy & Efimov, 2013).  It was 

originally designed for adult learners (Japanese 

university students) of English.  It is based on a 

visual learning paradigm, somewhat similar to the 

interface used in the visual programing language 

Scratch (Resnick et al., 2009; Wilson et al., 2013) 

and other work with blocks to illustrate grammar 

points Ebbels (2007).  Each part of speech (POS) 

is given a different shape and colour (e.g. all verbs 

are blue and start with a straight edge).  Learners 

can construct grammatically correct sentences by 

putting different parts of speech in the correct 

order in a sentence.  In fact, learners can only 

construct grammatically sentences – the app will 

not allow them to put POS in the wrong place.  

The motivation behind the app was to enable 

learners to experiment with different sentences 

and play around with word order so that they 

could familiarise themselves with the structure of 

a language.  When language students use a book 

to learn a language, they are often restricted to a 

limited number of example sentences or exercise 

sentences.  They have to consult with their teacher 

if they want to check the correctness of sentences 

they construct themselves.  This limits the 

freedom they have to work without teacher 

support and may restrict their motivation to try out 

new sentences for fear of making mistakes.  The 

visual learning paradigm used by the app 

facilitates the pattern matching aspect of language 

learning, as the more sentences a student 

constructs, the more obvious the patterns become.  

Figure 1 shows an example of a sentence in 

English. The verb component ‘saw’ in blue and 

starting with a straight edge.  It expects a subject 

that has a rounded side (in this case ‘we’) at the 

start of the sentence and it expects an object after 

the verb ‘saw’.  The object in this case is ‘things’ 

and it can be qualified by the words ‘many’ and 

‘interesting’ as these are the correct shapes (parts 

of speech) that can precede the object ‘things’.   

The full sentence of Figure 1 is ‘We saw many 

interesting things in the museum’ (although ‘The 

interesting things saw we in the museum’ would 

also be accepted). 
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Figure 1: A sentence for the original WordBricks 

app for English 

2 Approach 

As with many Lesser Resourced Languages and 

LCTLs, Irish is under-served by CALL resources.  

It is not financially attractive for commercial 

entities to develop CALL resources for Irish.  

However, there are some good resources recently 

developed for learners.  For example, Irish 101 on 

the FutureLearn platform is an online MOOC for 

learning Irish and culture (Irish101, n.d.).  It is 

very successful and has had learners from all over 

the world studying Irish.  Dalton and Devitt 

(2016) have developed a successful online 

detective game for primary school students.  

Hainey et al. (2016) provide an overview of game-

based language learning resource at primary 

school level, including for language, and they note 

that many of them use commercial off the shelf 

(COTS) games.  This is often not an option in the 

Irish context.  As noted above, it is a challenge to 

develop CALL resources for Irish.  Limited 

resources (financial, NLP and time) and lack of 

relevant experts demands a smart approach.  A 

combination of refactoring, reuse and real-world 

focus were used to develop the Irish WordBricks 

app.   

 

2.1 Refactoring 

Refactoring is the process by which existing code 

is changed without changing its external 

behaviours (Fowler, 2018).  Refactoring usually 

takes place when a code smell (lovely term) is 

detected (e.g. when something ‘wrong’ is 

noticed).  This means that developers will review 

code that is unusually slow or could be improved 

(noticed by a ‘code smell’).  It can be done to 

improve maintainability and extensibility. 

Refactoring in this case took place in the context 

of making an existing app work in other contexts. 

WordBricks was initially developed as an app for 

Japanese university students of English (Park et 

al., 2016) and needed to be refactored to work for 

Irish.  The app had been successfully developed 

and used in a Japanese university, so the 

technology and the pedagogy had been tested and 

proved successful (Park et al., 2016).  The aim 

was to refactor the English version of WordBricks 

so that it could be used to develop an app for Irish.  

The target user group, the setting and the devices 

used to run the app were all different.  The original 

WordBricks was designed for adult learners to use 

outside of the classroom setting on a mobile 

phone.  While it might be obvious, It is important 

to remember that education with adults 

(androgogy) is different to that with children 

(pedagogy) (Knowles, 1968).  The Irish 

WordBricks app was aimed at young primary 

school learners, in a classroom setting on the 

teacher’s laptop or a tablet.  The refactoring 

process would involve keeping the same front-end 

functionality and User Interface (UI), but rework 

the back-end so that it was language independent. 

 

2.2 Reuse 

There were two elements that were reused in the 

development of the Irish WordBricks app.  The 

first was the reuse of the original WordBricks app 

itself. The second element was the reuse of 

existing Irish NLP resources.  These were the 

Finite State Morphological Analyser (FSMA) (Uí 

Dhonnchadha, 2002) and the Irish language parser 

(Lynn, 2016).  The FSMA analyser is a high 

quality NLP resource for Irish and it produces 

Irish morpho-syntactic tags for an input sentence.  

The FSMA was used manually initially to check 

part of speech information when developing 

example sentences for the Irish WordBricks app.  

The Irish Parser produces treebank information 

for an input sentence.  The idea was to use the 

knowledge in these resources to ensure the 

accuracy of the grammar constructions and words 

used in the Irish WordBricks app.  

2.3 Real-World Focus 

Many language learning apps and resources get 

built, tested in a controlled environment and never 

make it out to the wild (i.e. the real world).  This 

may be because the app may not be sufficiently 

robust for external use or may need additional 

resources that are not available in the real world 

setting.  Another reason that this sometimes 

happens is if the app is not curriculum-aligned.  

Curriculum-alignment is a key factor in CALL 

real-world usage for any language (Bax, 2003; 

Chambers and Bax (2006) and also for Irish 
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(Ward, 2007). The school curriculum, at both 

primary and secondary level, is packed.  Teachers 

do not have spare teaching time to devote to 

additional, optional extras.  Therefore, if an app is 

not curriculum-aligned teachers will be reluctant 

to use it. In order for an app to be actually useful 

for teachers and students, it must be designed with 

a real world focus from the start and be 

cognoscente of the actual deployment context and 

real world conditions prevailing in the learning 

environment.  The Irish WordBricks app was 

designed using a user-centre design approach 

whereby the teachers were consulted at an early 

stage in the design process about what topics 

should be covered and how the app could be 

deployed in the classroom.  They decided that 

possession, doing something, feeling something, 

location and asking questions where important 

topics to have in the app.  The presumption was 

that the teacher would have already taught a topic 

before the students would use the app i.e. the 

app would be a tool rather than a tutor (Levy, 

1997).   
 

3 Methodology 

The process of developing the Irish WordBricks 

(IWB) app took place in several phases.  In the 

initial phase, the Irish CALL researcher worked in 

parallel with several primary school teachers and 

the WordBricks developers on possible 

grammatical constructs.  The Irish CALL 

researcher and the teachers reviewed the Irish 

syllabus and current textbooks to decide on the 

topics to be covered and the vocabulary to be used 

in the app.  The WordBrick developers worked on 

refactoring their app so that it would work for Irish 

as well as English.  They then worked on 

incorporating the required grammatical 

information and vocabulary into the WordBricks 

infrastructure to create the first version of the Irish 

WordBricks app.  In this Phase, the (Finite State 

Morphological Analyser (FSMA, Uí 

Dhonnchadha, 2002) was used (manually) to 

check the POS of each of the words in the example 

sentences and vocabulary lists.  The information 

was passed to the WordBricks developers using an 

informal, ad-hoc structure and they incorporated 

it into their WordBricks engine (see Figure 2). 

An iterative, agile approach was adopted, 

whereby one topic (grammatical construction) 

was implement and tested by the WordBricks 

developers, the CALL researcher and the teacher 

and checked for correctness before implementing 

another topic.  The target learner group (primary 

school children) also tested the app at an early 

stage to ensure that they could use it without any 

difficulties. 

 

 

 

 

 

 

 

Figure 2: Phase 0 of Irish WordBrick development 

 
Figure 3 shows the informal ad-hoc format used 

for the construction ‘to have’.  The WordBrick 

developers had no prior knowledge of Irish and it 

was necessary to explain both the vocabulary and 

part of speech information to them. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Sample informal information for ‘to 

have’ construction 

 

In Phase 1 of the IWB development, the individual 

example sentences where encoded in an XML file.  

All known words (with their POS information) 

were stored in the IWB app so that learners could 

construct their own new sentences as well as 

constructing the example sentences. This involved 

the Irish CALL researcher providing the 

WordBrick developers with the example 

sentences and the relevant vocabulary list 

specifying the POS of each word.  This enabled 

the IWB app to be developed using the same 

black-box architecture as the original English 

WordBricks app (see Figure 4).  While this was 

very beneficial, it was quite limiting as it was 

IWB 

Engine 

IWB 

App 

Vocabulary and 

POS info in 

informal, ad-hoc 

format 

Have     

Format:  bí (verb) + optional article + 

noun + (with pronoun) or (with Prep + Noun) 

 

Example 1  
Tá hata agam.  I have a hat.  

 

Example 2  
Bhí an hata agam. I had the hat. 

     

Tok.   Lem. POS                             Meaning 

Tá     bí      Verb Verb+VI+PresInd  Is 

Bhí    bí      Verb VI+PastInd+Len   Was 

hata   hata  Noun Masc+Com+Sg    hat 

agam  ag     Pron  Prep+1P+Sg        (with me) 
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difficult to decide how best to structure the 

information and there was an associated 

turnaround time to enter new examples into the 

app. 

 

 

 

 

 

 
 

Figure 4: Phase 1 of the Irish WordBricks app 

 
In Phase 2 of the IWB development, existing NLP 

resources for Irish were used to automate the 

process and enable learners to have access to a 

wider range of vocabulary.  The Irish WordBricks 

app was developed on the basis of Uí 

Dhonnchadha’s (2002) Finite State 

Morphological Analyser (FSMA) for Irish, 

Lynn’s Irish parser (2015) and the Irish treebank 

(universal dependencies version, Lynn and Foster 

(2016). The user inputted sentence is passed to the 

FSMA for Irish (Uí Dhonnchadha, 2002).  The 

FSMA produces Irish morpho-syntactic tags 

which are passed to the Irish parser (Lynn, 2016).  

The parser’s output is then fed into the Irish 

WordBricks engine which takes maps the 

sentence into an XML structure.  This XML data 

is passed into the IWB App where the learner can 

see the individual words and then construct a 

grammatically correct sentence. (see Figure 5). 

The Irish WordBricks app relies on the underlying 

NLP tools to handle ambiguity.  One advantage of 

dealing with learners with a low level of language 

ability is that their choice of words is usually 

limited and they are unlikely to (be able to) 

construct complex sentences.   

 

 

 

 

 

 

 

 
Figure 5: Phase 2 of the Irish WordBricks app 

using existing NLP resources 

 

The topics covered in the IWB app include: to 

have something (Tá hata agam.), to do something 

(Tá Seán ag rith), feelings (Tá áthas ar Liam), 

location (Tá leabhar ar an mbord) and questions 

(An raibh Áine ag ithe?).  Figure 6 shows the 

construction of simple sentence (Tá hata agam – 

I have a hat).  If the word is the correct place, the 

learner will see the brick turning yellow and the 

word will clock into place.   

 
 

Figure 6: Eample of a simple sentence in Irish 

WordBricks 

 

Figure 7 shows an example of location (Tá 

leabhar ar an mbord – there is a book on the 

table).  
 

 
 

Figure 7: Example of location sentnce in Irish 

WorBricks 

 

Figure 8 shows two sentences lined up together 

and illustrates how students can benefit from this 

visual learning approach (e.g. colours and shapes) 

to remember language and part of speech patterns 

in a sentence.   

 

 
 

Figure 8: Example of two similar sentences lined 

up together in Irish WordBricks 

 

Figure 9 shows how the app prevents a student 

from constructing a grammatically incorrect 

sentence.  The student is trying to add the article 

IWB 

Engine 

IWB 

App 

Vocabulary 

and POS info 

in XML 

format 

Tá hata ag Seán FSMA Parser 

IWB 

Engine 

IWB 

App 
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‘na’ (definite plural) to a singular noun (hata – 

hat) and app does not let the student place the 

word there. 
 

 
 

Figure 9: Example of Irish WordBricks 

preventing the construction of an incorrect 

sentence 

4 Results 

The app was initially tested with four adult 

learners of Irish.  Their feedback was positive and 

they like the user interface and felt the app was 

easy to use.  The app has been used by a variety of 

primary school learners (Purgina et al., 2017) 
over a period of three years (including this year).  

The app has been used by second class students 

(7-8 years old), third class students (8-9 years old) 

and fifth class students (10-11 years old).  The app 

was used by three 3rd year classes (n=72) and two 

5th year classes (n=44) in Year 1, three 2nd year 

classes (n=72) and two 5th year classes (n=52) in 

Year 2 and three 5th year classes (n=75) in Year 3.  

There were two primary schools involved – one 

all-boys and one all-girls. Three teachers were 

involved in the consultations about the content of 

the app. 

The IWB app has been used in a variety of 

ways. Initially it was used in a whole class setting. 

This involved the teacher showing the students a 

particular construct (e.g. to have Tá hata agam – 

I have a hat).  This involved putting the IWB on a 

laptop and using an android emulator to run the 

app and show it to the class via a data projector.  

The teacher would then ask some students to come 

up and construct the example sentences in front of 

the class. Then several students were chosen to 

construct their own sentences for the class.  This 

approach worked reasonably well but more 

students wanted to use the app than time 

permitted.  However, this was the only possible 

way of using the app as there were no computers 

or tables in the school for student use. 

In the second year, students were given tablets 

to run the IWB app.  Initially, they use the tablets 

in pairs but then they were given individual tablets 

to work with.  This had the advantage of enabling 

students to work at their own pace.  This is very 

important in a subject like Irish where there is a 

wide range of ability in each class.  One slight 

disadvantage with this approach, is that students 

try to get the example sentences done as quickly 

as possible so they can construct their own 

sentences.  Sometimes they try to set up loads of 

words and they can lose focus on the pedagogical 

aspects of the app.  

In the third year (this current year), the 

deployment of the app is more structured.  The 

teacher revises a particular construct with the 

students and asks them to write their own 

sentences on paper.  The students can use the app 

to do the example sentences and then they can 

input their own sentences.  This structured 

approach appears to be working well.  In the first 

version of the app, the vocabulary was fixed and 

was based on the words that the students had 

studied with their teacher.  In the second version 

of the app, the students have the facility to enter 

their own words. 

Feedback from the students and teachers to 

date has been very positive.  In the Irish language 

learning context, qualitative research is very 

important (Ward, 2018).  The students find the app 

easy to use, they think it helped them to learn 

Irish, and most importantly, they enjoyed using 

the app (“Really good, fun and easy to use”).  The 

students had many suggestions for future 

improvements.  For example, they would like it to 

be more gamified (“Maybe a challenge mode to 

test you“), “To challenge people online and get 

points for longer sentences“, they would like 

translations (“Every Irish word & English 

subtitles“) and they would like more words (“Add 

new verbs and different names“).  Some students 

wanted to know when they could download the 

app (“Great help, can’t wait until it’s on the app 

store :-)“) which is encouraging.  One student had 

a great insight into the app “I love the method it 

uses to create sentences.  It’s a bit like a puzzle in 

a way.  I also adore the trial and error style”. 

The teachers also had positive feedback.  They 

were happy with the topics covered and were glad 

to see the level of interaction and engagement of 

the students with the app.  Usually, their Irish 

lessons do not generate the same buzz in the 

classroom. 

5 Discussion 

It would not have been possible for the CALL 
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developer to develop the Irish WordBricks app 

from scratch in a reasonable timeframe.  The fact 

that the original WordBricks app could be 

refactored to produce the Irish WordBricks app 

meant that learners could start using the app in a 

period of months rather than years.  WordBricks 

has already been tried and tested with real users 

and had the WordBricks team demonstrated that it 

was a useful and viable app for learners.  This 

gave confidence to the Irish WordBricks team that 

the aim of developing a useful, enjoyable app for 

Irish language learners was feasible rather than a 

pipedream. 

It was very important that real learners used the 

app in their real world setting.  The IWB app was 

curriculum-aligned right from the start and 

teachers were consulted throughout the design and 

development process.  Learners were asked for 

their feedback and each version of the IWB app 

has included improvements based on their 

feedback.  For example, students wanted to be 

able to save their sentences and this is now 

possible.  Students wanted to be able to type in 

their own words and they can now do this.   

From a technical perspective, the new version 

of the Irish WordBricks app allows for greater 

flexibility and demonstrates the power and 

potential of reusing existing NLP resources in the 

development of CALL resources for Irish.  It 

would not have been possible to develop such a 

resource in a relatively short timeframe from 

scratch and it would have required technical and 

linguistic knowledge of Irish that only a very few 

people possess.    Existing resources from Irish 

NLP researchers (Uí Dhonnchadha 2002, 2009; 

Lynn, 2016; Lynn and Foster, 2016) were 

invaluable in this regard. 

6 Conclusion 

Irish, like the other Celtic languages, would 

benefit from having more resources available for 

language learners.  However, it is difficult to build 

robust, grammatically accurate, enjoyable 

resources for students.  The IWB app works due 

to a variety of factors.  The motivation behind the 

development of the app was strong – teachers, 

students and the CALL researcher knew that there 

was a real need for such an app.  There was a 

multidisciplinary team involved in its 

development including teachers, students, CALL 

researchers, education design specialists and app 

developers.  The concept and reality of the app 

had been proven in another domain.  The IWB 

team was aware of, and consistently conscious of 

the real world deployment context of the app.  An 

important aspect to be emphasized is that the 

system has been used by a variety of students 

ranging in age from 7 to 11 years and the final 

product is enjoyable for students and teachers 

also. The design and development of the IWB app 

demonstrates the power of refactoring, reuse and 

keeping it real. 
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