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Abstract
The limited availability of Egyptian Arabic
(EA) corpus resources, especially speech cor-
pora, has left open opportunity for research
into such dialect phenomena as register. In
this paper we introduce a new two-million-
word EA corpus, CALM. We perform a reg-
ister analysis on EA between two subcorpora
of CALM (i.e. Movies and Blogs), showing
several features that vary between the two. A
discussion follows about how annotation was
carried out automatically, how it was hand-
corrected, and what the prospects are for car-
rying out similar studies using CALM.

1 Introduction
The advent of the internet has made written Egyp-
tian Arabic much more accessible than in the past.
Traditional sources of written language like books,
newspapers, academic journals, and government
documents are composed in Modern Standard Ara-
bic which differs morphologically, lexically, and
syntactically from Egyptian Arabic. However, as
access to the internet spreads, so does the appear-
ance of written Egyptian Arabic on blogs and so-
cial media sites.  Collections of digital texts pro-
vide linguists with a new opportunity to collect
large samples of the written dialect from a variety
of sources on numerous topics.

One active area of corpus linguists involves
the identification and characterization of registers
(Gries, 2006), a type of language use that is deter-
mined by the situation or circumstance in which
the speech act occurs (Johnstone, 2008). Situa-
tions that cause speakers to change their lexical and
grammatical choices are said to belong to different
registers. Some overlap exists between the notions

of register and genre (Biber and Conrad, 2001), but
a fine-grained distinction between the two is not
necessary for this discussion.

Modern studies of register variation rely on an-
notated corpora. Unfortunately, an annotated cor-
pus containing both written and spoken Egyptian
Arabic is not available preventing studies of Egyp-
tian Arabic register variation.  

To help explore this problem, this paper intro-
duces a new two-million word corpus of Egyp-
tian Arabic. We perform a preliminary analysis of
variation between two registers found in the cor-
pus, on the basis of partial annotation, namely that
of verbs. We compare verb frequency, lexical di-
versity, and other phenomena between two sub-
corpora and confirm a quantitative difference be-
tween two putative registers: Movies and Blogs.
We show that, although the examination of a sin-
gle part of speech cannot capture the true extent of
the variance of two registers, it provides a platform
from which to launch an in-depth analysis by an-
swering the preliminary questions concerning reg-
ister analysis for Egyptian Arabic.  

We also offer comments on the use of automatic
tools for annotation, and mention various types of
post-processing that help improve the annotations
for corpus analyses like the one discussed here.

2 Background
A corpus is a collection of texts or transcriptions
gathered for the purpose of conducting an empiri-
cal study of language (Hunston, 2002; Kübler and
Zinsmeister, 2015), and they have become a valu-
able resource in nearly every field of linguistics
(Teubert, 2005). Corpora assume many different
forms and sizes in accordance with their intended
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purpose. Varying amounts of corpus content are
available across different languages, dialects, and
text types.

In this paper we focus on Arabic corpus lin-
guistics and associated annotation and analy-
sis. Several types of corpora are available for
Arabic: examples include ones for general lan-
guage (ArabiCorpus1), transcribed speech (CALL-
HOME Egyptian Arabic and MGB-3) (Canavan
et al., 1997; Ali et al., 2017), specialized (The
Quranic Arabic Corpus2), parallel (OPUS3), and
learner corpora (Arabic Learner Corpus) (Alfaifi
and Atwell, 2015). With these corpora and oth-
ers, our understanding of Arabic and how it is used
has increased (Buckwalter and Parkinson, 2011;
Bentley, 2015; Ismail, 2015; Alasmari et al., 2017;
Dickins, 2017; Henen, 2018). One area that has
been largely overlooked in Arabic corpus studies
is discourse analysis, especially for learner Arabic
(Ryding, 2006) and for different dialects.

2.1 Register
Research on registers in a corpus targets the iden-
tification of features that distinguish one register
from another. Biber (1993) gives eight parameters
to use in classifying registers: the primary channel
of delivery, format, setting, addressee, addressor,
factuality, purpose, and topic. Separating texts ac-
cording to these parameters helps establish appro-
priate registers.  

Once texts are collected in a principled way with
the aim of representativeness, feature-based regis-
ter analysis can begin. Each register has character-
istics or dimensions of language associated with it
(Biber, 1993) based on pertinent lexical, grammat-
ical, and syntactic features. For example, the nar-
rative dimension in English is characterized by past
tense verbs, third person pronouns, public verbs,
synthetic negation, and present participle clauses.
By comparing the frequency of the features in dif-
ferent types of texts, the dimensions in which they
fall can be determined. The dimensions for each
text type are then taken as characteristic of the reg-
ister to which the texts belong.

In this paper we deal with two primary regis-
ters: the oral and the literate. In daily life, the most
common registers in the oral dimension come from
spontaneous speech. However, this type of data

1See http://arabiCorpus.byu.edu.
2See http://corpus.quran.com.
3See http://opus.nlpl.eu.

is currently costly to collect and transcribe. Of-
ten corpora contain scripted speech from television
and movies to represent oral language. Spontane-
ity suffers somewhat: since scripted speech is first
written, it affords the author time to craft each ut-
terance and edit it until it achieves the desired ef-
fect. Utterances made spontaneously do not often
reflect this luxury.

This has led to debate within the corpus commu-
nity, with some asserting that scripted language re-
flects artificial settings created by the same author,
and hence may not be completely realistic (Sin-
clair, 2004). On the other hand, others have found
only minimal differences between movie language
and spontaneous speech (Taylor, 2004; Brysbaert
and New, 2009; Forchini, 2012). This issue be-
comes particularly interesting in Egyptian Arabic.

Written registers are very frequently used in cor-
pus studies. Sample text types that fall within
the written registers include literature, newspaper
articles, academic articles, encyclopedia entries,
personal correspondence, and official documents
(Biber and Conrad, 2001; Biber et al., 2006). With
its widespread availability of texts, the internet is
also a source for written register data. Biber et al.
(2015) found that English texts from the internet
can be categorized into several registers: narra-
tive, information description/explanation, opinion,
interactive discussion, how-to/instructional, infor-
mational persuasion, lyrical, spoken, and hybrid.

2.2 Arabic corpus analysis
The oral/written distinction and corpus registers in
general is more complex and nuanced for Arabic’s
diglossic situation: the standarized version of the
language, MSA, is used in many written situations,
whereas a wide array of dialects is used for every-
day spoken language. Collecting, annotating and
analyzing corpus data is hence more complicated
and much remains to be done in examining the
variation that exists between spoken and written
Arabic. Examples of such work include Fakhri’s
(2009) investigation of the variation between aca-
demic Arabic in the disciplines of the humanities
and the law. Johnstone (2008) examined Arabic
expositority prose and identified the use of three
features––repetition, parataxis, and formulaicity—
which are typically associated with spoken lan-
guage.

Several Egyptian Arabic film and television
transcript corpora have been used in recent stud-

http://arabiCorpus.byu.edu
http://corpus.quran.com
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ies. Hussein (2016) used a corpus of Egyptian
movie transcripts to study the pragmatic and syn-
tactic functions of the Egyptian word4 كده kɪdʌ.
This corpus contains 231,542 words from seven-
teen different films. Production dates for these
movies range from 1958-2008 with the majority of
words in the corpus coming from movies made pre-
1990, which makes the content somewhat dated for
contrasting it with recent content such as internet
texts.

Such a corpus was used by Sayed (2018) to study
the use of the discourse marker معلش maʕleʃ. This
corpus contains transcripts of 76 episodes from
the 2017-2018 Egyptian television serial جار سابع
sæ:biʕ ga:r. One potential weakness to using this
corpus in a register study is that all of the tran-
scripts come from one television show. Most of
the content is produced by only a handful of speak-
ers/characters, calling into question representative-
ness.  

The issue of representativeness is also impor-
tant in choosing a suitable blog corpus. Two
general Egyptian Arabic blog corpora are the
Arabic Multi-Dialect Text Corpus (Almeman and
Lee, 2013), which contains thirteen million words
and Yet Another Dialectal Corpus (YADC) (Al-
Sabbagh and Girju, 2012b) which contains six
million. Both were created by performing web
searches using dialect-specific words and then
scraping the text from the webpages returned by
the search engine. The Arabic Multi-Dialect Text
Corpus used 139 different words determined to be
unique to Egyptian Arabic as the search terms or
seeds. The frequency of these words does not seem
to have played a role in their choice. 

In building a corpus with web searches, the fre-
quency of the seeds is important for representative-
ness (Sharoff, 2006; Biber et al., 2015). No such
frequency lists exist for Egyptian Arabic, and no
documented effort was made by the creators of the
Arabic Multi-Dialect Text Corpus to choose fre-
quent words or phrases. The creator of YADC,
on the other hand, took measures to create a more
representative corpus of the texts available online.
The queries contained multiple Egyptian exclu-
sive function words. One downside to using func-
tion words is that many of them are found in sev-
eral dialects (Qafisheh, 1992; Tamis and Persson,
2013). For our purposes, a corpus that contains

4When necessary in this paper, Arabic text is followed by
an IPA transcription or by an English gloss.

only Egyptian Arabic is preferable.  

3 Introducing CALM

Because of the need for a sizable corpus of Egyp-
tian Arabic language, we collected and annotated
a new corpus designed in an attempt to more
accurately represent both oral and written lan-
guage. This paper introduces CALM (Corpus al-
Logha al-Musriya, Corpus of Egyptian) a two-
million-word corpus of Egyptian Arabic. CALM
contains transcripts from 65 movies (comprising
655,858 word tokens), 88 scripted television pro-
grams (396,734 word tokens), and internet texts
(1,092,442 word tokens). Some of the content has
been annotated, as described in this paper, and an-
notation is ongoing. The corpus is available via
download5.

For the purposes of this paper, two subcor-
pora were extracted from CALM: a subcorpus of
movie/television transcripts, and a subcorpus of in-
ternet texts.

3.1 The transcript subcorpus
The transcripts of CALM make up the largest
known collection of transcribed Egyptian Arabic
movies and TV programs produced in Egypt and
written for Egyptian audiences. In other languages
a quicker and cheaper method to build a compa-
rable corpus would be from subtitles, but in Ara-
bic foreign movies are subtitled using MSA. Only
movies and programs popular to Egyptian audi-
ences were selected for transcription based on the
belief that they contain more mainstream language
and are written by those who are able to skillfully
mimic everyday speech.  

Note that, as mentioned earlier, some debate
exists about whether movie transcripts truly rep-
resent spontaneous speech (vs. the author’s cre-
ative voice). A comparison of a script in CALM
from the Egyptian film ومرقص  حسن  ɦʌsʌn wi
murʔosˁ (Maati, 2008) with the movie transcripts
reveals several instances where actors stray from
the script, both omitting words from the script and
adding their own content spontaneously.

Most movies and TV programs are from the year
2000 and later. No conscious effort was made to
choose movies and TV based upon genre, or to bal-
ance the content across genres. However, care was

5See http://linguistics.byu.edu/thesisdata/
CALMcorpusDownload.html.
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taken to make sure that one genre does not domi-
nate the subcorpus created for movies and TV.

Once a movie was selected for inclusion in the
corpus, it was transcribed and then reviewed for
accuracy by a native Egyptian speaker. A second
reviewer was used to determine the ability of the
reviewers to catch all of the mistakes in the tran-
scription. This process was necessary as some re-
viewers were not able to successfully read a tran-
script while listening to a movie.

3.2 The blog subcorpus
The other content in CALM was created from in-
ternet texts and will be called the blog subcorpus.
Although internet texts can be classified into many
different genres (Biber et al., 2015), in this paper
they will be treated as a single register. We ex-
clude internet texts that contain transcriptions of
speeches, movies, television programs, and songs.
Some of the blog texts were collected from the
internet based upon seeded n-gram searches via
Bing and Google, as discussed in the previous sec-
tion, though this time relying on frequent dialect-
specific words to decrease the chances of dialect
mixing. We also used BootCat, a do-it-yourself
web-to-corpus text conversion pipeline (Baroni
and Bernardini, 2004), to find, scrape, and convert
other webpages written in Egyptian Arabic into
text files. A cursory review of the files was com-
pleted to remove non-EA texts that were returned
by the process. However, some MSA is con-
tained in CALM because it is interwoven through-
out posts written in Egyptian; posts completely
written in MSA, though, were removed.

EA exhibits numerous orthographic, lexical,
morphological, and syntactic differences from
MSA that will be familiar to many Arabists (El-
Tonsi, 1982; Hassan, 2000; Ryding, 2005; Abdel-
Massih et al., 2009). Even the representation of
lemmas (base forms, or dictionary citation forms)
and their orthography varies across EA dictio-
naries, necessitating a custom representation for
CALM annotation. A discussion of these is be-
yond the scope of this paper, but an extensive list of
the ones relevant to CALM corpus creation and an-
notation is available (White, 2019, forthcoming).

One area lacking in research is that of register
variation within Egyptian Arabic, especially of the
features that distinguish the spoken form from the
written. Such a study could be undertaken with
the use of two corpora said to represent different

registers within the oral and literate dimensions
of the language. To represent the oral dimension,
film and television transcripts could be used be-
cause of the features that they share with spon-
taneous speech. The literate dimension could be
represented by the language contained in blogs,
since registers traditionally used to represent this
dimension are written using MSA. Since it dif-
fers from Egyptian Arabic lexically, syntactically,
and morphologically, comparing an MSA corpus
and an Egyptian corpus would not increase our
understanding of how Egyptians write the dialect.
Therefore, the two corpora must be of EA.

Once these corpora have been decided upon, the
next step is to determine the features that should
be counted and compared. These features can be
large or relatively few in number. In the next sec-
tion, we perform a feature-based examination of
two subcorpora from CALM which, we will show,
represent two different registers of EA.

4 Case study: verb register variation

To assure tractability for this study, two sub-
corpora were created from CALM: (1) the
Movies subcorpus, consisting of transcriptions
from movies (113,163 word tokens) and televi-
sion shows (115,236 word tokens), for a total of
228,399 word tokens including 38,768 verbs; and
(2) the Blogs subcorpus, containing 141,318 word
tokens and 27,616 verbs. While not exactly bal-
anced, they are of reasonably comparable size.

For this study only the verbs were annotated, in
part because they are slightly easier to identify and
annotate than nouns and adjectives (Al-Sabbagh
and Girju, 2012a), and because of their widespread
use in determining register (Ferguson, 1983; Frig-
inal, 2009; Staples, 2016). Table 1 gives sample
annotations for several verbal features.

In this section, then, we perform a register vari-
ation analysis on verb features to characterize the
two dimensions of content in CALM: oral versus
literate (or spoken versus written), as represented
by the Movies and Blogs subcorpora, respectively.

The first step was to annotate each verb in the
two subcorpora. Once each verb was assigned a
part-of-speech tag, a verbal category, and a lemma,
each of these features were counted from each
subcorpus and compared in order to determine
whether verbs are used differently. Since the size
of the two subcorpora was not exactly the same,
counts from each were normalized. We used two



IMPERFECT عنوانه يديني حد على تدلني ممكن
PERFECT لسارة ودنه ادى مكنش فعلا يتجوزني عايز كان لو مراد
IMPERATIVE Positive الطريق في جاية وحاجتك بتوعي التمثالين اديني بيه شوقي يا ايه ذنبي وانا طب
IMPERATIVE Negative البيت في عندي اللي البومة كفاية ده. الكئيب الوش متدنيش
HABITUAL احنا فولتارين حقن بندي امتى من فولتارين!
FUTURE بقى رأيك أسمع لما إلا كلمة اي هديهم مش أنا حال كل على

Table 1: Sample feature-based verb annotations

statistical tests to compute significance: (1) log-
likelihood because of its frequent appearance in
corpus linguistics studies (Wilson, 2013); and (2)
the Bayesian Information Criterion (BIC) for its re-
liability over chi square when dealing with word
counts that fall on either end of the frequency spec-
trum (Dunning, 1993; Rayson and Garside, 2000).

Verbs are more common in the Blogs subcorpus
than in Movies (see Table 2). However, not all ver-

Total Movies Blogs
# of words  228,399 141,318
# of verbs  38,768  27,083 
% of verbs  16.97  19.54

Table 2: Totals and percentages of verbs

bal categories (IMPERFECT, PERFECT, IMPER-
ATIVE, HABITUAL, and FUTURE) in Blogs oc-
cur more frequently than in Movies. Table 3 shows
the category differences, all of which are statis-
tically significant except for FUTURE. However,
some of these differences change when we com-
pare frequency to the total amount of verbs in each
corpus rather than the total number of words. This
is because of the higher concentration of verbs
in Blogs, causing counts of the verbal categories
taken out of the total number of words to be mis-
leading (Gries, 2006).

Category % of Words % of Verbs
Movies Blogs Movies Blogs

Imperfect  6.56  7.90 38.67 40.45 
Perfect  5  6.4 26.86 32.54 
Habitual  1.83  2.46 10.8  12.58 
Imperat.  2.57  1.52  15.15  7.8 
Future  1.44  1.3  8.51  6.67 

Table 3: Frequency of verbal categories

When factored by the total amount of words
in each subcorpus, IMPERFECT is significantly
more frequent in Blogs; however, this significance
disappears when the frequency is compared with

the total number of verbs. The opposite is true of
the verbs hosting the FUTURE morpheme. Al-
though the comparative frequency of this verb in
Movies was insignificant when compared to the to-
tal words, its frequency becomes significant when
compared only to verbs. PERFECT and HABIT-
UAL are significantly higher in Blogs by both
comparisons.

The IMPERATIVE represents the largest dif-
ference in usage between the two subcorpora.
We investigate further by separating the im-
peratives into four categories: negative IM-
PERATIVE, positive 2SG.MASC.IMPERATIVE,
positive 2SG.FEM.IMPERATIVE, and positive
2PL.IMPERATIVE.

Instead of comparing the frequencies of the im-
peratives against the total number of words in the
corpus, we compared them to the total number of
verbs. The numbers for each category of impera-
tive are given in Table 4.

Type Per 100 . . . Movies Blogs
Negat. verbs  1.1  0.7

imperatives 7.29 9.01 
Male Posit. verbs  10.14  5.88

imperatives  66.89  75.83 
Female Posit. verbs  3.31  0.69

imperatives  21.87  8.87 
Plural Posit. verbs  0.6  0.49

imperatives  3.95  6.3 

Table 4: Frequency of imperatives across subcorpora

The frequencies of IMPERATIVEs in Movies
are all significantly higher than in Blogs ex-
cept for the positive 2PL.IMPERATIVE. How-
ever, the table reveals that as a percentage
of the total imperatives used, the Blogs uses
the positive 2SG.MASC.IMPERATIVE and pos-
itive 2PL.IMPERATIVE significantly more than
Movies. Negative imperative use is signifi-
cantly greater in Movies compared to all verbs,
but not significantly greater when compared to



all IMPERATIVE verbs. Only the positive
2SG.FEM.IMPERATIVE remains more frequent
in Movies regardless of its comparison set.

Another feature used to prove register variation
is lemma frequency across verbs from each regis-
ter. Among the verbs that occur in either subcor-
pus with a frequency of over 100, seventeen verbs
show a frequency significantly higher in one regis-
ter over the other (see Table 5). Table 6 illustrates

More common in...
Movies Blogs

اتفضل please, come in بدأ to begin
خشّ leave دخل to enter
هدي to calm oneself كتب to write
أكل to eat حاول to try
ساب to leave لقى to find
استنى to wait حسّ to feel
شرب to drink فتح to open
مشي to walk رد to respond

قرأ to read

Table 5: Contrastive distribution of high-frequency
verbs across registers

percentage of IMPERATIVE verb forms in each
subcorpus for these seventeen verbs.

Word % Imperat. Meaning
اتفضل M  93.6 please, come in

هدي  M  83.2 to calm oneself
M استنى  56.8 to wait
M خشّ   43.4 to enter
B فتح  32.3 to open

M ساب   31.7 to leave
M مشي  29.9 to walk

B رد  26.7 to respond
B دخل   20.5 to enter

B قرأ  15.9 to read
M أكل   11.3 to eat
B كتب   11.1 to write

B حاول   10.2 to try
M شرب   5.6 to drink

B بدأ  2.6 to begin
B حسّ  0.09 to feel
B لقى   0 to find

Table 6: IMPERATIVE usage of verbs most common
to each subcorpus (M=Movies, B=Blogs)

Having a lemmatized corpus also permits com-
parison of lexical diversity between the two regis-
ters. Using the Biber (2006) formula for normaliz-

ing lexical diversity counts, statistics for each reg-
ister are given in Table 7. All differences displayed
are statistically significant, suggesting that Blogs
is richer in verb types as well as in verb diversity.

Types Diversity Types/1M Types/1M
Verbs Words

Movies 2,279  5.88  11,574  4,768 
Blogs 2,079 7.53  12,510 5,530

Table 7: Diversity of verbs

4.1 Reflections
The data reported above provide enough evidence
to warrant a wider investigation into the variations
that exist between these potential registers. In En-
glish, use of the PERFECT has been identified as a
feature of narration (Biber and Conrad, 2001; Sta-
ples, 2016). If Egyptian Arabic behaves like En-
glish, then the higher frequency of the PERFECT
in Blogs signals a greater reliance on narration than
in Movies, hence forming different registers. The
possibility of the Egyptian Arabic PERFECT be-
ing a feature of narration is further supported by
Biber et al. (2006), who found that most English
internet texts could be classified as narrative.

Similarly, the frequency of the IMPERATIVE
in Movies could easily be a feature of involved
and non-narrative speech as found in Somali (Biber
and Conrad, 2001). Therefore, the frequency of
the PERFECT and IMPERATIVE in both subcor-
pora suggests a difference in narrative-based regis-
ter separation. Distinct differences in HABITUAL
versus FUTURE could also be linked to narration,
but possibly some other feature. As little is known
about the features of each dimension of Egyptian
Arabic, a deeper investigation is needed so that the
frequency of these verbal tenses and aspects can be
put into context. 

The variance of the frequencies of the verbal as-
pects and moods further supports register variation
as one corpus alone cannot be used to generate a
description of how verbs are used. In both sub-
corpora IMPERFECT is used more than any other
verb aspect or mood followed by PERFECT. If
this description were based solely on Movies, IM-
PERATIVE would be the third most common verb
form. However, this is not true of Blogs. There-
fore, the omission of one subcorpus from analy-
sis would skew the description of the dialect: both
need to be taken into account when producing a
description of the language.



The subjects of IMPERATIVE verbs also seem
to differ across register. The number of female
positive imperatives in Blogs is trivial when com-
pared to Movies. However, many factors indepen-
dent of register could affect this result. Further in-
vestigation is needed to determine whether this dif-
ference can be used to indicate register variation.

Greater frequency of verb tokens and types in
Blogs in EA is also interesting. Biber (2006)
found, for academic English, that verbs were much
more common in spoken academic registers (e.g.
lectures vs. journal articles); features associated
with verbs were also found to be characteristic of
the oral dimension of Spanish and English more
generally (Biber, 1999; Biber et al., 2006). How-
ever, the opposite appears to be true for Egyptian
Arabic: Blogs contains a statistically higher num-
ber of verbs than Movies does.

Blogs also contains a greater diversity of verbs,
which is consistent with English and Spanish; this
may be expected as authors have time to think
about the words they will use and revise their
choices (Biber, 2006; Biber et al., 2006). In this
study our differences in EA verb usage (i.e. num-
ber of verbs and their variety) suggest that the lan-
guage contained in Blogs and Movies is different.
In theory, both are written and revised; therefore,
the difference in the diversity of verbs cannot be
due to the fact that one of the registers is written.
One factor that could have contributed to this is the
size of the annotated corpus, but it could also be
true that a feature of spoken Egyptian Arabic—like
Spanish and English—is a lack of verbal diversity.
Therefore, if this pattern holds as more of the cor-
pus becomes annotated, it would constitute further
evidence of register variation.  

5 Notes on annotation

Linguistic annotation is the process by which ad-
ditional linguistic information is added to a corpus
in order to facilitate quantitative analyses of corpus
content and user queries (Kübler and Zinsmeister,
2015). Manual annotations are performed by hu-
mans, automatic annotations are done by a com-
puter program, and automatic annotations that are
checked by a human for accuracy are called semi-
automatic annotations.  

Automatic annotators available for EA are
somewhat limited, and although more resources
exist for MSA, the morphological and lexical dif-
ferences cause MSA annotators a challenge in an-

notating EA texts (Maamouri et al., 2014). In
2004, a part-of-speech annotator for MSA was
achieving an accuracy 95.49% (Diab et al., 2004)
versus a contemporary analyzer for EA with an ac-
curacy at 62.76% (Duh and Kirchhoff, 2005). One
reason for the disparity was the lack of large cor-
pora or a complete lexicon of EA for annotator
training (Habash and Rambow, 2006).

Abo Bakr et al.’s (2008) annotator translated
Egyptian Arabic sentences into MSA and then
tagged the MSA for part of speech, which would
then be applied back to the Egyptian words. Con-
version of the Egyptian Arabic to MSA was suc-
cessful 88% of the time, and overall accuracy rat-
ings for tokenization and part-of-speech tagging
for EA were 90% and 85% respectively.  

Al-Sabbagh and Girju (2012a) created an Egyp-
tian Arabic tagger that did not depend upon MSA.
Originally trained on three language types (Twit-
ter, QA Pairs, and blogs), its highest reported F-
measure among them for POS tagging is 0.907
(QA Pairs), though it had less success on blogs
(with an F-measure of 0.888).

MADAMIRA (Arfath Pasha et al., 2014) ana-
lyzes each word according to the possible mor-
phemes attached to it. It then uses language mod-
els to provide a morphological analysis, part-of-
speech, lemma, and diacritics for each word in
a text. Its accuracy score for part-of-speech tag-
ging is 0.923. MADAMIRA’s ability to provide
lemmatization makes it valuable tool for register
variation studies.

One issue regarding annotators involves
whether they are accurate enough to be used with-
out the need for a manual review of the results.
Another annotator issue is how well accuracy per-
sists when annotating texts in a different domain
from the training set. There is an apparent lack of
published research on using MADAMIRA in this
cross-domain fashion. MADAMIRA was trained
on transcripts of speech (Habash et al., 2012),
but the literature is less clear about the register
of Egyptian Arabic on which it was evaluated
(Arfath Pasha et al., 2014). We would expect the
average accuracy of MADAMIRA to shift either
up or down when applied to other registers of
the dialect as this phenomenon has been found in
other languages (Tseng et al., 2005; Derczynski
et al., 2013).

Numerous tagsets are available to use for Arabic
part-of-speech tagging (Arfath Pasha et al., 2014;



Alian and Awajan, 2018). A modified version of
the tagest employed by MADAMIRA was used for
CALM annotation. Verbs were annotated as such,
even in the presence of pronominal object suffixes
and prepositional proclitics. Additionally, a sec-
ond layer of annotation was applied to all verbs to
indicate certain verbal categories.  MADAMIRA
divides verbs into three groups: imperfect (i), per-
fect (p), and command (c). In CALM, two more
categories were created from the imperfect cate-
gory. Although verbs in the HABITUAL (h) and
FUTURE (f) are IMPERFECT, these were pro-
moted as separate categories for ease of searching.
Another change to MADAMIRA’s annotations in
CALM is the identification of negative imperatives
and their inclusion into the “command” category.
(The default tagset collapses imperfect verbs and
negative imperatives into one class.)

Annonation of CALM also includes a few
other adjustments to MADAMIRA’s output: (1)
MADAMIRA does not view the passive verbs as
a verb form but adds an extra layer of annotation;
these were folded into the basic verb paradigm in
CALM. (2) Slight differences in lemmatization in-
volved clarification by adding short vowels where
necessary.

Overall MADAMIRA performed relatively well
in annotating Movies and Blogs from CALM, and
a combination of post-processing, both manual
and automatic, made corrections when necessary.
Hereafter we refer to raw annotations as “non-
gold”, and corrected annotations as “gold”. Ta-
ble 8 shows both the non-gold and gold statistics
for the content shown earlier in Table 7.

Types Divers. Types/1M Types/1M
Verbs Words

Non-gold
Movies  2,867  7.44  14,608 5,999
Blogs  2,751  10.08  16,651  7,318 
Gold
Movies 2,279  5.88  11,574  4,768 
Blogs 2,079 7.53  12,510 5,530

Table 8: Diversity of verbs (non-gold and gold)

Table 9 gives the counts for each of the verb
types as annotated by the automatic tagger (the
“non-gold” annotations) and after human correc-
tion (the “gold” annotations), and the percent
change between the two annotation types. In all
cases, the cross-register differences in verb usage
that were significant in the gold subcorpora also

held in the non-gold subcorpora. This nearly holds
for the imperatives as well, except that the non-
gold corpora do not report a significant difference
in the use of the 2PL.IMPERATIVE in Blogs. As
explained earlier, the automatic tagger does not at-
tempt to categorize negative imperatives. For that
reason, each cell in its row contains ‘NA’ .

For verb diversity measures, MADAMIRA data
are nearly identical to the lists generated by hand
(i.e. those in Table 5) except for six verbs whose
counts were not accurate enough to reveal the sta-
tistically significant register differences. Regard-
ing comparative verbal diversity, MADAMIRA
scores diversity in Movies at 7.44% and in Blogs
at 10.08% (a difference of 2.64%) whereas manual
correction yields a difference in diversity of only
1.65%.

In conclusion, the annotations produced solely
by MADAMIRA would have led researchers to
nearly the same conclusions as those reached
above with hand-corrected annotated data. The
counts for overall verbs and verbal categories var-
ied in every case from the numbers provided by
the corrected annotations; however, the variations
were not enough to change the results. Except for
the IMPERATIVE category, MADAMIRA’s total
number of verbs in each category in Blogs changed
by less than 5% after hand-correction. In both sub-
corpora, MADAMIRA was consistent with the cat-
egories that it over- and under-represented: IM-
PERFECT and PERFECT were both overrepre-
sented, and IMPERATIVE and HABITUAL were
both underrepresented. The only exception was the
FUTURE category, which showed an underrepre-
sentation in Movies and the opposite in Blogs.

One difficulty MADAMIRA had was in dif-
ferentiating proper nouns from verbs, a challenge
since Arabic has no capital letters. IMPERFECT
and PERFECT were overrepresented due to mis-
classification, precision was lower on Movies, and
recall on proper nouns suffered. In Movies, 7 of the
top 10 words incorrectly tagged as verbs were ac-
tually names and titles given to people. Seventeen
word forms represent 1,239 of the 3,290 recall er-
rors of this type, comprising 37.6% of all the false
positives. Names in the Blogs subcorpus were also
problematic; in the top 30 false positives there, 8
were names (totaling 223 occurrences). This type
of ambiguity only accounts for 10.5% of the to-
tal number of false positives, though, likely due to
lower use of personal names in the Blogs.



Movies Blogs
Non-Gold % Change Non-Gold % Change

All verbs  38,518  -0.65  27,296  -1.16 
Imperfect  15,807  +5.44  11,448  +3.96 
Perfect  11,714  +12.47  9,343  +3.96
Command  3,762  -35.97  1,324  -38.22
Habitual  3,962  -5.35  3,301  -4.95 
Future  3,273  -0.82  1,880  +2.01
Imperatives
Neg. NA NA NA NA
Pos. 2SG.MASC 1,455  -40.95 692 -35.33 
Pos. 2SG.FEM 877 -31.75  179  -9.6 
Pos. 2PL 165  -28.88  89  -34.07

Table 9: Effect of hand correction for frequency counts

Overall MADAMIRA performed relatively well
in annotating the verbs in Movies and Blogs from
CALM. However, in order to achieve higher accu-
racy for this paper, the annotations were manually
reviewed and corrected. Throughout the process
of manual correction, high-frequency errors made
by MADAMIRA became apparent and a supple-
mental Python post-processor was developed to
target these mistakes. This program was able to
boost MADAMIRA’s precision score from 0.922
to 0.944. Although the post-processor was able to
reduce the number of corrections needed, every au-
tomatically assigned annotation was manually re-
viewed. Details are discussed elsewhere (White,
2019, forthcoming).

6 Conclusions and future work
This paper discussed the need for an Egyptian Ara-
bic corpus of spoken language transcripts and in-
troduced CALM, a new two-million word corpus
of spoken EA. It also conducted an analysis into
the use of verbs in two potential registers of EA.

The results show significant variance in the us-
age of verbs in Movies versus Blogs. These differ-
ences are consistent with variations found between
other registers in previous multidimensional anal-
yses. These results also lay the groundwork for fu-
ture studies by providing a description of some of
the dimensions of EA based upon empirical data.

We also showed that in spite of the challenges
in annotating Egyptian Arabic, an automatic tag-
ger was able to produce results that were not ap-
preciably different from those produced through a
process of manual correction.

The scope of this work was to show how a non-
trivial subset of CALM could serve as data for a
register analysis. It was limited in several ways,

all of which can be extended via further research.
First, a finer distinction into register types (es-
pecially blog subtypes) could be enacted, as has
been done for other languages. In addition, this
work involved annotations based on only one part
of speech (i.e. verbs), whereas other categories
could serve for similar analyses once annotations
are available. Third, given the ongoing debate
about whether transcripts of scripted speech can be
used to represent speech, more study should ascer-
tain how exactly dialogue and narration are char-
acterized for register in EA. Finally, insight could
be sought concerning the frequent use of the HA-
BITUAL in Blogs. Is this due to the narrative di-
mension, or some other one represented in Blogs?
Answers to this question can inform curricula for
Egyptian Arabic learners, who often find this fea-
ture difficult.
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