
 

 

 

Abstract 

Computer stylometry is the computer 

analysis of writing style. We use the 

computer stylometric techniques of 

Hierarchical Cluster Analysis, Principal 

Component Analysis and Machine 

Learning to examine the authorship of 

“The Liberation of Women” which is 

normally attributed to Qassim Amin. In 

particular we examine the assertion by 

Mohamed Emara that certain chapters of 

this book were written secretly by 

Mohammad Abdu, who was the Grand 

Mufti of Egypt. In our experiments, we 

consistently find that Qassim Amin is the 

more likely author of the disputed text. 

The experiments described in this paper 

were done using the “Stylometry in R” 

package of Eder et al. (2016).     

1 Introduction 

Women’s liberation was started in Egypt in the 

nineteenth century when Egypt was ruled by 

Mohammed Ali (1769-1849), and at that time the 

first school for training women was established. 

The school was used to train women to become 

medical assistants. Later Mohammed Ali opened 

the first primary school for girls. Ali sent many 

students to France to study there and to become 

leaders in different positions in the government. 

One of the students who was sent to France to do 

a Ph.D. degree was Qassim Amin. Qassim Amin 

finished his degree in law and traveled to France 

to stay there for about four years. Amin’s 

traditional view of society was altered, and he 

started to see Egyptian women’s lives through 

different eyes. He started to believe that life in the 

Egyptian community would not be improved 

unless the status of the women in society could 

improve. He believed that the main reason for 

their inferior position in the Egyptian community 

was ignorance about women and the lack of 

education. Accordingly, in 1899 he introduced his 

book “The Liberation of Women” (Amin, 2000) 

and used both rational Islamic arguments and 

emotional arguments to put forward his view. In 

his book, Amin called for women’s education, 

removing the veil, and reformation of marriage 

and divorce laws. Mohamed Emara who was born 

in December 1931 is an Islamic scholar, author, 

investigator, and member of the Islamic Research 

Academy at Al-Azhar, Cairo. He did his Master’s 

degree in Islamic philosophy at the Faculty of 

Science at Cairo University. He also got his Ph.D. 

from the same University in 1975. Mohamed 

Emara published many books about the life of 

many Islamic scholars including Jamal al-Deen 

al-Afghani, Abdul Razzaq Sanhouri Pasha, Sheikh 

Mohammed al-Ghazali, Rashid Rida and 

Muhammad Abdu. Emara stated in his book 

“Islam and Women in Mohammed Abdu’s 

opinion” (Emara, 1997) that many chapters of 

Qassim Amin’s book “Liberation of Women” 

were written secretly by Mohammed Abdu (1849-

1905) who was a teacher of Qassim Amin and a 

religious scholar, jurist, and liberal reformer. In 

this paper we used techniques of computer 

stylometry to examine whether it is more likely 
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that Mohammed Abdu wrote these chapters 

secretly or they were indeed written by Qassim 

Amin as generally thought.  

2 Related Work 

Discriminating between different authors is a 

challenging task, especially when there is a 

dispute about a text, and two or more authors have 

claimed that they have written this disputed text. 

Many studies in this field have tried to analyse the 

texts to find proof of authorship, and different 

approaches are used by researchers in the domain 

to find this evidence. A typical approach is finding 

the frequency of specific patterns appearing in the 

author’s texts. These can be, for example, the 

frequency of words, the word lengths, or the 

sentence lengths. Shaker and Corne (2010) used a 

set of 104 function words to analyze texts derived 

from samples extracted from the website of the 

Arab Writers’ Union (www.amu-dam.net). Their 

work was mainly inspired by Mosteller and 

Wallace’s (1964) typology of English function 

words. By shifting their focus to function words, 

they were able to effectively capture the author’s 

writing style regardless of the text’s topic, as the 

use of these words in a text is normally unrelated 

to the topic, and yet there appear to be significant 

differences in the way different authors use them 

in writing. Ouamour and Sayoud (2012) tested 

different character and word features using an 

SMO-SVM classifier on text samples extracted 

from textbooks. These features included character 

bigrams, character trigrams, character tetragrams, 

single words, word bigrams, word trigrams, word 

tetra grams, and rare words. The texts were 

collected from ten different authors who wrote 

their texts in the domain of travel. Kumar and 

Chaurasia (2012) used character n-grams, 

especially bigrams and trigrams, to solve the 

problem of authorship verification. The authors 

investigated the bigram in different positions in 

words. They tested bigrams in the initial, the 

middle position, and at the end of words. The tests 

were conducted for both English and Arabic texts. 

The results showed that the initial bigrams and 

trigrams were the most useful in accomplishing 

the task. Howedi and Mohd (2014) examined 

many features to classify authors according to 

style. The authors used different linguistic 

features such as character bigrams, character 

trigrams, single words, word bigrams, and rare 

words. The dataset used in these experiments was 

the same data as used by Siham and Sayoud 

(2012), the AAAT Corpus of ten ancient Arabic 

travellers.  Al-Zubaidi and Ehsan (2017) used the 

300 most frequent features to predict the authors 

in Arabic texts. The dataset consisted of 18 books 

written by three old Arabic philosophers, Ibnjuzia, 

Sakhawy, and Tusi. Each one of the authors was 

represented by six books. Five books were used 

for training, and the sixth book was used for 

testing purposes. In this paper we used different 

linguistic features to discriminate between 

authors. To predict the authors of the texts, we 

represented each text sample by a vector. The 

vectors were numerical representations containing 

the frequency of the linguistic feature used in each 

sample. We then created a matrix where the 

columns corresponded to linguistic features (i.e. 

word frequencies), and the rows corresponded to 

individual texts. Finally, the classic Delta distance 

was used to calculate the distance between 

vectors. A matrix was produced of the distances 

between each pair of texts, and these distances 

were used as the basis of the clustering techniques 

we used, Hierarchical Agglomerative Cluster 

Analysis (HACA) and Principal Component 

Analysis (PCA). The initial vectors were also 

used as inputs to a set of machine learning 

techniques.   

3 Corpus Description 

To check whether the chapters included in the 

book “Liberation of Women” were written by 

Qassim Amin or Mohammed Abdu, we built a 

corpus containing their writings about women. 

The corpus contained three different sources. Two 

of these were written by Qassim Amin, and the 

last one was written by Mohammed Abdu. The 

first texts used in the experiments were extracted 

from the first book “The Liberation of Women” 

which were the chapters about women, and these 

were the chapters which Mohammed Emara 

stated were written by Mohmmed Abdu and 

included in Amin’s book without any mention that 

they were Abdu’s contribution to this book. 

Emara assumed that Amin was not qualified 

enough to discuss this topic and supported his 

view by citing new interpretations for verses from 

the Holy Quran in these chapters. He assumed 

that only Amin’s teacher Mohammed Abdu was 

able to do this at that time. He also stated that the 

writing style of these chapters was more similar to 

Abdu’s style than Amin’s style. The second set of 

http://www.amu-dam.net/


 

 

 

texts used in the experiments, written by Amin, 

were extracted from the book “The New Women”. 

This book, written later by Qassim Amin after the 

death of Abdu also spoke about women’s rights 

and asked the community to give women more 

rights. The last texts contained in the corpus were 

a collection of Mohammed Abdu’s texts which 

were written about the rights of women. The texts 

were extracted from a book written by 

Mohammed Emara to discuss Abdu’s opinions on 

women’s rights in Islam. The following table 

describes the texts used to build the corpus: 
 

Book Author The extracted texts 

The 

Liberation 

of Women 

Qassim 

Amin 

G_L1 to GL5 

The New 

Women 

Qassim 

Amin 

G_N2 to GN5 

Mohammed 

Abdu's 

Opinion on 

Women 

Mohammed 

Emara 

M_MAB2_1 to 

M_MAB2_5 

Table 1:  Corpus Description. 

4 Experiments 

 In this case study we extracted various 

samples from each book to compare the style of 

the writing. Many linguistic features of the texts 

were then examined including the most frequent 

words, character 3 grams, and character 6 grams, 

to discriminate between Abdu and Qassim Amin. 

Two different methods for analysis were used to 

investigate the case which were Agglomerative 

Clustering, and Principal Component Analysis 

(Eder et al., 2016). Machine learning techniques 

were also used to label the texts according to 

author. 

4.1 Most Frequent Words Cluster 

In this experiment we used the most frequent 

words as a feature set to discriminate between the 

two authors. This set of most frequent words is 

usually a set of the function words. This set can be 

used by the same author to write on two different 

topics because these words are topic independent. 

The most frequent hundred words were used to 

automatically cluster the texts according to style. 

The following graph shows that the texts which 

were extracted from the book “The Liberation of 

Women” was clustered beside the texts which 

were extracted from the book “The New Women” 

which confirm that these texts were written by 

Qassim Amin, and the texts written by Abdu were 

clustered in a different branch on the left as shown 

below: 

 
Figure 1: The most frequent words cluster 

4.2 Character n-grams Clusters 

In this experiment, we used the features 

character 3-grams and character 6-grams. We 

uploaded the corpus after doing the tokenization 

process to produce the corpus in the required 

format. The tokenizer made a window of a 

specific length and then cut the words into the 

required length assuming that the space between 

words is a character so that we can find a token 

consisting of one character from a word and 

another character from the next word, 

concatenated with a space. For example, the token 

[y m] can exist in the corpus among the character 

3-grams tokens as a result of the two words 

(happy man). The following graphs show the 

results of the Agglomerative Clustering method 

using the features character 3-grams and character 

6-grams. 

 
 Figure 2: Character 3-grams cluster 

 



 

 

 

From Figure 2 we can see that the texts from the 

two books which were written by Qassim Amin 

were clustered together while the texts from 

Mohammed Abdu were clustered in the leftmost 

branch of the tree. In addition, the samples from 

the two books written by Amin were mixed inside 

the cluster, and this shows that this feature was a 

very useful feature to capture the fingerprint of 

Qassim Amin. The same scenario occurred when 

we used character 6- grams as a feature set to 

discriminate between the two authors. Figure 3 

below was produced by using character 6-grams 

as the feature set. 

 
 

Figure 3: Character 6-grams cluster 

4.3 Principal Components Analysis (PCA) 

 To confirm the results obtained by using the 

clustering technique using different feature sets, 

we used PCA analysis to find whether any groups 

of tokens occurred together in a specific group of 

documents more than the others so these could be 

used as a feature set to discriminate between the 

two authors. We ran the experiment using the 100 

most frequent words as the feature set and found 

out that the first principal component was useful 

to sperate the two authors in a clear graph 

showing that the texts which were extracted from 

the book “The Liberation of Women” were more 

similar to the texts which were extracted from the 

book “The New Women” than the text by 

Muhammad Abdu. Figure 4 shows that the texts 

which were written by Amin are separated on the 

left-hand side and the features used to build the 

model were also shown in the graph. The most 

frequent words show that Mohammed Abdu uses 

the term “Man” (الرجل) while Qassim Amin use 

the term “Men” (الرجال) when they speak about 

the male gender.  

 
Figure 4: PCA using the most frequent words 

 

In another experiment, we extracted the different 

morphemes which were available in the corpus by 

using the Farasa tools (http://alt.qcri.org/farasa/) 

to do word segmentation and the Stylo package 

(Eder et al., 2016) to find the most frequent 

features and used them as a feature set to 

discriminate between the two authors. The PCA 

showed that the different morphemes could be 

used to discriminate between the two authors as 

the texts of Qassim Amin were separated from 

Abdu’s texts by the first principal component. The 

following list of morphemes ( لت/ وا/  /هن / ب   /ف /

 were observed on Abdu’s side while the (ال

following list of morphemes (ها  /ات/ نا  ةي/ / ) were 

observed on Amin’s side on the graph. 



 

 

 

 
Figure 5: PCA using morphemes and Function 

words 

4.4 Machine Learning Techniques 

To check the results obtained by Agglomerative 

Clustering and PCA, we used machine learning 

techniques to find whither the chapters which 

were extracted from the book “Liberation of 

Women” would be classified or labelled as texts 

written by Qassim Amin or Mohammed Abdu. 

Ten samples were extracted from the book “The 

Liberation of Women” to be labelled by the 

classifier, and the texts from the book “The New 

Women”, besides the texts by Mohammed Abdu, 

were used as a training corpus to extract the 

useful patterns which could be used to predict the 

disputed texts. Five different machine learning 

classifiers were then used to predict the author of 

the ten samples, and the results confirmed that the 

sample texts were written by Qassim Amin. The 

following table shows the classifiers used together 

with the accuracy achieved using the different 

classifiers: 

 

Table 2:  Classifiers Accuracies 

This table shows the different accuracies obtained 

by using the different classifiers. For example, the 

accuracy 90% means that 9 samples out of the ten 

were classified as written by Qassim Amin and 

one sampled was classified as written by Abdu. 

5 Conclusion 

In this paper, we introduced a case study about 

Qassim Amin’s book “The Liberation of 

Women.” Qassim Amin was a liberal reformer 

who advocated giving women more rights in the 

Arab and Muslim communities. He assumed that 

the lack of education for women could affect not 

only women but also the whole society. Later 

some scholars including Mohammed Emara 

(Emara, 1997) reported that there are some 

chapters included in Amin’s book “The liberation 

of Women” which were written secretly by his 

teacher Mohammed Abdu. We decided to use the 

Computational Stylometry to investigate this 

argument and to find whither Abdu wrote these 

chapters or not. To do the experiment we built a 

corpus which contained different texts extracted 

from Amin and Abdu’s books. The disputed texts 

together with other texts extracted from the book 

“The New Women” were used to compare Amin’s 

style against the texts which were extracted from 

Abdu books on the same topic. Different features 

were used to investigate the texts’ writing style 

including the most frequent words, Character 3-

grams, and Character 6-grams. The character n-

grams were very useful features as they captured 

the fingerprint of the author.  The extracted texts 

from the two books written by Amin clustered 

together in one branch in the clustering tree. To 

confirm the results obtained using the clustering 

technique we used Principal Component Analysis 

(PCA) to analyse the texts. The results confirmed 

that the disputed texts were written by Amin and 

not by Mohammed Abdu, and the texts from 

Amin were perfectly separated by the first 

principal component. We then used machine 

learning techniques to check whether we can 

successfully label the texts according to the 

author’s writing styles. To do that we extracted 

samples from “Liberation of Women” and used 

them as a testing corpus to be labeled by the 

classifiers. We also extracted samples from “New 

Women” together with texts written by 

Mohammed Abdu on women’s rights to form a 

Classifier Words Character 6-

gram 

NSC 90% 90% 

SVM 90% 90% 

Naïve Bayes 80% 70% 

Delta 90% 80% 

KNN 80% 70% 



 

 

 

training corpus. Five different classifiers were 

then used to find the fingerprint of the authors 

from the training corpus to build the model and to 

automatically predict the author of the texts 

available in the testing corpus.  The results 

showed that the disputed texts were more similar 

to Qassim Amin’s style than Abdu’s style. In the 

future we would like to extend our experiments 

by adding more works written by Abdu and 

Qassim, possibly on different topics, as the most 

frequent words set of features is topic 

independent.  
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Abstract 

The focus of this paper is on how to 

compile and analyse a transcribed spoken 

Gulf Pidgin Arabic (GPA) corpus with a 

specific focus on the influence of length of 

stay in the Gulf on foreign expat female 

speakers of GPA. GPA is a simplified 

contact variety of the Arabic language 

used in the Gulf states for communication 

between native Arabic speakers and 

foreign workers and among the workers 

themselves. This study provides a 

quantitative analysis of language variation 

in GPA based on five morpho-syntactic 

features that are related to the length of 

stay in the Gulf: definiteness and 

indefiniteness, coordination, copular 

verbs, pronouns, and agreement in the 

verb phrase and in the noun and adjective 

phrase. Digital recorders and planned 

interviews were used for collecting 

accurate naturalistic data. Through a 

comparative corpus-based analysis of 

approximately 72,000 words spoken by 

GPA female participants, evidence from 

this corpus data indicates that length of 

stay in the Gulf seems to have a little 

effect on informants ‘choice between GPA 

linguistic variants. Newcomers and long-

term resident GPA female speakers in the 

Gulf shift towards Gulf Arabic (GA), the 

lexifier language, in only two features: 

definiteness and use of conjunction 

markers. 

1 Introduction 

The field of corpus linguistics has gained huge 

popularity in recent years. It has become one of 

the most wide-spread methods of linguistic 

investigation not only among the experts, but also 

many researchers who would not consider 

themselves to be corpus linguists have begun to 

apply methods of corpus linguistics to their 

linguistic statements and assumptions. Joseph 

(2004:382) states: ‘we seem to be witnessing as 

well a shift in the way some linguists find and 

utilize data – many papers now use corpora as 

their primary data, and many use internet data’.  

GPA has received relatively little attention in 

the literature apart from a few descriptive works 

such as Albakrawi (2013); Albaqawi (2016); 

Alghamdi (2014); Almoaily (2008, 2012); 

Alshammari  (2010); Al-Azraqi  (2010); Al-

Zubeiry (2015); Avram (2014, 2015); Gomaa 

(2007);  Hobrom (1996);  Næss (2008);  Salem  

(2013);  Smart (1990); and Wiswal (2002).  In this 

paper, we are particularly interested in what a 

corpus of GPA spoken data, ideally in the form of 

recordings aligned with an orthographic Arabic 

transcription, might tell us about the use of 

language. Length of stay in the Gulf and GPA 

language variation will be examined in this study 

from a sociolinguistic point of view, since the 

study of linguistic variation in contact languages 

can make a valuable contribution to the field of 

sociolinguistic variation and change. 

Traditionally, researchers in sociolinguistics were 

not interested in using corpora in their 
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investigations (Baker, 2010:1) until 1996 when 

McEnery and Wilson suggested a first possible 

relation with corpora. They showed the value of 

supplementing the qualitative analysis of 

language with quantitative data (McEnery & 

Wilson, 2003). In 2006, McEnery et al. also 

indicated that along with the speed of information 

processing, there are specialised software which 

can classify and select words to look at their 

frequencies between major classes, for example, 

male and female usage.  

This paper will start with a brief definition of 

pidgin and the situation of pidgin Arabic in Saudi 

Arabia. This will be followed by a discussion of 

compiling and analysing a spoken variety of 

Arabic, GPA, and the difficulties associated with 

that. Then we will analyse the impact of the 

number of years of residency by Asian female 

workers located in the Gulf as a potential factor 

conditioning language variation in GPA. The final 

section will provide some conclusions and 

suggestions for future studies on GPA.  

2 Definition of Pidgin  

In this section we will try to give a simple 

definition of pidgin and creole, regardless of the 

diverging views in defining these two contact 

language types. 

Pidgin: Pidgin is defined by Velupillai (2015) 

as “a language that emerges when groups of 

people are in close and repeated contact, and need 

to communicate with each other but have no 

language in common”. McWhorter (2001, 2004) 

also defined pidgins as the languages that result 

from maximal contact and adult language 

learning, and their speakers use them as 

“transitory tools” for passing exchanges. If people 

use this simplified version of language, pidgin, as 

an everyday language, a pidgin can become a real 

language, a creole. 

Usually a pidgin language is a blend of the 

vocabulary of one major language (i.e. language 

of the dominant group which is referred to as the 

‘lexifier’ or ‘superstrate’, in our case GA) with the 

grammar of one or more other languages (i.e. 

languages which are spoken by groups with lesser 

social status to the lexifier speakers which are 

referred to as the ‘substrate languages’. In our 

case they are from the following six different 

language groups: Tagalog, Punjabi, Sinhala, 

Malayalam, Sunda, and Bengali).  

 

3 The Situation of Pidgin Arabic in the 

Gulf States 

The situation in which GPA was developed is a 

textbook case of the situations that create a 

pidginised variety. Sakoda and Siegel (2003:1) 

write: 

Nowadays, the term “pidgin” has a 

different meaning in the field of 

linguistics. It refers to a new language 

that develops in a situation where 

speakers of different languages need to 

communicate but don’t share a common 

language. 

 

According to their definition, the situation in 

the Gulf States is ideal for the birth of a new 

contact language as the Arab Gulf States are 

located in the centre of the Old World1. Following 

the October 1973 “oil boom,” the Arab Gulf 

States (GCC)2 have experienced radical social, 

political and demographic changes in a very short 

time. This has led to an extremely rapid increase 

in the demand for foreign labour. The number of 

foreign labourers in the Gulf countries, especially 

the Kingdom of Saudi Arabia, rapidly increased, 

amounting to almost 4.4 million in 1985, a more 

than three-fold increase within a single decade. 

Also, the kingdom is the biggest economy in the 

Arab world, endowed with the world’s second 

largest proven oil reserves. This makes Saudi 

Arabia a major hub for population movements 

(De Bel-Air, 2014). Saudi Arabia, as stated by 

Avram (2013b), has a multilingual setting as do 

all Gulf countries; Gulf Arabic (GA) is a form of 

Colloquial Arabic language spoken by the 

indigenous people of the Gulf Region. Migrant 

workers, who come from various linguistic 

backgrounds and usually do not speak Arabic, 

come into contact with GA speakers as well as 

speakers of other Arabic dialects, and there is an 

urgent need for communication between the two 

groups, “Arabic-speaking locals and expats on 

one hand and non-Arabic speaking expats on the 

other” (Almoaily, 2012, p. 1). Thus, a simplified 

form of Arabic has developed as a result of this 

                                                           
1 Some geographers use the term Old World to refer to Asia, Africa, and Europe (see 

Mundy, Butchart, and Ledger 1992).  

 

2 Gulf Cooperation Council, which includes: Saudi Arabia, Kuwait, Bahrain, Qatar, 

United Arab Emirates, and Oman 



 

contact which is known as ‘Gulf Pidgin Arabic’ 

(henceforth GPA). GPA is a reduced system of 

language that is used for communication between 

foreign workers and the native speakers of Arabic. 

Indeed, GPA and GA are two distinct forms of 

language, with lexical, phonological, syntactic, 

and morphological differences. At the level of 

phonology, Albaqawi (2016) who conducted a 

study that investigated the phonetic variation 

within GPA spoken by Asian migrant workers in 

the Gulf countries concluded that the basic GPA 

phonetic inventory is either reduced or simplified 

and differences in phonology are limited in GPA 

varieties. However, one vital question should be 

asked: Does a local speaker use GPA when 

he/she is speaking to a GPA speaker? To answer 

this question, Almoaily (2008) asked 77 Saudi 

respondents if they ‘don’t mind using GPA with 

speakers who are not fluent in GA’. Half of the 

Saudi respondents agreed to use GPA with non-

Arabic speaking foreigners (especially among the 

younger generation of locals) and the other half 

either disagreed or strongly disagreed with this 

statement. He also claimed that locals’ use of GPA 

when speaking to GPA speakers was higher than 

50%.  

However, this issue is still a controversial and 

it depends on the quantity and quality of input 

which GPA speakers are daily exposed to the 

superstrate language, GA.    

4 Corpus and Methodology   

When spoken language is addressed, 

traditionally, a corpus linguistics work starts with 

deriving an orthographic transcription from a 

recording of large stretches of speech. The main 

aim of building a spoken language corpus is to 

acquire large amounts of data reflecting the 

natural use of language. Thus, all the data in this 

research are collected via interviews with female 

informants who do not speak Gulf Arabic as their 

first language. In order to examine such data, a 

quantitative variationist analysis of GPA 

variability was used.  In this study we attempt to 

provide a quantitative analysis which aims to 

discover the potential effect of the number of 

years spent in the Gulf on variability in GPA 

morpho-syntax.  

4.1  The Corpus  

The corpus consists of the speech of informants 

participating in interviews which were conducted 

in Saudi Arabia3. To test the influence of the 

length of stay on the GPA female speakers’ 

language variation, face-to-face recorded 

interviews were conducted between the subjects 

and the interviewer (the first author) by using a 

high-quality digital voice recorder4 and ranged 

from 16 to 27 minutes. The data-base consists of 

interviews with 72 GPA speaking female 

informants from six linguistic backgrounds 

(Malayalam, Punjabi, Bengali, Tagalog, Sunda, 

and Sinhala) as these substrate languages are the 

largest number of speakers in Saudi Arabia based 

on the results of the Population Census from De 

Bel-Air (2018).  Half of the data was produced by 

informants who have spent five years or less in 

the Gulf while the other half had spent ten years 

or more in the Gulf at the time the researcher 

interviewed them. This paper seeks to investigate 

whether the long-term residents have actually 

shifted towards GA or not. The structural patterns 

of GA that were collected from the newcomers of 

each language group were compared with those of 

long-term residents (e.g. newly-settled Tagalog 

speakers vs. Tagalog speakers who spent more 

than a decade in the Gulf). In other words, we 

compared their proportional use of GA tokens of 

the morpho-syntctic phenomena investigated in 

this study: Arabic definiteness markers (i.e. the 

prefix al-), Arabic conjunction markers (these 

markers are mostly the free morphemes wa ‘and’, 

laakin ‘but’, and aw ‘or’), object or possessive 

pronoun (i.e. subject pronouns in GA are the free 

morphemes , 1SG ana whereas object and 

possessive pronouns are always bound 

morphemes, 1SG -i.), copula (i.e. the GA copula fi 

is used overtly only in the past and future whereas 

it is covert in the present tense), and agreement in 

the verb phrase and the noun phrase with that 

produced by their newly settled counterparts. We 

opt to examine these morpho-syntactic features as 

we believe that they are adequate to test the 

proposed typological features (reduced inflection; 

reduction of agreement markers in verb and noun 

and adjective agreement, and reduced inventory 

of function words; copulas, definite and indefinite 

                                                           
3 All the interviews were conducted in the Saudi Central Province where Najdi Arabic – a 

sub-dialect of GA – is spoken 
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articles, and pronouns) that might be found in all 

pidgin and creole languages worldwide 

(irrespective of their input languages) see 

Almoaily (2013); Bakker (1995, 2003); Roberts 

and Bresnan (2008); Bakker, Daval-Markussen, 

Muysken, and Parkvall (2011); Sebba (1997); and 

Siegel (2004). 

Counting the lexical features has been excluded 

for two reasons: First, the purpose of this paper is 

to examine the structure of GPA rather than its 

lexicon. Second, vocabulary studies are more 

related to developed languages. For example,  

Malmasi, et al. (2016) identified a set of four 

regional Arabic dialects (Egyptian, Gulf, 

Levantine, North African) and Modern Standard 

Arabic (MSA) which are all native languages 

unlike the GPA which has no natives.  

General principles for the quantification of 

variability above the level of phonology are still a 

matter of debate (Macaulay, 2002). A number of 

researchers have come up with several approaches 

for the quantification of tokens. Some quantify 

them by the number of words as was done by 

Precht (2008) and Cheshire, Kerswill and 

Williams (2005). On the other hand, some 

researchers prefer to quantify them per minute or 

hour of speech in a sociolinguistic interview, as 

was done by Rickford and McNair-Knox (1994). 

In our case, we preferred to calculate the tokens 

per number of words as Almoaily (2013) 

suggested, irrespective of the length of the turn or 

the number of words produced in a minute of 

speech. Our reason was that the informants of our 

study have been exposed to GPA over a period 

ranging from eight months to twenty-five years, 

and newly arrived speakers are expected to speak 

slower than those who have spent more than ten 

years in the Gulf. 

4.2 Transcribing the Interviews  

The first author transcribed the interviews 

herself. It took nearly three hours to transcribe and 

revise only ten minutes of speech. She used 

Express Scribe Transcription Playback 

Software5and transcribed that segment of the 

interview manually6 (since the transcriptions of 

                                                           
5 Professional audio player software designed to assist the transcription of audio 

recordings (Free, cross- platform).  

 

6 Arabic transcription/dictation software tools for non- standard Arabic varieties or 

Arabic-based contact languages are inaccurate and thus were avoided in transcribing the 

data for the current study.  

the whole interviews are in Standard Arabic 

script). 

4.3 Annotation of Counting the Tokens  

In the corpus each variant of a variable is labelled 

with a unique code7. The example below shows a 

code and its meaning: 

Code:  (+روابط)/ ( - -روابط) 

Meaning: The conjunction marker is 

present (CONJ +)/ The conjunction marker is 

dropped (CONJ -). 

In order to count and retrieve the tokens from 

the transcribed interviews, we used the AntConc 

software8.  AntConc is one of the best tools for 

analysing a corpus. Froehlich (2015) refers to 

AntConc as a very good toolkit for finding 

patterns in language which would be difficult to 

identify just by reading the text. Figure 1 below 

shows how a transcribed interview appears with 

the AntConc program:  

 

 
 
Figure 1: Old Tagalog corpus 

 

 

We tried to find the frequency of occurrence for 

every linguistic feature chosen in the study (e.g. 

definiteness). The Concordance view showed 

whenever the chosen linguistic feature (e.g. 

definiteness) appeared in our corpus (e.g. Tagalog 

corpus newcomers) and some context of it (such 

as a window of x words). We did the same for all 

the corpus files that we had. We then calculated 

the percentage of tokens produced in every 

variant.  

                                                           
7 We used Arabic characters as a unique code. 

8 A freeware corpus analysis toolkit for concordancing and text analysis. 



 

To compare the use of the given variant by 

members of a sub- group with that of other sub-

groups (e.g. newly-settled female Tagalog 

speakers vs. long-term female Tagalog residents), 

the researchers used statistical analysis to look at 

the differences between two corpora. 

  This was used to establish the significance of 

the effect of the years of residency in the Gulf on 

variation in GPA. 

5 Issues in Compiling and Analysing a 

Spoken Corpus 

This study depends on using a suitable corpus 

and since GPA is only a spoken variety of the 

Arabic language, there was no such corpus 

previously available in electronic form. In 

addition, the GPA corpus is different from Arabic 

Learner Corpus as in Alfaifi and Atwell (2013).  

In the Arabic Learner Corpus, the students are all 

trying to learn Standard Arabic, while in the GPA 

corpus, the target language, whether GA or GPA, 

is a matter of debate. Thus, we had to design and 

build our own corpus. A number of difficulties 

and challenges were associated with 

implementing such a corpus. These included, size, 

balance (choosing informants), 

representativeness, and annotation. We will 

discuss the question of annotation here. 

Annotation: Annotating a corpus written in 

Arabic script presents challenges. Many dialects 

are written in different scripts, have no 

conventions for spelling and no large body of 

literature. In our case we have “code-mixed” text, 

interspersed with other languages (Arabic and 

English). As a first attempt, we labelled each 

variant of a variable with a unique Roman code 

(e.g. CONJ+ if the conjunction is used and CONJ- 

if the conjunction is dropped). This attempt failed 

because the AntConc software was not able to 

detect accurately the linguistic code switching 

within Arabic script text as Arabic script starts 

from right-to-left where English Roman script 

starts from left-to-right. To overcome these 

systematic changes in writing direction, we 

decided to retranscribe all our corpus files in a 

unified spelling system by using Arabic code 

instead of Roman code for the annotation (e.g. 

 the +الفعل الرابط the copula is used and  -الفعل الرابط

copula is dropped). This revised annotation works 

very well and it has been adopted in the main 

corpus. 

6 Results and Discussion 

6.1 New versus Old participants  

Each language group was split into two groups 

based on their length of stay in Saudi Arabia, or 

any other GA speaking country (5 years or less— 

referred to as “New” or 10 years or more— 

referred to as “Old”). Chi-squared tests were run 

to establish the significance of the effect of years 

of residency in the Gulf on variation in GPA.  

Results of simple concordance comparisons of 

the new and old participants are presented in 

Table 1. Comparing the percentages of occurrence 

of each variable gives us the opportunity to 

contrast the proportion of use of the GA variants 

as opposed to the proportion of use of the GPA 

variants. 

These were variants in definiteness, 

conjunction markers, the copula, object and 

possessive pronouns and agreement in the VP and 

in the NP and in the ADJP presented in table 1 

and Figure 2: 

 

GA Linguistics Feature GPA Informants 

new old 

Definiteness 10.7% 33.7% 

Conjunction Markers 12.9% 41.5% 

Copula Fi 54.7% 59.2% 

Object and Possessive Pronouns 18% 22.9% 

Subject-Verb Agreement 5.2% 8.4% 

Nominal Agreement 19.3% 26.6.% 

 
Table 1: Concordance and percentage used in the 

corpus of the new and old participants  

 

 

 



 

 
 

Figure 2: Data Comparison between New and Old 

GPA speakers 

 

6.2 Variation in Definiteness 

We noticed a possible link between the length 

of stay in GA speaking countries and the use of 

the definiteness marker al-. This shift towards GA 

was seen in all six language groups. The newly- 

arrived GPA speakers produced the definiteness 

marker in 10.7% of the cases, whereas the old 

members produced them in 33.7%. The chi- 

squared test revealed that the difference between 

the new informants and those who stayed longer 

in the Gulf in producing definiteness markers is 

significant at a p-value of 0.002.This noticeable 

shift towards using the GA definiteness marker 

among the long-term residents could potentially 

be a result of the fact that definiteness in GA is 

one of the morpho-syntactic features that are 

easiest to learn as it only involves adding the 

prefix al – or one of its allophones – to the target 

noun. 

6.3  Variation in the Use of Conjunction 

Markers  

The data reveals a major shift towards GA in 

the use of conjunction markers. This effect was 

seen in all six language groups. The newly- 

arrived GPA speakers produced conjunction 

markers in 12.9% of the cases, whereas the old 

informants produced them in 41.5%. The chi-

square test reveals that the difference between the 

new informants and those who stayed longer in 

the Gulf in producing conjunction markers is 

significant at a p-value of 0.001. This significant 

difference could be due to the fact that learning 

GA conjunction markers is not hard. GA 

conjunction markers are free morphemes (e.g. wa 

‘and’, and aw ‘or’). This result is in parallel with 

Almoaily (2013)’s study of male GPA speakers. 

6.4 Variation in the Use of the Copula 

In GA, there is no copula in the present tense. 

Thus, the focus here is on the use of the copula fi 

in the present tense in GPA. If long-term residents 

are found to drop the copula more than the 

newcomers, this might be an indication of a shift 

towards GA. The data reveals that the relation 

between the years of stay and the shift towards 

GA seems to be slightly negative at a p-value = 

0.35. Overall, there is no significant shift towards 

Gulf Arabic in the data of speakers participating 

in this study regarding the use of a copula, as new 

speakers dropped it on average 54.7% of the time 

and old speakers dropped it in 59.2% of the time. 

6.5 Variation in the Use of the Object and 

Possessive Pronouns 

GA personal pronouns inflect for number, 

person, and gender. In GPA, there are four 

variants for object and possessive pronouns: GA 

bound pronoun which agrees with the noun in 

person, number, and gender, GA bound pronoun 

which does not agree with the noun, free pronoun, 

and dropping the object or possessive pronoun. 

On average, newly-settled informants in all six 

language groups produced bound object and 

possessive pronouns in 24.2% of the cases, while 

the long-term residents produced them in 49.2% 

of the cases. The difference is significant at a p-

value of 0.0001. Note that the newcomers 

produced tokens of pronouns in free forms 71% 

of the time and the old group counterparts 

produced them 75.5% of the time. In fact, this 

high rate of free object and possessive pronouns 

indicates that the overall shift is clearly not 

towards GA (bound pronouns) but GPA (free 

pronouns). Since this feature (free pronoun) is 

found in the informants’ L1s, it could probably 

have some influence on GPA speakers and lead 

them to learn it at the first stage as reported in 

Almoaily (2012).  

6.6 Variation in Subject-verb Agreement 

In Gulf Arabic, the verb inflects for gender, 

number, tense, and person (Feghali, 2004). The 

data shows that there is a positive development 

related to the informant’s length-of-stay in the use 

of verbs: members of the new group tend to drop 

verbs more frequently (35.6%) than their old 

group counterparts (8.4%). The rate of dropping 

the verb is significantly higher in the data of new 

informants at a p-value of 0.0002. However, it 



 

seems that there is no development in acquiring 

agreement in the GA verbal system. Overall, the 

data revealed that all of the informants rarely 

produced the form of the verb that is used in GA 

(i.e. fully inflected verb forms that agree with the 

subject in number, gender, and person). Compare 

the overall percentage of new-comers who 

produced a fully inflected GA verb only in 5.2% 

of the total number of tokens, with that of old 

informants who produced it in 8.4%. Yet, the 

difference is not significant (p-value= 0.22). Note, 

the overall shift is clearly not towards GA, as the 

use of forms of verb markers which do not agree 

with the noun in gender, number, and person are 

predominant in the data of both new and old 

speakers. 

6.7 Agreement in the NP and in the ADJP 

In GA, the adjectives agree with the head noun 

in gender, number, and definiteness (Feghali 

2004, Smart 1990, Almoaily 2008). The data 

show that there is a little positive improvement in 

the occurrence of nominal agreement by the 

participants who stay long in the Gulf as 

compared to their new counterparts. We have 

noticed that long-term residents produce a few 

more tokens of noun-adjective agreement in 

number and gender than their new counterparts. 

The new informants produced agreement tokens 

in 19.3% of the total number of cases, while their 

long-term counterparts produced it in 26.6 % of 

the total number of cases. Although the difference 

is not statistically significant (p-value = 0.08), and 

even though there is obviously a vast amount of 

variation within the groups, there seems to be a 

trend towards the acquisition of GA norms. 

 

7 Conclusion 

The main aim of this study was to examine 

how to build and analyse a spoken corpus for a 

sociolinguistic investigation. Indeed, we expected 

to face difficulties when deciding on size, balance, 

representativeness, and annotation of our spoken 

corpus. Compiling and analysing the corpus for 

this investigation were the most demanding task 

and time-consuming task (see section 5). First, 

choosing GPA speakers who meet certain criteria 

and convincing them to participate in the 

interview was not an easy task. Many simply 

refused to be interviewed and many others were 

too busy to take part in this study. Also, 

transcribing the interviews and choosing the 

appropriate transcription protocol for Arabic 

script presented greater challenges. The strategy 

we employed to overcome, or lessen the impact of 

these problems was by transcribing all our corpus 

files in a unified spelling system by using Arabic 

code instead of Roman code. It was very fruitful 

technique (see section 4). 

The study also was aimed to investigate 

language variation in GPA resulting from the 

speakers’ length of stay in the Gulf. The analysis 

suggests that this factor seems to have a little 

effect on informants ‘choice between GPA 

linguistic variants. We expected long-residence 

speakers to produce more GA tokens than the 

newly-settled GPA speakers. They have made a 

significant shift to GA after spending ten years in 

the Gulf in two linguistic features only: 

definiteness and conjunction (p-value=0.002, p-

value=0.001) respectively. There are some factors 

which we believe could have had an effect on the 

informants’ choice between the selected features’ 

variants. This could potentially be a result of the 

fact that most of the informants are female maids 

living with a local family who mostly use GA 

when communicating with them, which could 

play a major role on the process of acquiring a 

language. This in turn leads them to rapidly learn 

the language of the host community and 

effortlessly adopt the system of Gulf Arabic (the 

target language). Another effect on the 

informants’ choice between the selected feature 

variants is that it may depend more on the amount 

of GA input that GPA speakers receive during 

their stay in the Gulf (rather than the language of 

origin), different learning abilities to learn a 

language, and motivation. 

 We conclude this study with a set of 

recommendations for future research on this 

pidgin language. First, we suggest considering the 

role of input in pidgin formation. Second, we will 

conduct a comparison study to investigate male 

and female GPA production and effect of the 

language of the origin. Finally, it would be fruitful 

to conduct and computationally analyse more 

data-based studies of Arabic-based pidgins which 

are less known in the literature of non-Indo-

European pidgin languages.  
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Abstract 

This paper follows a recent court case which 

judged that “Don't despair” (لا تيأس) by Aaidh ibn 

Abdullah Al-Qarni was plagiarized from Salwa 

Aladian’s “That is how they defeat Despair” ( هكذا

 We use techniques of computational .(هزموا اليأس

stylometry, Hierarchical Agglomerative 

Clustering Analysis and Principal Components 

Analysis, to show that the disputed sections not 

only resemble Salwa’s work in content, but also 

in writing style.   

1 Introduction 

Aaidh ibn Abdullah al-Qarni was born in 1960 in 

Saudi Arabia. He graduated from Imam 

Muhammad Ibn Saud University and became one 

of the most respected scholars in his country. Later 

he published more than 80 books in a very short 

time and became a very famous writer. In 2003 he 

introduced his book “Don’t be sad” (لا تحزن) and it 

was one of the most successful books not only in 

Saudi Arabia but also in the world. The book 

addressed both Muslims and non-Muslims and was 

translated into many different languages. More 

than 10 million copies of his book were sold, and 

his followers increased. In 2012 Al-Qarni was 

found guilty of plagiarism, as Salwa Aladian 

claimed that he took many “Success stories” from 

her book “That is how they defeat Despair” ( هكذا

 and used them in his book “Don't (هزموا اليأس

despair” (لا تيأس). without putting any referencing 

to her work. Salwa stated that she collected these 

stories and used them in her book using her writing 

style. She said that Al-Qarni took the stories ready 

from her book and had stolen her book’s 

introduction as well.  

Al-Qarni’s followers started to attack Salwa on 

social media and a fight of words took place 

between Salwa’s family and Al-Qarni’s supporters. 

Abdallah (2019) said that “The cleric had used his 

religious standing and media exposure to rally a 

group of dedicated students and followers against 

Salwa. These followers promptly used online 

forums and social media websites to attack the 

young author.” The case took about one year, and 

Al-Qarni continued to deny the fact that he took the 

stories from Salwa’s book. Salwa said that she 

trusted the justice in Saudi Arabia, and she 

introduced her case to the court. After reviewing 

the books, the court found that Al-Qarni was guilty 

and fined him. Al-Qarni paid 300,000 Saudi Riyals 

to Salwa and apologized to her after he stated that 

this was not his fault. Al-Qarni said that he had 

asked one of his students to collect stories about 

successful people and the student collected all of 

them from Salwa’s book. In 2018, Al-Qarni was 

found guilty in another academic dishonesty case. 

The London-based Arabic language newspaper 

Arabi21 said that the heirs of the Syrian writer 

Abdel Rahman Raafat Pasha had won a case 

against Al-Qarni for allegedly stealing their father's 

book "Pictures of the Lives of the Companions."  

(See: https://m.arabi21.com/Story/1072807). Al-

Qarni was convicted of reading specific paragraphs 

from the book on a television program without 

giving any reference to the original author. Al-

Qarni had to pay a fine of 30,000 Saudi Riyals for 

infringing intellectual property rights and 120,000 

Writing Styles of Salwa and Al-Qarni 
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Saudi Riyals to Abdel Rahman Raafat’s family, in 

addition to the obligation to stop broadcasting or 

rebroadcasting the program. "After five years of 

litigation, we got a verdict against one of the 

preachers on behalf of a group of heirs. The 

preacher raided a book by their father, may Allah 

have mercy on him, and the judge sentenced him 

to a fine of 30 thousand, and ordered compensation 

of our client with 120 thousand, and we will ask for 

more than this" said lawyer Abdul Rahman Al-

Lahim, who was appointed by the heirs of Pasha. 

2 Related Work 

Ouamour and Sayoud (2012) tested different 

character and word features using an SMO-SVM 

classifier on text samples extracted from textbooks. 

These features included character bigram and rare 

words. The texts were collected from ten different 

authors who wrote their texts in the domain of 

travel. Sayoud (2012) also studied the difference in 

writing style between the Quran (The Muslim holy 

book) and the Hadith (sayings of the Prophet 

Muhammad). In his experiments, he extracted four 

segments from each book and used a hierarchical 

clustering algorithm to cluster the text according to 

style. For each book, four segments were extracted. 

In the first experiment, Sayoud investigated the use 

of discriminative words such as ‘those’ ( الذين) and 

the word ‘earth’ ( الأرض   ). He noticed that these 

words appeared more often in one of the books 

than in the other, so he decided to use them as a 

feature set.  In the second experiment, he used 

word length to discriminate between the two styles. 

Finally, in the third experiment, he used a new 

parameter called COST. The COST parameter is a 

cumulative distance measuring the similarity 

between the ending of one sentence and the ending 

of the next.  This gives an estimation measure of 

the poetic form of the text. When Arabic poets 

write a series of poems, they make a termination 

similarity between the neighboring sentences of 

the poem, such as the final syllable or letter. This 

known in Arabic as rhythm or “Qafeia”.  

Hadjadj and Sayoud (2016) also investigated the 

authorship of the Quran and the Hadith, 

implementing two experiments to explore whether 

their writing styles are similar of different. The first 

experiments used Manhattan centroid distance and 

the SMO-SVM classifier, while the second 

experiment used hierarchical agglomerative 

clustering. Three main features were extracted 

from the dataset: interrogative words, the 

discriminative words, and COST. The purpose of 

Sayoud’s experiments on the Quran and Hadiths 

was to challenge the assumption that the Quran 

was invented by the Prophet Mohammed (and 

therefore not handed to him by God). He tried to 

show that the books have two distinctive styles and 

therefore could not have been written by the same 

author (Sayoud, 2017). 

Alwajeeh, Al-Ayyoub, and Hmeidi (2014) 

manually collected texts from Arabic news 

websites. The texts consisted of 500 different 

articles written by five different authors. They then 

ran their data through two well-known classifiers, 

i.e. Naïve Bayes and SVM. In their experiment, 

they achieved near-perfect accuracy for both 

classifiers. AbdulRazzaq and Mustafa (2014) claim 

to be the first to the use classic Delta distance 

(Burrows, 2002), a measure of difference between 

two texts, to find the authorship of Arabic texts. In 

their study, they demonstrated the suitability of this 

method for Arabic texts by using a database 

containing 30 books written by five different 

authors. The results showed that word bigrams and 

word trigrams were the most suitable features for 

Arabic authorship studies. Rabab’ah et al., (2016) 

used two common approaches, i.e. BOW and 

Stylometry Features (SF), to find authorship in 

Arabic tweets. The authors collected tweets from 

twelve famous Arabic Twitter users, professionals 

working in different fields, e.g. religion, politics, 

sport, academia, and music, each with many 

followers. Some of the features were extracted by 

the morphological analysis tool MADAMIRA 

(Pasha et al., 2014). This tool returns useful 

information about the words like aspect, gender, 

mood, and part of speech. Other features like the 

unigram and BOW were extracted using the Weka 

tool (Hall et al., 2009). The following classifiers 

were tested to find which set of features produced 

the highest accuracy: Naïve Bayes, Decision trees, 

and SVM. The results show that combining all the 

feature sets they computed yields the best result.  

Shrestha et al. (2017) used Convolutional Neural 

Networks (CNNs) to perform authorship 

attribution task of tweets. They used character n-

grams as the feature set and provided a strategy to 

improve model interpretability by estimating the 

importance of input text fragments in the predicted 

classification. The results showed that CNNs 

outperformed the previous methods.  



 

 

3 Corpus Description 

To build the experimental corpus we used some 

sample texts from Salwa’s book “That is how they 

defeat the Despair” (هكذا هزموا اليأس) and sample 

texts from Al-Qarni’s books “Thirty reasons for 

happiness” (ثلاثون سبب للسعادة) and “Characters from 

the Holy Quran” (شخصيات من القرآن الكريم). In 

addition, four samples from the disputed text were 

taken from the document produced by Salwa to 

compare the plagiarised text with her book. The 

length of each sample in the corpus was 2000 

words. Table 1 shows the texts which were used in 

the experiments: 

 

Text Book Author 

X_1_1 The disputed 

text 

? 

X_2_1 The disputed 

text 

? 

X_3_1 The disputed 

text 

? 

X_4_1 The disputed 

text 

? 

Q_1_10_15_11 Thirty 

reasons for 

happiness 

Al-Qarni 

Q_1_3_8_1 Thirty 

reasons for 

happiness 

Al-Qarni 

Q_2_30_40_1 Characters 

from the Holy 

Quran 

Al-Qarni 

Q_2_15_25_1 Characters 

from the Holy 

Quran 

Al-Qarni 

Q_2_3_9_1 Characters 

from the Holy 

Quran 

Al-Qarni 

S_30_40_12 That is how 

they defeat 

the despair 

Salwa 

S_45_56_1 That is how 

they defeat 

the despair 

Salwa 

S_15_25_1 That is how 

they defeat 

the despair 

Salwa 

                                                           
1 Q_1_10_15_1 means the sample was taken from the first book of Alqarni pages 

from 10 to 15 

S_60_71_1 That is how 

they defeat 

the despair 

Salwa 

S_90_100_1 That is how 

they defeat 

the despair 

Salwa 

Table 1:  Corpus Description. 

 

In these experiments, we used Principal 

Components Analysis (PCA) to find whether the 

disputed texts would cluster with Al-Qarni’s texts 

or with Salwa’s text. We also used cluster analysis 

using the hierarchical agglomerative algorithm and 

the classic Delta intertextual distance measurement 

to cluster the texts according to textual similarity 

which is a proxy for writing style. 

3.1 PCA Analysis Using the Most Frequent 

Words 

Principal component analysis (Everitt, 2006) is a 

feature extraction technique. Sets of features (such 

as most frequent words) tend to co-occur in similar 

documents, and together they make up a principal 

component. This technique can be used to reduce 

the dimensionality of many variables by ranking 

and sequentially extracting the components 

according to how much they contribute to the 

overall variance in the model.  The features which 

show up more in a specific group of texts and show 

up less in another group are used to discriminate 

between the texts. PCA is very useful when we 

have little data, and we had few texts to compare 

between Salwa’s style and Al-Qarni’s style. It 

would have been better if we could have used all 

the texts from the book La-Tayaas, but the decision 

of the court made it very difficult to find the whole 

book. Thus we used the texts which were produced 

by Salwa to compare her book with Al-Qarni’s 

book and used the PCA technique to extract the 

most important features from these texts. The 

initial feature set which we used to discriminate 

between the two authors was the most frequent 

words. Figure 1 shows that the disputed texts 

which were represented by X_1, X2_1, X3_1, and 

X4_1 were placed on the right-hand side together 

with Salwa’s samples. It is possible to plot the texts 

and the words which most characterize them on the 

same graph. Words which occur frequently in the 

texts are plotted near those texts, and those which 

2 S_30_40_1 means the sample was taken from Salwa’s book pages from 30 to 40 



 

 

occur infrequently in those texts are plotted far 

away. The axes show how correlated the texts and 

words are with each principal component. In figure 

1, the most useful extracted words are shown 

together with the different samples. Figure 1 shows 

that the writing styles of Salwa and Al-Qarni can 

be distinguished by the words of the first principal 

component, since Al-Qarni’s texts appear on the 

left, and Salwa’s texts (including the disputed 

samples) appear on the right. The following list of 

words was seen on Salwa's side: 

 :غير /Not :لم / Which is :أنه/ Before :قبل / With :مع 

Except /في: In / إليه: To / بين: Between /كل: All /التي: 

Which was/ كانت: Was / لها: For it  

This list of words was seen on Alqarni's side: إن: 

So / إذا: If / أو: Or / عند: Have / فلا: Not/  لك: For 

you/ علي: On/ الي: To/ هذا: This/ لا: Not / بها: On 

that/ كيف: How/  هو: He/ يا: Oh /إلا: Except/ وما: 

And not/ وقال: Said/  يقول: Is saying/  لما: When.  

 

 
Figure 1: PCA including the MFW 

3.2 PCA Using Morphemes  

In this experiment we used the Farasa tool 

(Abdelali et al., 2016) to extract the different 

morphemes contained in words as the feature set to 

discriminate between the two authors. For example 

the following morphemes ( ت /ب/ ها    were (ه /

observed on Salwa’s side on the graph, while the 

morphemes ( ل  /وا ف  / ون  / ) were on Alqarni’s side. 

The following PCA graph (figure 3) shows the 

results obtained using this feature set. Once again, 

the disputed texts appeared on Salwa’s side of the 

graph, showing that they were written in her 

writing style.  

 

Figure 2 PCA using morphemes 

3.3 Cluster Analysis Using the Most 

Frequent Words 

In this experiment we used the Hierarchical 

Agglomerative Clustering Algorithm (HACA) 

(Everitt, 2005) to cluster the texts according to 

style. The most frequent words were used as a 

feature set and the classic Delta measure was used 

to measure the distance between the different texts. 

HACA displays the texts under analysis in a form 

of upside-down tree called a dendrogram, where 

the leaves are the texts and the branches show the 

distances between them. Thus, texts in a similar 

writing style will be placed close together, and 

dissimilar texts will be placed far apart.  From 

figure 4, it is clear that the disputed tests X_1, X_2, 

X3_, and X_4 were clustered under the same 

branch which contained Salwa’s samples. In 

addition to that, the samples were mixed with 

Salwa’s samples, and they did not form a subset 

group. The samples which were taken from Al-

Qarni’s books were clustered together, and as we 

can see the samples from the first book formed a 

subset group and the samples from the second book 

also did so. This indicates that the stories of the 

“successful people” were taken from the book 

together with Salwa’s style and very little 

paraphrasing was done for the texts. Salwa stated 

that she collected these stories and wrote them 

using her style to motivate the readers, and Al-

Qarni took her effort without even putting any 

reference. 



 

 

 
 

Figure 3: Cluster analysis using MFW 

4 Conclusion 

In this paper we introduced a recent case which 

occurred between two Saudi writers. Al-Qarni who 

is a very famous writer in Saudi Arabia was found 

guilty after the young female writer Salwa 

introduced a case against him to the court. To 

investigate Salwa’s claim we collected some texts 

written by Al-Qarni and others written by Salwa to 

find which texts the disputed texts were more 

similar to. We used different features including 

single words, and morphemes contained in words. 

In addition, two different methods were used to do 

the analysis namely Hierarchical Agglomerative 

Clustering Analysis and Principal Component 

Analysis.  

To sum up, Al-Qarni confirmed that the stories 

were taken from Salwa’s book as the designated 

student for the task of collecting them took all the 

stories from one source which was Salwa’s book. 

This was a problem mentioned by Al-Qarni 

himself, but another problem was that, as we can 

see from the results above, the collected stories 

were included in Al-Qarni’s book without doing 

more paraphrasing to reproduce the stories in Al-

Qarni’s writing style.  This made Salwa’s 

fingerprint still visible in the texts, as we saw when  

the disputed texts clustered together with the texts 

in Salwa’s branch of the HACA dentrogram, and 

the disputed texts appeared on Salwa’s side of the 

PCA plot.  
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Abstract

There is vast untapped potential in relation
to the use of social media for monitoring
the spread of infectious diseases around
the world. Much previous research has
focussed on English only, but the Arabic
twitter universe has been comparatively
much less studied. Motivated by impor-
tant issues related to levels of trust, qual-
ity and reliability of the information on-
line, here we consider the variety of infor-
mation sources. As a first step, we find
that numerous accounts disseminate infor-
mation via Arabic social media, and we
group them into five types of sources: aca-
demic, media, government, health profes-
sional, and public. We perform two ex-
periments. First, native speakers judge
whether they can manually classify tweets
into these five groups, and then we re-
peat the experiment using various Ma-
chine Learning (ML) classifiers. We find
that inter-annotator agreement is 0.84 for
this task, and ML classifiers are able to
correctly identify the type of source of a
tweet with 77.2% accuracy without knowl-
edge of the user and their bio or profile, but
with 99.9% accuracy when provided with
this information.

Keywords: Arabic, Infectious diseases,
Machine Learning, Natural Language Pro-
cessing, Twitter.

1 Introduction

People participate in the social web to express
their opinions and provide information, which also
gives researchers the opportunity to analyse those
opinions across larger scale populations than is
otherwise possible. One aim of this process is

to summarise general opinions regarding interna-
tional, national, or local events or themes in the
huge amount of data available on the Internet.
Twitter1, one of the most popular tools for mi-
croblogging in real time, is used by people and
organisations alike to share information on differ-
ent topics, and these can include emergency and/or
vital public health information. Due to its popular-
ity as a communication platform, it can be difficult
to distinguish reliable information from popular
opinions or rumours and this is especially prob-
lematic in emergency or health-related scenarios.

In this paper, we consider that it is important
to assist reliability and trust judgements by taking
into account the source of the information along-
side the content of tweets. Hence, via the Twitter
API we collected 1,266 tweets containing infor-
mation about infectious diseases which we cate-
gorised into five types of sources: academic, me-
dia, government, health professional, and public.
First, in order to validate the suitability of the
groupings, two Arabic native speakers performed
an independent manual labelling of each tweet into
one of the types. The resulting inter-coder reliabil-
ity was 0.84. Second, in order to see whether the
grouping can be replicated on a much larger scale,
we applied several ML models including Logis-
tic Regression, Random Forest Classifier, Multi-
nomial Naı̈ve Bayes Classifier, and Linear Support
Vector classifier. We evaluated the results using
10 fold cross validation for each model. The lin-
guistic features we used to train the systems were
selected via the best features based on univariate
statistical test. The results show that the ML algo-
rithms correctly classified tweets with up to 77.2%
accuracy. We also prove that the bio of the tweet
source is an important key that can be used in clas-
sification.

1http://twitter.com/



The rest of paper is organized as follows. Sec-
tion 2 covers related background work. Section 3
describes the data collection methods. Section 4
presents the manual coding and Inter-rater relia-
bility. Section 5 focuses on the ML models. Sec-
tion 6 discusses and visualizes the results. Sec-
tion 7 contains our conclusions and suggests future
work.

2 Related work

There has been a growing interest in Arabic lan-
guage processing on social media data and Twit-
ter in particular, but only a small part of this re-
search is related to health and medicine topics as
we show in this section. In contrast, a growing
number of studies have analysed tweets for the
public health information they contain in English
and other languages such as Chinese and German
(Charles-Smith et al., 2015). We summarise this
research in what follows.

Arabic related research: Very few papers have
described the use of Arabic tweets for studies
around health and medicine topics. Khalid and
others (2015) evaluated the correctness of health
information on twitter based on its medical accu-
racy. They found that 51.2% of tweets contained
false information. The study showed the need for
policies on using the social media for health care
information. The study of (Alayba et al., 2017)
used twitter for sentiment analysis of health ser-
vices. They collected unbalanced twitter data and
annotated it using three annotators by selecting the
most frequent tags in each case. They used ML
and deep neural networks techniques in their ex-
periment and achieved 91% accuracy using sup-
port vector machines. A survey performed by (Al-
sobayel, 2016) concluded that twitter is the most
frequently used by health care professionals in
Saudi Arabia for the aim of professional develop-
ment.

English related research: In contrast to Ara-
bic, there is a much larger body of work util-
ising twitter in English for research on health
and medicine related topics. The previous stud-
ies of Paul and Dredze (2011), Aramaki et al.
(2011), Breland et al. (2017), and Sinnnenberg
(2017) have proved that twitter contains valu-
able information on public health. These stud-
ies show the power of Natural Language Process-
ing (NLP) techniques for learning new informa-
tion from twitter for public health research and to

support health informatics hypotheses. The Epi-
demic Sentiment Monitoring System (ESMOS) is
an example of tools that visualise Twitter users’
concerns towards specific health conditions de-
veloped by Ji, Chun, and Geller (2013) in order
to reduce the time of identifying peaks and on-
going monitoring of diseases required by public
health officials. They also displayed a knowledge-
based approach that utilises a medical ontology,
an open source Disease Ontology developed by
(Arze et al., 2011), to identify the occurrence of
illnesses and to analyse the etymological expres-
sions that provide subjective expressions and po-
larity of emotions, sentiments, conclusions, indi-
vidual states of mind, etc. with an opinion clas-
sifier (Ji et al., 2016). In (Yepes et al., 2015), pi-
lot results were demonstrated in relation to future
directions to investigate when using Twitter infor-
mation for public health. Other research (Charles-
Smith et al., 2015; Paul et al., 2016) has analysed
social media articles in supporting public health
in order to show the effectiveness of this strat-
egy. These papers recommend a combination of
social media with other techniques to measure dis-
ease surveillance and spread. The goal of the
study in (Sivasankari et al., 2017) was to produce
a real time system for the prediction and detec-
tion of the spread of an epidemic by identifying
disease tweets by graphical location. Good ac-
curacy and quite diverse expressions were uncov-
ered targetting health-related subjects (Doan et al.,
2018). Although the results depend only on four
months of Twitter data, the paper develops a useful
approach to extracting cause-effect relationships
from tweets. Other researchers have combined
Twitter data with Google Trends data for tracking
the spread of infectious diseases (Hong and Sin-
nott, 2018). A study by Ahmed and others (2018)
analysed the twitter data from infectious disease
outbreaks. The study developed new insights into
how users respond during infectious disease out-
breaks and reflects on users’ response in associ-
ation with the sociological concept of the moral
panic. They also suggest to examine the tweets in
other languages.

Although the above studies use a variety of dif-
ferent approaches in NLP for showing how twitter
data can be used for public health applications in-
cluding monitoring the spread of some diseases,
they only consider the information content and do
not attempt to study the trust or reliability of the



sources of information. While social media users
share information about disease outbreaks, symp-
toms, drug interactions, diet success, and other
health behaviors (Paul et al., 2016; Yepes et al.,
2015), more than half of the tweets may contain
false information (Alnemer et al., 2015). Hence,
there is a clear requirement to filter this informa-
tion in some way, and hopefully to study the ways
in which we can reduce the noise of false infor-
mation and to find tweets with more reliable in-
formation of a higher quality. A key first step to
do this is to consider the source of the information
since this helps the reader to determine how reli-
able the information is, for example by comparing
a tweet on a specific topic by a health professional
versus something similar via a member of the gen-
eral public. Most previous research has focussed
on the content of the tweets and not on the source
of the information, hence we take a new approach
in this paper to combine the two elements together.

3 Data collection

First, we collected 10,000 Arabic tweets via the
Twitter API between December 2018 and Febru-
ary 2019. We defined the keywords related to in-
fectious diseases. These keywords were gener-
ated by translating an English Disease Ontology,
a medical Ontology, developed by Schirmal et al
(2011) since we were unable to locate a suitable
Arabic equivalent. Using the Disease Ontology al-
lows us to find all terms related to infectious dis-
eases with a set of synonyms (Ji et al., 2016). The
Twitter API does not allow us to retrieve enough
historical tweets unless we know the user ID in
advance. Therefore, we followed two strategies in
collecting tweets:

• collect tweets containing words from the key-
word list.

• from a suitable user account (discovered us-
ing the first step), collect all historical tweets,
and filter them depending on the keyword list.

Next, we filtered the tweets manually by remov-
ing advertisements, spam, and retweets. After
that, we devised Python scripts to clean the tweets
by removing URLs, mentions, hashtags, num-
bers, emojis, repeating characters and non-Arabic
words. We also automatically normalised the Ara-
bic tweets and tokenised them. The first author of
the paper first classified each of the tweets manu-
ally into one of the five groups described in Sec-

tion 3.1. Second, we asked another Arabic native
speaker to independently classify the tweets into
the same five groups in order to calculate inter-
coder reliability as described in Section 4.2.

3.1 Tweet categorisation
Based on our initial manual reading of the tweets,
we decided on five types of users to classify the
tweets into, taking into account the various levels
of trust that might be associated with each type.
For each category listed below there is a small de-
scription with examples illustrated in Table 1.

Academic: the tweet is written by academic re-
searchers in higher education. To illustrate,
this could be a researcher who carries out
studies about infectious diseases.

Media: the tweet is written for newspapers or
magazines whether they are general media or
health specific ones. In most cases it contains
news about infectious diseases.

Government: the tweet is written by a user
account that represents the government in
some official capacity such as the ministry
of health. It may include news, admonition,
warning, or general information related to in-
fectious diseases.

Health professionals: the tweet is written by doc-
tors, nurses, or other health service practi-
tioners. In other words, any person who is
employed or trained in the health domain and
writes the tweet on any information related to
infectious diseases.

Public: the tweet is written by members of the
general public. It may include information
on infectious diseases, feeling sick, or giving
advice to someone. Also, it may be written
in many dialects since the people come from
many Arab countries.

Table 2 shows the number of tweets in each cat-
egory after filtering and preprocessing. The total
number of tweets is 1,266 with only 56 tweets in
the media category and 436 tweets in the public
one. The reason for this is that there are few me-
dia accounts that tweet about infectious diseases
whilst many members of the public tweet on the
topic. In the other categories (academic, govern-
ment, and health professionals), there are a rela-
tively well balanced number of tweets which are
239, 258, and 277, respectively.



Category Tweet in Arabic Translated tweet to English

Academic

���r� T�§d� Tyml� T�C¤

H�rh�� x¤ry� �¤Ant�¤

¢}A� Tykynyl�¯� ¢��ry���¤

�`R YS�¤ �AfV±� Yl�

. T�Anm��

A recent scientific paper reviews
the Herpes virus and its clinical ef-
fects on children and patients with
immunosuppression.

Media
A�¤Cwk�� «¤d� 	bs� £A�¤ ¢�A�

. XyK� Hym� ¨�

A case of death due to infection of
the corona in Khamis Mushayt.

Government
¨� �z�wlf�¯� �Aq� r�wt§

. ¢y�¤±� ¢y�O�� ¢§A�r�� z��r�
The flu vaccine is available in pri-
mary health care centers.

Health Profes-
sional

 Ð°� ��rW� �m`ts� ¯

, ��AF {§r� ¢y}w� ��

¢y�CA���  Ð¯� �A�Aht�� �®`�

�®� �� �lt�§ ©rytkb��

. ©rWf�� 
Aht�¯�

Do not use ear drops from a
previous patient recommendation.
Treatment of bacterial external ear
infections is different from treat-
ment for fungal infections.

Public
r��� �®`� ¢by�`�� ¢bK`��

Y¡¤ £d��¤ ¢bK� Y� |r� ��

. �yb��z��

The wonderful herb to treat more
than one disease in one herb is gin-
ger.

Table 1: Examples of tweets in each category

Category No. of tweets No. of words
academic 239 3,696
media 56 601
government 258 3,602
health professional 277 6,123
public 436 4,963
total 1,266 18,985

Table 2: Number of tweets and words in each category

4 Manual Coding and Inter-coder
Reliability

4.1 Annotation Process
The process starts with labeling the tweets by two
Arabic native speakers, including the first author
of the paper, who were provided with the guide-
lines detailed above. The classification depends
first on the text in the tweet itself. If the tweet has
an ambiguous classification, the annotator may
need to look at the bio, a description written by
the twitter user, of the user tweet.

4.2 Inter-coder Reliability
We used the Kappa Statistic to test the robustness
of the classification scheme (Artstein and Poesio,
2008). The result shows that Cohen’s Kappa score
is 0.84 which indicates strong agreement between
the two manual coders. Figure 1 shows the confu-
sion matrix between the two annotators. The most

disparate results between the two coders is be-
tween the academic and health professionals cate-
gories and this accounts for 10.9% out of the 16%
total. This is caused by the similarity between the
language of the two groups and the lack of explicit
information in the bio to determine which category
the tweet fits into.

Figure 1: Heat map of confusion matrix between
the two annotators.

5 Machine Learning Models

In our study, we used Python Scikit-learn 0.20.2
(Pedregosa et al., 2011) software and applied four
ML models: Logistic Regression, Random Forest,
Multinomial Naı̈ve Bayes and LSVC: Linear Sup-



Tweet in Arabic Translated tweet to English Category

x¤ry� �y`W� @��� Ty}wt��

. �§r�Asml� TbO���

Recommend vaccination of the
measles virus to travelers.

Health profes-
sional, gov-
ernment, or
academic.

z��r� £d� An�tt�� : ¢`y�r��

�A��rWR¯�¤ YRrm� ¢y�AR�

���r� ¨� An`Fw�¤ A¡ry�¤

AnqlV�¤ A}wO�¤ £�rm�� ¢�}

z��rm�� º� � xAyq� ��rJ¥�

. ���rm�� ARC¤ ¢y�O��

Alrabiaa: We have opened several
additional centers for patients and
disorders and others and expanded
in women’s health programs, es-
pecially we have launched indica-
tors to measure the performance of
health centers and the satisfaction
of references.

Media or govern-
ment.

�y§ w`F ºAbV� ¢�®�� ���


Aht�A� dbk�� �§z�� ¢�®� �Kk§

. ¢§ ¤d�� £d¶�z��

A study by three Saudi doctors re-
veals the relationship of the liver
enzyme to Appendicitis.

Media or aca-
demic

Table 3: Examples of tweets with ambiguous categorisation

port Vector Classification. We used 10-fold cross
validation to determine accuracy, splitting the en-
tire sample into 90% training and 10% testing for
each fold.

5.1 Machine Learning Features
A word frequency approach was used to extract
the features from the processed training data after
converting them to a matrix of token counts. We
designed several features to be used in all four al-
gorithms in order to obtain the best accuracy.

5.1.1 Feature selection
We used various techniques to select the best fea-
tures automatically (Pedregosa et al., 2011):

• all features: counting unigrams, bigrams and
trigrams and ignoring terms that have a doc-
ument frequency strictly lower than two.

• selecting the best features: Based on a uni-
variate statistical test, keep 60% of the fea-
tures that have the highest scores.

• selecting from a model: Random Forest Clas-
sifier is used to remove unimportant features.

• Using Stanford POST (Part Of Speech Tags)
(Manning et al., 2014): Arabic POST is used
to annotate the tweet with part-of-speech
tags.

5.1.2 Balancing the data
Since the number of tweets is unbalanced across
the types, we used two different techniques

to re-sample them: under-sampling and over-
sampling. We used RUS (Random Undersam-
pling) for under-sampling and ROS (Random
Oversampling) for over-sampling. RUS works
by removing samples randomly from the majority
classes while ROS generates more examples for
the minority classes, which has less training data
(Burnaev et al., 2015).

5.1.3 Using user bio as a feature
To further resolve the close ambiguity of some
types such as academic and health professional,
or government and media, we used the bio of the
tweet user to provide further features in combi-
nation with the tweet text itself. Then we re-
peated the experiment, including preprocessing,
feature extraction and selection, and applied ma-
chine learning algorithms, with the new text. Ta-
ble 3 shows an example of tweets that may be
classified into different classes. The first exam-
ple, which is written by a health professional, can
be classified as government because it seems to
be providing advice from the government or as an
academic as a result from their research.

6 Results and Discussion

Choosing the most frequent class (public) repre-
sents 34.4% of the data set, so this represents a
simple baseline for our results. Table 4 shows the
accuracy, F1-score, Recall, and Precision of the
ML models on our training dataset. The Logic Re-
gression classifier and Multinomial Naı̈ve Bayes



achieved the highest accuracy (76.0%) with higher
recall (0.76) compared to the other algorithms. To
evaluate the automatic classification, we compared
the algorithms with different sets of features. Fig-
ure 2 illustrates the results we achieved running
the four ML algorithms with different set of fea-
tures. The highest accuracy (77.2%) is achieved
by the Logic Regression classifier with a selection
of the best features based on a univariate statisti-
cal test features. It also provided the best score on
Random Forest and Linear Support Vector classifi-
cations (68.2% and 76.1%, respectively) while se-
lecting all the features reached 76.2% in multino-
mial NB classifiers. Selecting a model to remove
unimportant features did not provide any better re-
sults via the four algorithms and POST features
had the worst results.

ML A% F R P
LR 76.0 0.74 0.76 0.74
RF 65.1 0.66 0.68 0.71
MNB 76.0 0.75 0.76 0.75
LSVC 74.1 0.73 0.74 0.75

Table 4: Training results using all features
ML: Machine Learning Model, A%: Accuracy, F: F1-Score,
R: Recall, P: Precision
LR: Logistic Regression, RF: Random Forest, MNB: Multi-
nomial Naı̈ve Bayes, LSVC: Linear Support Vector Classifi-
cation

Figure 2: Effect of different features on classifica-
tion.
LR: Logistic Regression, RF: Random Forest, MNB: Multi-
nomial Naı̈ve Bayes, LSVC: Linear Support Vector Classifi-
cation

We also compared the normal data, which is the
original unbalanced data, with the over and un-
der sampled data to show the effect of re-sampling
on the classification accuracy, and the results are

ML all fea-
tures

selecting
the best
features

selecting
from a
model

LR 76% 79% 77%
RF 62% 72% 72%
MNB 72% 78% 75%
LSVC 73% 78% 76%

Table 5: Effect of over-sampling data on classification.

ML all fea-
tures

selecting
the best
features

selecting
from a
model

LR 73% 70% 66%
RF 53% 56% 49%
MNB 68% 67% 61%
LSVC 63% 61% 67%

Table 6: Effect of under-sampling data on classifica-
tion.

shown in Table 5 and Table 6. We can see that
there is a small enhancement of accuracy using
an over-sampling method especially when select-
ing the best features and selecting features from
a model in all four classifiers. On the other
hand, under-sampling the data achieves lower ac-
curacy than normal data due to losing some data
in the re-sampling process. Figure 3, Figure 4,
and Figure 5 show the comparison between nor-
mal data, over-sampling, and under-sampling in
all features, selecting the best features and select-
ing features from a model respectively. We can
see that when applying all features, the normal
data has the best result in all models expect Logic
Regression which has the best result when us-
ing over-sampling data with accuracy 77.1% (Fig-
ure 3). However, over-sampling data with select-
ing the best features raises the accuracy between
2% to 4% above normal data in all models (Fig-
ure 4). It reaches 79.1% in the Logic Regres-
sion classifier and 78.2% in the Multinomial Naı̈ve
Bayes and Linear Support Vector Classification
models. Moreover, the accuracy is highest when
over-sampling data with selecting features from a
model in all classifiers for instance, Random For-
est classifier which increase from 65.1% to 72.2%
(Figure 5).

Table 7 represents the accuracy of each model
after combining the bio of the tweet user with the
tweet text. In many of the results, the accuracy



Figure 3: Effect of re-sampling data with all fea-
tures on classification.

Figure 4: Effect of re-sampling data with selecting
the best features on classification.

improves to 99.9% which shows that the user bio
has a very important role to play for classification.
For instance, example number 2 in Table 3 can be
classified as government after reading the bio of
the twitter user which is:
( �yq�� ¨� T�O�� ­C�E¤ T§¦C ��mt�

 rfl� �A§wtsm�� Yl� ��AK�� Ah�whfm� T�O��

­d�As� Yl� �m`�� �� �mt�m��¤ ­rF±�¤

.�hnkm§ Am� T}A��� �A�Ayt�¯� ©¤Ð ¤ �ynsm��

) which means in English: “The vision of the Min-
istry of Health is to achieve comprehensive health
at the individual, family and community levels
while working to help the elderly and those with
special needs”. There are some words in the ex-
ample bio such as ministry which can help in the
classification process. The very high accuracy of
the classification can be explained as a result of the
limited number of twitter accounts in the study.
We performed an analysis using the Logic Re-
gression classifier with a set of the best features
based on univariate statistical test features in the
heat map in Figure 6. The matrix shows 12 tweets

Figure 5: Effect of re-sampling data with selecting
from a model on classification.

ML Tweet text
only

Tweet text
with bio

LR 77.2% 99.9%
RF 68.2% 99.9%
MNB 76.2% 99.6%
LSVC 76.1% 99.9%

Table 7: Effect of using bio of tweet user as feature on
classification.

from the academic category are confused with the
government category. In Figure 7 representing the
worst accuracy (65.1%) resulting from Random
Forest with all features, we assess the degree of
confusion between categories. The highest confu-
sion across all categories is between the academic
and government types.
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Figure 6: Heat map of confusion matrix of the
Logic Regression classifier with selecting the best
features based on univariate statistical test fea-
tures.
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Figure 7: Heat map of confusion matrix of the
Random Forest classifier with all features.

7 Conclusion and Future work

In general, social media can be useful as a source
of health information. Many government organi-
sations, academic experts, professions, and media
outlets in the field of health and medicine release
useful health information needed by the public.
However, in emergency situations and fast mov-
ing scenarios, it is important to understand the ve-
racity of information released in social media, in
order to avoid acting on false information. There-
fore, we study not only the content of tweets but
also the source of the information in order to work
towards determining the quality and reliability of
public information. We use the bio of the twitter
user which contains key information in order to
discover reliable accounts that can be trusted.

Here, we introduce a new Arabic social me-
dia dataset for analysing tweets related to infec-
tious diseases. The dataset of Arabic tweets has
been manually classified into five categories: aca-
demic, media, government, health professional,
and public, with good inter-rater reliability. We
then used ML algorithms to replicate the manual
classification. The results showed high accuracy
on the classification task, and show that we are
able to classify tweets into the five categories with
favourable accuracy on the tweet content itself,
and highly accurately using the bio information
from the user. The dataset, including tweet ID,
manually assigned categories, and other resources
used in this paper are released freely for academic
research purposes2.

Our future work includes using more NLP tech-
niques and linguistic features such as word embed-
dings, combining Arabic dialect analysis into the

2https://doi.org/10.17635/lancaster/researchdata/303

process of classification, and utilising an Arabic
medical ontology to be the source of the disease
information. Moreover, we will analyse the tweets
to support investigation of the spread geographi-
cally and over time of infectious diseases in Arab
countries.
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Abstract

In this paper, we exploit natural language pro-
cessing techniques to build a system that au-
tomatically segments Hadith into its two main
components, Isnad and Matn. We evaluate the
previous attempts to segment Hadith and iden-
tified the limitations in these studies. Then a
Hadith segmentation system is built and tested
with Hadith collections extracted from six dif-
ferent Hadith books. The result demonstrates
that bi-grams are effective in identifying Ha-
dith segments with 92.5% accuracy.

1 Introduction

Advancement in Artificial Intelligence (AI),
specifically Natural Language Processing (NLP),
encouraged researchers to tackle problems associ-
ated with textual data. In this work, we exploit
NLP methods to build a system that automatically
segments Hadith text, which is the collection of
narratives reporting different aspects of Prophet
Muhammad’s life.

Hadith originated in the 7th century and is con-
sidered classical Arabic with unique structure, lin-
guistic features, and patterns that make it suit-
able for applying computational models. More-
over, Hadith possesses historical importance and
is still used by Muslims around the world. This is
because not all Islamic laws and regulations are
mentioned in the Islamic holy book, the Quran.
Hence, producing Hadith resources will be useful
for a wider community including Islamic scholars,
historians, linguists, and computer scientists.

Before building such Hadith resources, it is cru-
cial to explain what constitutes the Hadith litera-
ture. It is a huge collection of Hadiths1 that record
every aspect of the prophet’s life. In addition to
that, there are supporting documents which in-
clude commentaries that explain the Hadith text,

1The plural of Hadith is AHadith, but we will use Hadiths

Figure 1: Hadith Example, Isnad in bold

and biographic material that identify narrators of
Hadith, which is central in studying Hadith au-
thenticity.

Hadith types vary, it could be a short sentence
or long paragraph describing what the prophet said
in a specific incident, a dialogue of the prophet’s
conversation with someone, or a story told by the
prophet’s companions that explain the prophet’s
actions in a specific matter like ’prayer’. Every
Hadith consists of two parts, as shown in Figure
1, the Isnad which is a chain of narrators shown
in bold face text, followed by Matn which is the
actual teaching. However, these parts exist as one
sentence or paragraph where researchers manually
segment Isnad from Matn to focus on one part
(Luthfi et al., 2018). For example, researchers
analyse Isnad to visualizing the chain of narra-
tors (Muazzam Siddiqui, 2014) and identify how
Hadith travelled through time. While other re-
searchers focus on Matn with the aim to categorize
Hadith into subtopics (Saloot et al., 2016).

Although there are research in the area of Ha-
dith computation, it is still in its infancy with limit
contributions (Bounhas, 2019). In fact, there are
no common datasets, benchmarks, or evaluation
measures as pointed in a recent survey of research



on Arabic NLP (Guellil et al., 2019). It shows
that only 11% of the available Arabic resources
are classical-Arabic and none dedicated for Ha-
dith. These resources are mostly dedicated for the
Quran, such as Dukes and Atwell (2012). There-
fore, we aim to build a segmentation model to pro-
duce a Hadith corpus where Isnad and Matn are
annotated to serve the wider research community
and advance the field.
This paper is organized as follows, we survey pre-
vious attempts to identify Isnad segments in sec-
tion 2 and discuss their limitations. Then we in-
troduce the data used to build and test our system
in section 3. After that we present our Hadith seg-
mentation model in section 4, and discuss the re-
sults in section 5.

2 Literature Review

Surveying the literature, we found a number of
attempts to detect Isnad patterns. Table 1 shows
summaries of such work and the following para-
graphs discuss these papers and their limitations.

Muazzam Siddiqui (2014) attempted to segment
Isnad from Matn by using supervised machine
learning (ML) algorithms that require an anno-
tated corpus. Thus, a native Arabic speaker an-
notated Hadith tokens extracted from Sahih Al-
Bukhari2 into five classes (beginning of Person,
inside Person, beginning of Narrator, inside Nar-
rator, and Other) where Narrator corresponds to
names in Isnad, and Person corresponds to names
in Matn.

After annotating the corpus, they studied Hadith
contextual patterns to identify features to be used
in classification. For example, the word ’told us
- A

	
J
�
KYg’ is followed by a narrator’s name in Hadith

Isnad, and the word ’son of - 	áK.’ is part of a name.
Another example is the honorific phrases that al-
ways follows a person’s name. The classifier takes
the training data and features in the form of ’fea-
ture, class’ where each word is classified as ’be-
ginning/inside Person, beginning/ inside Narrator,
or Other’. Then the system classifies new Hadith
tokens and segments the Hadith by finding the end
of the consecutive list of narrators.

Their system’s performance was measured
based on two factors. First, its ability to assign
each token the correct type irrespective of the

2Mohammad AlBukhari, Sahih AlBukhari (2002). Dam-
ascus: Dar Ibn Kathir.

boundaries as long as there is an overlap. Sec-
ond, its ability to correctly find the boundary of
each name independent of type assigned (narrator
or person). The system produced 90% accuracy in
the testing phase. Then for evaluation, they used
another manually labeled Hadith book titled ’Mus-
nad Ahmed’ which contains 5K tokens that pro-
duced 80% accuracy.

Harrag (2014) built a Finite State Transducers
(FST) system to extract Hadith segments which
include Num-Kitab, Title-Kitab, Num-Bab, Title-
Bab, Num-Hadith, Isnad, Matn, Taalik, and Atraf.
He used the beginning of words like ’K’ for Kitab
to identify the book title. Furthermore, he used
punctuation to identify other parts of the Hadith
assuming that all Matn is surrounded by paren-
thesis. These features depend on the Hadith book
used and how well and correctly it is punctuated.
Thus, it cannot be applied to all kinds of Hadith
books. His work measures the system’s perfor-
mance to identify several components of Hadith
that range from Isnad and going deeper into iden-
tifying the narrator’s names. However, for the pur-
pose of our study we only report the result of Isnad
extraction which was 44% precision.

Azmi and Bin Badia (2010) built a system that
aims to draw the tree of narrators, but first Isnad
must be extracted. To extract Isnad, they identi-
fied pre-processing steps which include removing
diacritics and punctuation; apply shallow parsing
to handle noise and leave out words which it is not
able to parse. Using the shallow parsing output,
Noun phrases were the candidate of being a nar-
rator’s name. After pre-processing the data, they
applied context free grammar to identify each seg-
ment in the Hadith by comparing the tokens to the
list of Hadith lexicon they compiled earlier. Since
the goal of their study is to build the tree, their re-
sult reflects the system’s success to draw the tree
and not the segmentation part.

Maraoui et al. (2018) compiled a list of trigger
words that come before, after, and between nar-
rator’s names. Furthermore, they identified words
that mark the termination of each Hadith which are
’ é

	
¯ @Q£



@’ or ’ é

	
®m�

�
'’. Using these comprehensive lists

of words, they were able to segment Isnad from
Matn for Sahih Albukhari. However, it is not clear
whether it can be used to segment other Hadith
books.

Boella (2011) presented HedExtractor system
which uses regular expressions (Regex) to extract



Paper Approach Technique Pre-
processing

Manual an-
notation

Data Result

(Muazzam Sid-
diqui, 2014)

Machine
Learning

Nave Base,
KNN, Deci-
sion tree

Remove dia-
critics, stem-
ming

Person, Nar-
rator, other

Albukhari
Musnad
Ahmed

80%

(Harrag,
2014)

Finite State
Transducer

- Tokenize, None Albukhari 44%

(Azmi and
Bin Badia,
2010)

Rule Based Context Free
Grammar

Shallow
parsing
Remove di-
acritics and
punctuation

Hadith Lexi-
cons

Albukhari 87%

(Maraoui
et al., 2018)

Rule Based Dictionary
Lookup

None Hadith Lexi-
cons

Albukhari 96%

(Boella,
2011)

Rule Based Regular Ex-
pressions

Transliteration Hadith Lexi-
cons

Albukhari 97%

(Mahmood
et al., 2018)

Rule Based Regular Ex-
pressions

None None Muslim,
Albukhari,
Abu Dawud,
Imam Malik

98%

Table 1: Review of Previous Research on Hadith Segmentation

Hadith. First, it extracts each Hadith from the
book by finding the number of each Hadith. Then
the Arabic text is converted to its transliteration to
find the words of transmission based on a list they
compiled. It assumes any words between these
transmission words are the narrator’s names. Once
there are no transmission terms detected, the sys-
tem marks the end of Isnad. However, the exact
point of Hadith segmentation is sometimes am-
biguous even for humans. To overcome this prob-
lem, they have set a threshold of 100 characters
which they picked based on trial and error. This
threshold tells the system if no other transmission
word is detected within the next 100 characters
then Matn starts.

Mahmood et al. (2018) extracted Hadiths from
different sources, but did not mention any Hadith
lexicon list compiled to be used in the Regex. In
fact, Hadith lexicons were encoded in the Regex
which is not fit for re-usability.

2.1 Limitation of Previous Studies

In the previous research, Hadith segmentation was
done using three approaches. First, rule-based that
consists of whitelists (or gazetteers) to identify
names and Isnad specific words, a filtration mech-
anism (or Blacklists) to identify Matn words, and
grammar rules (as a set of regular expressions) to

identify the segmentation point. Second is the ML
approach which consists of data annotation, fea-
ture and algorithm selection, training and classifi-
cation. The third is the FST which depends on the
degree of consistency in a well-structured text.

Looking at Table 1 above, it is evident that
rule-based produced better results. However, it is
not clear if the rule-based approach designed for
one book can be applied to all Hadith books. In
fact, researchers in Mahmood et al. (2018) cre-
ated different regular expressions for the differ-
ent Hadith books which imply that rule-based ap-
proaches cannot be universal. In the other hand,
the ML approach is no better since it requires
training data that represent all kinds of Hadith to
make its performance acceptable when applied to
the different Hadith books. For example, the study
presented in Muazzam Siddiqui (2014) reported a
drop in performance by 10 points once the model
was tested with a different book. Another problem
is associated with FST, segmentation will not work
if the Hadith book does not use unique punctua-
tion that surrounds each segment e.g. parenthesis
around Matn.

Although we try to compare systems perfor-
mance in the table above, it is crucial to clarify
that the approaches are not comparable for two
reasons. First, the data used to test the systems



are different in terms of size and type. Second,
the way system performance was measured is dif-
ferent in every study. For example. The study
in Muazzam Siddiqui (2014) measured the preci-
sion of the system’s ability to annotate the person’s
name as Narrator or not. That is whether each
name is part of Isnad or Matn. Therefore, their
system goal is not to segment but rather to iden-
tify narrators. To sum up, the results column in
the table above for papers (Harrag, 2014)(Maraoui
et al., 2018) (Boella, 2011)(Mahmood et al., 2018)
reflect the segmentation performance, while the
other studies report the performance of named
entity recognition(NER) of narrators in Hadith,
which can be used in segmentation.

3 Data Preparation

Before building the segmenter, testing data must
be prepared. There is a countless number of Ha-
dith books with a varying degree of authenticity.
For the purpose of our project, we include the six
famous books, commonly referred to The Authen-
tic Six or canonical Hadith books. These books
are Sahih Albukhari, Sahih Muslim, Sunan Abu
Dawood, Sunan Altarmithi, and Sunan Ibn Maja.
From each book, 40 Hadiths were carefully cho-
sen to form 240 Hadiths that include Hadiths with
irregular patterns. This is to ensure we accomplish
two goals. First, overcome the limitation of previ-
ous studies that relied on one book; second, to pro-
duce a realistic performance of a segmenter that
can deal with all types of Hadith books.
Then we gathered data required by our system
to segment Hadith, which we refer to as training
data. It is a list of Isand and Matn segments ex-
tracted from a well-structured Hadith book ’Sahih
Albukhari’. To automate this task, we scrutinize
Hadith parts to find that Isnad consists of a closed
set of words that includes narrators’ names and
transmission words. The example of Isnad in Fig-
ure 2 underlines the unique words in Isnad. A
common pattern in Isnad is the narrator’s name
which takes the form of ’first name - son of- fa-
ther’s name’, so it is two names connected by a
’relation’ word. Narrator’s names are usually fol-
lowed by ’transmission’ words that reflect how the
Hadith was reported e.g. x ’heard’ y or x ’said’.
Hence, transmission words will appear four words
apart at most. Using this information, we cre-
ated a list of Isnad lexicons that consists of ’trans-
mission’ and ’relation’ words. Then we created

Figure 2: Isnad Example, Isnad lexicons underlined

a python script that tokenizes a Hadith and takes
four words at a time to check if an Isnad lexicons
is present. Once it detects a group of four words
with no Isnad lexicons, it assumes the beginning
of Matn text and separates the Hadith at that point.
This approach will automatically detect Isnad with
regular patterns only, so this step intends to collect
the various names of narrators instead of segment-
ing the Hadith.
We manually checked the result of this bootstrap-
ping approach that produced a collection of more
than four thousand Hadiths to form our gold stan-
dard of Isnad and Matn segments.

4 Segmentation Model

In this section, we discuss the techniques and algo-
rithms used to build the Hadith segmenter. Figure
3 shows the structure and components of the Ha-
dith segmenter model which takes in a new Hadith
that goes through a preprocessing phase to remove
diacritics and punctuations. Then Hadith is tok-
enized into N-grams depending on the technique
applied, next each token is labelled as Isnad, Matn
or Neither by comparing it with pre-compiled lists
obtained from the gold standard created earlier as
explained in section 3. Once every token is la-
belled, the model finds the best segmentation point
of the Hadith. In the following lines, we give de-
tails of the techniques used to annotate Hadith to-
kens.

4.1 Tri-gram Technique

In a previous study, we have shown that consider-
ing the meaning of words by using the word em-



Figure 3: Hadith Segmenter Model

bedding technique does not perform well in Hadith
segmentation. This is because such an approach
relies on uni-grams that do not capture the unique
pattern in Isnad. Furthermore, some words exist in
both Isnad and Matn segments, Hence, in this ex-
periment, we aim to capture Isnad patterns by us-
ing the N-gram technique. As illustrated in Figure
3, Isnad and Matn segments are extracted from the
gold standard of segmented Hadiths. Then they
are pre-processed to remove diacritics and punc-
tuations. Finally, tri-gram, bi-gram and uni-gram
lists for Isnad and Matn are created to be the eval-
uation lists in the annotation phase. The reason
three lists are created is that a back-off approach
can handle irregularity and missing information.
For example, if an encountered tri-gram has no
match in the tri-gram list of the training data, it can
be annotated according to its components. Con-
sider a narrator’s full name is not captured in the
lists, then Hadith lexicons like ’ 	áK. - son of ’ will
enable the system to identify this tri-gram as part
of the narrator’s chain and label it ’Isnad’. This
approach is detailed in Algorithm 1. Once every
token is labelled, the system finds the segmenta-
tion point as detailed in Algorithm 2.

This approach produced 48% accuracy where
only 115 out of 240 Hadiths were correctly seg-
mented. To understand this disappointing result,
we inspect the incorrectly segmented Hadith and
found that the system rarely used the tri-gram fea-

Algorithm 1 Annotate Tri-gram tokens
Tokenize Hadith into Tr-igrams T
for t ∈ T do

if t ∈ IsnadTrigramList then
Label t Isnad

else if t ∈ MatnTrigramList then
Label t Matn

else
Convert t to Bigrams b
if b ∈ IsnadBigramList then

Label t Isnad
else if b ∈ MatnBigramList then

Label t Matn
else

Convert t to Unitgram u
if u ∈ IsnadUnigramList then

Label t Isnad
else if u ∈ MatnUnigramList then

Label t Matn
else

Label t Niether

Output:
Token1 Lable1 Token2 Label2 ...



Isnad Matn

	á« ø



P@ 	Q
	
®Ë @

�
éK
ðAªÓ 	áK.

	
à@ðQÓ A

	
J
�
KYg

�
éJ. �


�
J
�
¯ A

	
J
�
KYg

ðQÔ« ú


G
.



@ 	á« P@

	Q�
ªË@ 	áK. YJ
ËñË@ 	á« Pñ
	
®ªK
 ú



G
.



@

ÉÒªË@ ø





@ Xñª�Ó 	áK. B ÈA

�
¯ Cg. P

	
à



@ ú




	
G AJ. �


�
�Ë@

éJ
Ê« é<Ë @ úÎ� é<Ë @ Èñ�P é
	
J«

�
IË



A� ÈA

�
¯ É

	
�

	
¯


@

@
	
XAÓð

�
IÊ

�
¯ Aî

�
DJ


�
¯@ñÓ úÎ«

�
èC�Ë@ ÈA

�
®

	
¯ ÕÎ�ð

	áK
YË@ñË@ QK. ð ÈA
�
¯ é<Ë @ Èñ�P AK


Qutaiba told us Marwan bin Muawiya al-Fizari
from Abu Yafour from Al-Walid bin Al-Azar
from Abu Amr AlShibani that a man said to Ibn
Masood, which work is better? He said I asked
the Messenger of Allah (PBUH): ”Which action
is dearest to Allah?” He (PBUH) replied, ”Per-
forming the prayer at its earliest fixed time.” I
asked, ”What is next ?”

O prophet, He said, ”Kindness towards parents.”

Table 2: Example of incorrect segmentation when applying tri-gram technique.

Algorithm 2 Find Segmentation point

for every token in Output List do
if label is Matn then

if followed by Matn or Neither then
Mark it as Segmentation Point
Break

else if label is Neither then
if followed by two labels Matn

or Neither then
Mark it as Segmentation Point

Break

ture, but rather relied on the bi-gram and uni-gram
features to annotate tokens. Consider the exam-
ple in Table 2, feeding this Hadith to the system
produces 79 tri-grams, of which only 15 found a
match in the tri-gram training set. The remaining
64 tri-grams relied on the bi-gram and uni-gram
training set to be annotated. This dependency on
bi-gram/uni-gram features to annotate Hadith tri-
grams produced unreliable results as illustrated in
the example. The phrase ’ÈA

�
¯ Cg. P

	
à



@ - that a man

said’ should mark the beginning of Matn, instead
it was labelled as Isnad. This is because when the
system did not find a match in the tri-gram training
set, it applied the back-off approach and searched
in the bi-gram and uni-gram lists. Since it found
a match for the term ’ÈA

�
¯ said ’ in the Isnad lists,

it labelled the phrase accordingly. Therefore, us-
ing tri-grams did not prove useful in our case for
two reasons. First, the training data is not large

enough to cover all known narrators. Second, it is
obtained from only one Hadith book which does
not include all Hadith lexicons and patterns.

4.2 Bi-gram Technique

To improve the system performance, we omit tri-
gram features and use bi-grams and uni-grams
only.

The bi-gram technique produced better results
as expected with 222 Hadith out of 240 were cor-
rectly segmented, showing 92.5% accuracy. In
fact, it is able to segment Hadiths having differ-
ent structures. For example, the traditional ones
where a Matn start with a prophetic saying as
shown in Table 3. Other Hadith structures in-
clude those containing irregular patterns where
Matn starts with an introductory phrase followed
by the prophetic saying as shown in Table 4, a di-
alogue with the prophet as shown in Table 5, or an
explanation of a prophetic deed as in Table 6.

Then we analyse the faulty output and found
that our system incorrectly segmented some Ha-
diths with irregular patterns. For example, a Ha-
dith may contain a parallel Isnad, which is a chain
of narrators that ends at the prophet followed by
another chain of narrators that ends at the prophet
again, as shown in Table 7. Another example of
an irregular pattern in Isnad is shown in Table 8
which illustrates that Isnad may contain Matn pat-
terns. Finally, Table 9 shows that some Hadith
posses a vague segmentation point. Note that for
space issues some Hadiths in the examples were
truncated as indicated by (...).
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Kathir bin Obeid Al-Homsi told us Mohammed
bin Khalid from Obidallah bin Walid Al-Wasafi
from Moharib bin dathar from Abdullah bin
Omar said

The prophet (PBUH) said, Of all the lawful acts the
most detestable to Allah is divorce.

Table 3: Correct segmentation, regular pattern.
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Abu Muammar told us that Abdul Warith told us
from Abdul Aziz said that Anas said

I refrain from telling you many things about the
prophet because I heard the prophet (PBUH) said,
”He who deliberately forges a lie against me let
him have his abode in the Hell.”.

Table 4: Correct segmentation, introductory statement.
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Qaytibah told us Alith from Yazid ibn Abi Habib
from Abi Al-Khair from Abdullah bin Amr

A man asked the Messenger of Allah (PBUH):
”Which act in Islam is the best?” He (PBUH)
replied, ”To give food, and to greet everyone,
whether you know or you do not.”

Table 5: Correct segmentation, conversation of the Prophet.
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Ismail bin Musa al-Fazari told us Sharik said Abu
Ishaq from AlHarith from Ali bin Abi Talib said

It is the Sunnah (prophetic tradition) to go out to
the Eid prayer walking and eat something before
you go out.

Table 6: Correct segmentation, no prophetic words.
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Mosadad said Yahya told us Shoba heard Qatada
from Anas may Allah be pleased with him, the
Prophet

(PBUH), and from Husayn al-Muallim said Qatada
told us from Anas that the Prophet (PBUH) said:
”No one of you becomes a true believer until he
likes for his brother what he likes for himself”.

Table 7: Incorrectly segmented, Parallel Isnad.
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Nasser bin Ali Juhadhmi and Abu Ammar told us
and the meaning

Is the same but the words are of Ammar they said,
Sufian bin Aayneh from Alzahri from Hamid bin
Abdul Rahman on the authority of Abu Hurayrah
said a man came and said, ”O Allah’s Apostle! I
have been ruined.” ...

Table 8: Incorrectly segmented, Isnad contain Matn lexicons.
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Muhammad bin Mansour told us, that Sufian said
Yahya bin Said told us about Muslim bin Abi
Maryam a Sheikh from Madinah then I met the
Sheikh and he said he heard Ali bin Abdul Rah-
man say I prayed beside Ibn Omar, while I turned
the gravel he said

Do not fluctuate the gravel, turning the gravel is
from the devil and do as I saw the Messenger of
Allah peace be upon him do...

Table 9: Incorrectly segmented, names should be part of Matn.

5 Discussion

The findings of this study clearly show that us-
ing bi-grams for Hadith segmentation works bet-
ter than tri-grams specifically because our train-
ing data is limited. Although the segmenter result
is promising, not all Hadiths with irregular pat-
terns were correctly segmented. In fact, this can
be vague even for human annotators who are not

experts in Hadith studies. For this reason, we ar-
gue that Hadith can be segmented to fine-grained
segments that go beyond Isnad and Matn. This is
because some Hadith contain information in the
Isnad that was identified as Matn segments by our
system. For example, a Hadith Isnad may include
information about where a specific narrator comes
from, then it continues the chain of narrators. An-



other example is a Hadith that starts a Matn seg-
ment with a piece of introductory information con-
taining names of people which was identified as Is-
nad pattern by our segmenter as in Table 9. Thus,
we aim to make an enhancement to Algorithm 2 to
enable the segmenter output several segments in-
stead of two, then apply probabilistic measures to
identify the exact point of segmentation.

6 Conclusion

In this paper, we demonstrate the need for Hadith
common datasets and our initiative to bridge the
gap by automatically annotating Hadith corpus us-
ing NLP. The main objective of this study is to
build a system that segments and annotates Ha-
dith components, Isnad and Matn. Before build-
ing our system, we evaluated previous attempts
to segment Hadith and found that the successful
techniques rely on hand-crafted tools that cannot
be generalized to segment all Hadith types. Fur-
thermore, these systems were tested on a limited
number of Hadiths from a single book. To ad-
dress these limitations, our segmenter rely on NLP
techniques and tested with Hadiths extracted from
six books to ensure coverage of all Hadith types.
Although it was successful in segmenting Hadith
with 92.5% accuracy, examining the incorrect re-
sults points us to ways of improvements discussed
in the paper.
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Abstract

We present the Shami-Senti corpus, the first
Levantine corpus for Sentiment Analysis (SA),
and investigate the usage of off-the-shelf mod-
els that have been built for Modern Standard
Arabic (MSA) on this corpus of Dialectal Ara-
bic (DA). We apply the models on DA data,
showing that their accuracy does not exceed
60%. We then proceed to build our own mod-
els involving different feature combinations
and machine learning methods for both MSA
and DA and achieve an accuracy of 83% and
75% respectively.

1 Introduction
There is a growing need for text mining and an-
alytical tools for Social Media data, for exam-
ple Sentiment Analysis (SA) tools which aim to
distinguish people’s views into positive and neg-
ative, objective and subjective responses, or even
into neutral opinions. The amount of internet doc-
uments in Arabic is increasing rapidly (Ibrahim
et al., 2015; Abdul-Mageed et al., 2011; Abdul-
Mageed and Diab, 2011; Mourad and Darwish,
2013). However, texts from Social media are
typically not written in Modern Standard Ara-
bic (MSA) for which computational resources and
corpora exist. These systems achieve reasonable
accuracy on the designated tasks. For example,
Abdul-Mageed et al. (2011) achieve an accuracy
of 95% on the news domain. On the other hand, re-
search on Dialectal Arabic (DA) in terms of SA is
an open research question and presents consider-
able challenges (Badaro et al., 2019; Ibrahim et al.,
2015).

The degree to which tools trained on MSA can
be used on DA is still also an open research ques-
tion. This is partly because different dialects differ
from MSA to varying degrees(Kwaik et al., 2018).
Furthermore, the speakers of Arabic present us
with clear cases of Diglossia (Ferguson, 1959),

where MSA is the official language used for ed-
ucation, news, politics, religion and, in general, in
any type of formal setting, but dialects are used in
everyday communication, as well as in informal
writing (Versteegh, 2014).

In this paper, we examine whether it is possi-
ble to adapt classification models that have been
trained and built on MSA data for DA from the
Levantine region, or whether we should build and
train specific models for the individual dialects,
therefore considering them as stand-alone lan-
guages. To answer this question we use Sentiment
Analysis as a case study. Our contributions are the
following:
• We systematically evaluate how well the ML

models on MSA for SA perform on DA of
Levantine;
• We construct and present a new sentiment

corpus of Levantine DA;
• We investigate the issue of domain adaptation

of ML models from MSA to DA.
The paper is organised as follows: in Section 2,

we briefly discuss the task of SA and present re-
lated work on Arabic. In Section 3, we describe
an extension of the Shami corpus of Levantine di-
alects (Qwaider et al., 2018) annotated for Senti-
ment, Shami-Senti. In Section 4, we present the
experimental setting and results of adapting MSA
models to the dialectal domain as well as training
specific models. We conclude and discuss direc-
tions for future research in Section 5.

2 Arabic Sentiment Analysis
Manually gathering information about users’ opin-
ions and sentiment data is time-consuming. This
is why more and more companies and organisa-
tions are interested in automatic SA methods to
help them understand it. SA refers to the usage of
variety of tools from Natural Language Process-
ing (NLP), Text Mining and Computational Lin-



guistics to examine a given piece of text and iden-
tify the dominant sentiment subjectivity in it (Liu,
2012; Ravi and Ravi, 2015). SA is usually cate-
gorised into three main sentiment polarities: Pos-
itive (POS), Negative (NEG) and Neutral (NUT).
SA is frequently used interchangeably with Opin-
ion Mining (Abdullah and Hadzikadic, 2017).

At first glance, Sentiment Analysis is a classifi-
cation task. It is a complex classification task as
if one dives deeper, they are faced with a number
of challenges that affect the accuracy of any SA
model. Some of these challenges are: (i) Negation
terms (Farooq et al., 2017), (ii) Sarcasm (Ghosh
and Veale, 2016), (iii) Word ambiguity and (iv)
Multi-polarity.

As a result of the rapid development of social
media and the use of Arabic dialectal texts, there
is an emerging interest in DA. Farra et al. (2010)
propose a model of sentence classification (SA) in
Arabic documents. They extract sets of features
and calculate the total weight for every sentence.
A J48 Decision tree algorithm is used to classify
the sentences w.r.t. sentiment, achieving an accu-
racy of 62%.

Gamal et al. (2018) collect tweets from differ-
ent Arabic regions using different keywords and
phrases. The tweets include opinions about a va-
riety of topics. They annotate their polarity by
checking if they contain positive or negative terms
and without considering the reverse polarity in
the presence of negation terms. Then, they apply
six machine learning algorithms on the data and
achieve an accuracy between 82% and 93%.

Oussous et al. (2018) build an SA model to
classify the sentiment of sentences. The authors
construct a Moroccan corpus, where the data are
collected from Twitter, and annotate it. Mul-
tiple algorithms are used, e.g. Support Vec-
tor Machines (SVM), Multinomial Nave Bayes
(MNB) and Mean Entropy (ME). The SVM model
achieves an accuracy of 85%. Ensemble learn-
ing by majority voting and stacking is also tried.
Using the three aforementioned algorithms in the
two models, they attain an accuracy of 83% and
84% respectively. Another work using the same
classifiers is described in (El-Halees, 2011). The
dataset covers three domains: education, politics
and sports. The resulting accuracy is 80%.

A framework for Jordanian SA is proposed in
(Duwairi et al., 2014). The authors create a corpus
of Jordanian tweets and build a mapping lexicon
from Jordanian to MSA that turns any dialectal

word into an MSA word, before classifying the
tweet. In order for the tweets to be annotated,
crowd-sourcing is used. They further use Rapid
Miner for pre-processing, filtering, and classifica-
tion. Three classifiers are used to evaluate the per-
formance of the proposed framework with 1000
tweets: Nave Bayes (NB), (SVM) and k-nearest
neighbour (KNN). The NB model gets the highest
accuracy with 76.78%.

Binary sentiment classification for Egyptian us-
ing a NB classifier is investigated in (Abdul-
Mageed et al., 2011). An accuracy of 80% is
achieved. Similarly, the Tunisian dialect is ad-
dressed in (Medhaffar et al., 2017). Here, the
authors create a Tunisian corpus for SA contain-
ing 17K comments from social media. Applying
Multi-Layer Perceptron (MLP) and SVM on the
corpus they get 0.22 and 0.23 error rate respec-
tively. Another line of work addresses the Saudi
dialects (Al-Twairesh et al., 2018; Rizkallah, San-
dra and Atiya, Amir and ElDin Mahgoub, Hossam
and Heragy, Momen”, editor=”Hassanien, Aboul
Ella and Tolba, Mohamed F. and Elhoseny, Mo-
hamed and Mostafa, Mohamed , 2018) and some
addresses the United Arab Emirates dialects (Baly
et al., 2017a,b).

Several works exploit lexicon-based sentiment
classifiers for Arabic. A sentiment lexicon is a lex-
icon that contains both positive and negative terms
along with their polarity weights (Badaro et al.,
2014; Abdul-Mageed and Diab, 2012; Badaro
et al., 2018). The SAMAR system (Abdul-
Mageed et al., 2014) involves two-stage classifica-
tion based on a sentiment lexicon. The first clas-
sifier detects subjectivity and objectivity of docu-
ments, which is followed by another classifier to
detect the polarity. They employ different datasets
and examine various features combinations. Sim-
ilar work is reported in (Mourad and Darwish,
2013; Al-Rubaiee et al., 2016), where both NB and
SVM are explored, achieving an accuracy between
73% and 84% .

Abdulla et al. (2013) compare the perfor-
mance of corpus-based sentiment classification
and lexicon-based classification in Arabic. The
accuracy of the lexicon approach does not exceed
60%. They conclude that corpus-based methods
perform better using SVM and light stemming.

Overall, there is a considerable amount of work
on SA and DA but none of these approaches con-
sidered the performance of the classifiers across
the domains for which limited data exist.



Lexicon Negative Positive Negation
LABR 348 319 37
Moarlex 13411 4277
SA lexicon 3537 855

Table 1: The number of terms in sentiment lexicons

3 Building Shami-Senti
The question of sentiment analysis has not yet
been fully examined for Levantine dialects: Pales-
tinian, Jordanian, Syrian and Lebanese. For this
reason, we extend the Shami corpus (Qwaider
et al., 2018) by annotating part of it for sentiment.
We call the new corpus Shami-Senti.

We build Shami-Senti as follows:
1. Manually extract sentences that contains sen-

timent words, reviews, opinions or feelings
from the Shami corpus;

2. Split the sentences and remove any mislead-
ing words or very long phrases (set sentences
be no longer than 50 words);

3. Try to avoid ironic and sarcastic text where
the intended sentiment is reversed. For
example, sentences like the following:
É
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“I believe we are ungrateful, this man is
perfect” (Karoui et al., 2017), are avoided.

3.1 Sentiment annotation
Two methods have been used to annotate the cor-
pus, a lexicon-based annotation and human anno-
tation. The sentence is marked as positive if it con-
tains positive terms or negated negative terms. It is
considered negative if it contains negative terms or
negation of positive terms. Any sentence that con-
tains a mixture of positive and negative terms or
no sentiment terms is marked as mixed or neutral.

In the lexicon-based annotation, we use three
sentiment lexicons: the one provided by LABR
(Aly and Atiya, 2013) which contains negative,
positive and negated terms; the Moarlex (Youssef
and El-Beltagy, 2018) and the SA lexicon (ElSa-
har and El-Beltagy, 2014) which contain only pos-
itive and negative terms. Table 1 illustrates the
numbers of terms in each lexicon.

First, for the lexicon-based annotation we ex-
tracted 1,000 sentences from the Shami corpus and
commissioned a Levantine native speaker to anno-
tate them for sentiment. Then, we implemented
Algorithm 1 to automatically annotate the same
1,000 sentences. We computed the inter-annotator
agreement but the result was very bad, the dis-

agreement was up to 80%. As a result, we did
not consider this method as reliable for annotation,
hence we chose to annotate the data set manually.

Result: Annotate 1,000 sentences
Build Positive, Negative, Negation lists of
words extracted from the three lexicons;

Polarity = 0;
for sentence in Shami-Senti do

count number of positive terms; Then
Polarity ++;

count number of negative terms; Then
Polarity −−;

check if there is a negation,Then Polarity
∗−1;

if Polarity > 0 then
Polarity is Positive;

else if Polarity < 0 then
Polarity is negative;

else
Polarity is mixed;

end
end

Algorithm 1: Lexicon-based annotation of 1,000
Shami sentences

For the human annotation method, we asked
two native speakers, one from Palestine and an-
other from Syria, to annotate 533 sentences with 1
if these are positive, 0 if negative and -1 if neutral
or mixed sentences. Then we calculated the inter-
annotator agreement between them using Kappa
statistics (Carletta, 1996) giving us κ = 0.838
which is a very good agreement. Since the data
was split into separate dialects, we asked the an-
notators to annotate the parts that they were most
familiar with, for example, the Palestinian speaker
annotated the sentences in Palestinian and Jorda-
nian, while the Syrian speaker annotated the Syr-
ian and Lebanese sentences. We extracted more
than 5,000 sentences/tweets for this purpose, and
have annotated nearly 2,000 of them so far. Ta-
ble 2 shows the number of tweets per category.

4 Experiments
In order to estimate the performance of the SA
models, which have built on MSA data, on DA
evaluation data, we use the following two corpora
in our experiments.

• LABR (Aly and Atiya, 2013): this is one
of the largest SA datasets to-date for Arabic.
It consists of over 63k book reviews written



Corpus NEG POS Mix
Shami-Senti 935 1064 243
LARB 3 Balanced 6580 6578 6580
LABR 2 Balanced 6578 6580
ASTD 1496 665 738

Table 2: The number of instances per category in
Shami-Senti and other sentiment corpora used in our
experiments

in MSA with some dialectal words. LABR
is available with different subsets: the au-
thors split it into 2,3,4 and 5 sentiment po-
larities with balanced and unbalanced divi-
sions. They depend on the user ratings to
classify sentences. Thus, 4 and 5 stars ratings
are taken as positive, 1 and 2 star ratings are
taken as negative and 3 star ratings are taken
as mixed or neutral. The fact that LABR is
limited to one domain, book reviews, makes
it difficult to use it as a general SA model.

• ASTD (Nabil et al., 2015): it is an Arabic
SA corpus collected from Twitter and focuses
on the Egyptian dialects. It consists of about
10k tweets, which are classified as objective,
subjective positive, subjective negative, and
subjective mixed.

Table 2 shows the number of instances of each
polarity label in different corpora.

In all experiments, we use the same machine
learning algorithms that have been used by the
LABR baseline. These are:

1. Logistic Regression (LR)
2. Passive Aggressive (PA)
3. Linear Support Vector classifier (LinearSVC)
4. Bernoulli Naive-Bayes (BNB)
5. Stochastic Gradient Descent (SGD)
The choice is motivated as follows. LR is strong

in explaining the relationship between one de-
pendent variable and independent variables (Feng
et al., 2014), while PA is suitable for large-scale
learning (Crammer et al., 2006). LinearSVC is ef-
fective in cases where the number of dimensions
is greater than the number of samples (Kumar and
Goel, 2015). BNB is suitable for discrete data
(Shimodaira, 2014), and SGD is a linear classifier
which implements regularised linear models with
stochastic gradient descent (SGD) learning. It is
a simple baseline classifier related to neural net-
works (Günther and Furrer, 2013).

In addition, we also use some popular linear and
probabilistic classifiers. Hence, we use Multino-
mial Naive-Bayes (MNB), which is suitable for
classification of discrete features. The multino-
mial distribution normally requires integer fea-
ture counts and it works well for fractional counts
like tf-idf (Xu et al., 2017). We further use
Complement Naive-Bayes (CNB), which is par-
ticularly suited for imbalanced data sets. CNB
uses statistics taken from the complement of each
class to compute the models weights.1 Generally
speaking, a NB classifier converges quicker than
discriminative models like logistic regression, so
one need less training data. The last one is the
Ridge Classifier (RC). Its most important feature
is that it does not remove irrelevant features but
rather minimise their impact on the trained model
(Drucker et al., 1997). All of the algorithms are
implemented using the scikit learn library in
Python (Pedregosa et al., 2011) .

4.1 Three class sentiment classification
We start with the baseline from LABR, and use the
3-class balanced data set. Table 3 states the num-
ber instances of each polarity class for both train-
ing and testing. The baseline method from LABR
uses the language model to predict the polarity
class. We conduct two experiments: one with un-
igrams, and one with both unigrams and bigrams.
We build the models by transforming the data into
a numerical vectors using the Term Frequency
vectorize method. First, a Language Model is
built by extracting unigrams and bigrams from the
dataset and computing their term-frequencies to
create the two models, the unigrams, and the com-
bined unigrams and bigrams. Then, every sen-
tence goes through a classifier which produces
a probability of the class the sentence belongs
to. Table 4 shows the accuracy of the classi-
fiers on the test set trained on the 3-class balanced
LABR. The unigram and bigram TF method is do-
ing marginally better than the unigram language
model, particularly with the PA classifier. The four
classifiers achieve an accuracy between 58% and
59% to classify MSA sentences. BNB is the worst
performing classifier with 35% and 34% accuracy
respectively. The reason for this might be that we
have a large number of features (i.e. individual
words) and since BNB models are counting the
words that are not present in the document they
do not perform well.

1https://scikit-learn.org/dev/modules/naive bayes.html



Positive Negative Mix
Train 4936 4935 4936
Test 1644 1643 1644

Table 3: The number of instances per category in bal-
anced LABR3

Classifier Accuracy
TF wg1

Accuracy
TF wg1+2

Logistic Regression 59 59
Passive Aggressive 54 58
Linear SVC 57 58
Bernoulli NB 35 34
SGD Classifier 59 59

Table 4: Accuracy of the baseline on LABR3 (Tf-wg :
is the Term Frequency on Word grams)

Training Dataset
Classifier LABR3 Shami-Senti
Logistic Regression 46 62
Passive Aggressive 43 64
Linear SVC 44 64
Bernoulli NB 11 48
SGD Classifier 45 65

Table 5: Accuracy of the baseline TF wg1+2 trained
on LABR3 and Shami-Senti and tested on Shami-Senti

MSA has been researched more from an NLP
perspective than DA, and therefore several senti-
ment analysis approaches have been built for it.
The question we want to ask, is whether we can
apply these NLP approaches directly on DA or
new resources and models are required for DA.
We, thus, test the reliability of models that are built
on MSA data and adapt them to DA data. Here,
we test the baseline bigram TF model on the test
part of the Shami-Senti corpus. Table 5 shows the
accuracy from this experiment where we trained
the baseline by LABR3 and tested it using Shami-
Senti. The accuracy is significantly worse, with
a drop of more than 10%. The table also shows
the accuracy of the baseline when we trained and
tested it on Shami-Senti. The highest accuracy
was 65% using SGD classifier.

Given the baseline model’s poor performance
on DA, we build a new SA model. This model also
depends on language modelling, where we use
a combination of both word-level and character-
level n-grams. After several experiments, we ob-

Classifier Model 1 Model 2
Ridge Classifier 57 59
Logistic Regression 59 60
Passive Aggressive 55 58
Linear SVC 57 59
SGD Classifier 59 60
Multinomial NB 57 59
Bernoulli NB 49 49
Complement NB 57 59

Table 6: Accuracy of the proposed model trained and
tested on LABR3; Model 1: unigram word level with
(2,5) character grams; In Model 2 (unigram,bigrams)
word level with (2,5) character grams

Classifier Accuracy
Ridge Classifier 43
Logistic Regression 46
Passive Aggressive 43
Linear SVC 45
SGD Classifier 50
Multinomial NB 40
Bernoulli NB 44
Complement NB 42

Table 7: Accuracy of the proposed model trained on
LABR3 and tested on Shami-Senti

serve that a language model that combines fea-
tures of word-level unigrams and bigrams with
character-level n-grams from 2 to 5 gives the best
accuracy. We test eight different machine learning
algorithms to predict sentiment classification.

Table 6 shows the accuracy of our model on
the LABR 3-class balanced dataset. In Model 1,
we test using only unigram words and character
grams from 2 to 5, while in Model 2 we add an
extra bigram word-level to Model 1. The SGD
and LR classifiers give the highest accuracy 60%
on Model 2 which is slightly higher than the base
line where it was 59%. In all experiments later
we will refer to Model 2 as our proposed model.
We test this model which was trained on LABR 3
on Shami-Senti. Table 7 shows the results. The
model is not performing well on DA achieving an
accuracy of 50% using the SGD classifier. This
indicates that MSA models are not transferable to
DA.

We also train the selected classifier configura-
tions on the Shami-Senti corpus (Table 8). NB
algorithms give the highest accuracy with 71%,



Classifier Accuracy
Ridge Classifier 69
Logistic Regression 67
Passive Aggressive 68
Linear SVC 69
SGD Classifier 68
Multinomial NB 71
Bernoulli NB 71
Complement NB 71

Table 8: Accuracy of the proposed model 3-class clas-
sification trained and tested on Shami-Senti

while the differences between the classifiers are
marginal. We train the model using 1,000 sam-
ples and get an accuracy of 69% by MNB which
indicates that increasing the size of the data set has
a significant impact on the model accuracy.

4.2 Binary Sentiment classification
The accuracy obtained for the 3-class classifica-
tion is not very high. This seems to be, at least
partly, because the mixed class contains both pos-
itive and negative examples which makes the clas-
sification task difficult. LABR considers a 3-star
rating as a mixed or neutral class. This is not very
accurate since, in some cases, users use this rating
as negative, while in others as somewhat positive.
Table 9 shows three samples from the third neutral
class in LABR that we consider should potentially
belong to different classes.

We reduce the classification to a binary classifi-
cation task, by focusing on the positive and neg-
ative classes only. Using the LABR, we build
a baseline with bigram word counts and another
model based on term frequency of unigram and
bigram words. After that, we build a unigram and
bigram TF words model and a (2-5) TF character
model (the proposed model) and apply the LABR
2 classes dataset. The accuracy for the three mod-
els, in addition the accuracy of the same models
tested on Shami-Senti are shown in Table 10.

We also test the transfer of models between dif-
ferent dialects. We train the classifiers with the
proposed configurations to build a model on the
ASTD corpus that contains Egyptian dialect data,
and test it on both the ASTD and the Shami-Senti
corpus. The results are shown in Table 11. The
proposed model gives an accuracy up to 83% us-
ing linear classifiers like SVC and SGD when it is
trained and tested on MSA LABR data set, while
it gives an accuracy up to 58% when it is tested

on Shami-Senti. We also get an accuracy of 83%
when we train and test the model on the ASTD
corpus and using an MNB classifier and 57% ac-
curacy when we test it on Shami-Senti.

Models which are trained and built on MSA
data can not fit well in dialectal data, even though
both of them are considered similar languages.
The accuracy for any model tested on Shami-Senti
does not exceed 60% (Table 10 and Table 11) in all
experiments. Table 12 shows that the model works
better for binary sentiment classification with 74%
accuracy using MNB, when the model is trained
and tested on Shami-Senti. The high accuracy
could be due to the quality of the data and hu-
man performed annotations. The high accuracy
achieved (83%) on both LABR and ASTD indi-
cates that increasing the size of the corpus im-
proves the classification task.

4.3 Feature engineering
In order to improve 3-class sentiment classifica-
tion, we consider adding more features to the lan-
guage model. The classifiers with the new fea-
tures are applied to both the LABR and the Shami-
Senti corpus. Based on the three lexicons, (LABR,
Moarlex and SA lexicon) we count the number of
positive and negative terms in the sentence, and
then calculate their probability using Equation 1
and 2. In addition, we use an additional binary
feature to indicate if the sentence contains a nega-
tion term or not.

P(POS) =
#pos terms in the sentence

total length
(1)

P(NEG) =
#neg terms in the sentence

total length
(2)

The three extra features and the word and char-
acter n-gram features are combined through the
FeatureUnion estimator function in scikit-learn 2

to build and train the models. After many trials
we chose to specify the weight of the transformer
matrix to 0.4 for the positive feature, 0.2 for the
negative feature, 0.4 for the negation feature and
2 for the language model features. The weight for
the language module feature is doubled in order
to increase their impact. Table 13 shows the re-
sult for the SGD and MNB classifiers on both the
MSA and Shami corpus. On the MSA data set we
get an accuracy of 58.1% and 58.2% using SGD
and MNB respectively, which is not a valuable
improvement compared to the results in Table 4.

2https://scikit-learn.org/0.18/modules/pipeline.html
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Positive

English
Some words stopped me and made me think.
Some of them made me smile. And some made me
drowned in laughter !!! I missed this method in writing.
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English

The book is not bad but it has too much publicity
more than it deserves
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Negative
English

Barely completed, the details are many, opaque,
boring and very ugly like nightmares

Table 9: Examples annotated as neutral in LABR3 and our corrected polarity

counting 2g TF wg 1+2 OUR Model
Classifier LABR Shami LABR Shami LABR Shami
Ridge Classifier 78 53 81 54 83 57
Logistic Regression 80 57 80 56 82 58
Passive Aggressive 78 53 81 53 82 56
Linear SVC 78 55 81 55 83 58
SGD Classifier 80 53 82 54 83 56
Multinomial NB 78 52 80 53 82 55
Bernoulli NB 76 48 76 47 74 48
Complement NB 78 51 80 53 82 55

Table 10: Accuracy for binary classifiers with different feature sets trained on the LABR2 dataset and tested on
LABR2 and Shami-Senti

Testing Dataset
Classifier ASTD Shami-Senti
Ridge Classifier 81 55
Logistic Regression 77 55
Passive Aggressive 82 57
Linear SVC 81 56
SGD Classifier 82 56
Multinomial NB 83 57
Bernoulli NB 82 58
Complement NB 82 58

Table 11: Accuracy of the proposed model on binary
classification trained on ASTD and tested on ASTD
and Shami-Senti

On the dialectal data set, the accuracy of the SGD
classifier is decreased from 68% in Table 8 to 66%.
We hypothesise that this is because of the lexicon
which includes primarily MSA terms and Egyp-

Classifier 2 classes
Ridge Classifier 73
Logistic Regression 74
Passive Aggressive 73
Linear SVC 73
SGD Classifier 73
Multinomial NB 74
Bernoulli NB 72
Complement NB 75

Table 12: Accuracy of the proposed model on binary
classification trained and tested on Shami-Senti

tian terms rather than Levantine sentiment terms
so the probabilities of features are less accurate.
Even though, MNB is still able to improve the
classification accuracy from 71% to 75.2%.

The effect of feature engineering has more ef-
fect on the dialectal data, as the size of the dataset



F.Eng
Classifier LABR Shami
SGD Classifier 58.1 66
Multinomial NB 58.2 75.2

Table 13: Accuracy of two classifiers using feature en-
gineering on 3-class classification task

plays an important rule. Adding more informative
features to a small dataset help the system to learn
and predict the correct class.

4.4 Deep learning models
Deep learning has emerged as a powerful machine
learning technique and has already produced state-
of-the-art prediction results for SA (Zhang et al.,
2018; Rojas-Barahona, 2016; Tang et al., 2015).
In this section, we conduct a small experiment im-
plemented using the Keras library to test two stan-
dard deep learning models to classify sentiment in
our datasets.

The first model is a Long Short-Term Memory
(LSTM) model. It consists of:

1. an embedding layer with max features (MF)
equal to the maximum number of words
(7000), weighted matrix which is a 7000 *
100 matrix extracted from Aravec, a pre-
trained Arabic word embedding model (Soli-
man et al., 2017), and max lenght = 50 as the
maximum number of words in each sentence;

2. an LSTM layer with an output of 100 and
50% of dropout rate;

3. a dense layer with an output of 30 followed
by a final sigmoid layer with 3 sentiment
classes.

The second model, BiLSTM(200), uses a Bidirec-
tional LSTM layer with an output of 200 rather
than an LSTM layer with an output of 100. We
train the model using the Adam optimiser and a
batch size of 50. We train the two models on
the LABR3 balanced corpus. In addition, we do
the same experiments on Shami-Senti. Table 14
shows the results for both datasets.

The test accuracy, in general, is not at the de-
sired level. It is clear that feature-based machine
learning classifiers outperform deep learning net-
works.
5 Conclusion and future work
In this paper, we have investigated different ML
algorithms and built a model for SA that combines
word n-grams with character n-grams, in addition
to other supportive features. The model outper-

Accuracy
Experiment name LABR Shami-Senti
LSTM(100) 42 64.7
BiLSTM(200) 41.3 61.8

Table 14: Accuracy of deep learning models 3-class
LABR and Shami-Senti

forms the baseline on both big and small datasets,
and gets an accuracy of 83% for MSA and 75.2%
for Shami-Senti. What is more important, we have
shown that using a model trained on MSA SA data
and then testing it on dialectal SA data, does not
produce good results. This suggests that MSA
models cannot be easily, if at all, used in dealing
with DA. There is, thus, a growing need for the
creation of computational resources, not only for
MSA, but also for DA. The extent of this need, and
whether some resources can be re-used up to some
point, is something that needs to be further inves-
tigated. In the case we have been looking at in this
paper, it seems that the existing MSA approaches
will not be very usable when thrown at dialectal
data. It goes without saying that the same situ-
ation holds when one tries to use computational
resources used for a specific dialect of Arabic to
another one, modulo the closeness (in some com-
putational measure to be defined) between the two
varieties.

In the future, we plan to continue our work on
the annotation of the Shami-Senti corpus exploit-
ing more automatic ways and aiming at enhancing
it in terms of size, quality and distribution. Once
this happens, we plan to investigate the applica-
tion of the same deep learning models used in this
paper, as well as more sophisticated ones. On a
similar note, we are currently working on using
more sophisticated deep learning models for the
same sized dataset we have been using in this pa-
per. This is part of a more general question of
using deep learning with small datasets: whether
such an endeavour is possible, and if yes, what are
the techniques and network tweaks that make this
possible.
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Abstract

In recent years, research in Natural Lan-
guage Processing (NLP) on Arabic has
garnered significant attention. This in-
cludes research about classification of
Arabic dialect texts, but due to the lack
of Arabic dialect text corpora this research
has not achieved a high accuracy. Ara-
bic dialects text classification is becom-
ing important due to the increasing use of
Arabic dialect in social media, so this text
is now considered quite appropriate as a
medium of communication and as a source
of a corpus. We collected tweets, com-
ments from Facebook and online newspa-
pers representing five groups of Arabic di-
alects: Gulf, Iraqi, Egyptian, Levantine,
and North African. This paper investi-
gates how to classify Arabic dialects in
text by extracting lexicons for each dialect
which show the distinctive vocabulary dif-
ferences between dialects. We describe
the lexicon-based methods used to classify
Arabic dialect texts and present the results,
in addition to techniques used to improve
accuracy.

1 Introduction

Textual Language Identification or Dialect Identi-
fication is the task of identifying the language or
dialect of a written text. The Arabic language is
one of the world’s major languages, and it is con-
sidered the fifth most-spoken language and one of
the oldest languages in the world. Additionally,
the Arabic language consists of multiple variants,
both formal and informal (Habash, 2010). Mod-
ern Standard Arabic (MSA) is a common stan-
dard written form used worldwide. MSA is de-
rived from Classical Arabic which is based on the

text of the Quran, the holy book of Islam; MSA
is the primary form of the Arabic language that
is spoken and studied today. MSA is taught in
Arab schools, and promoted by Arab civil as well
as religious authorities and governments. There
are many dialects spoken around the Arab World;
Arabic dialectologists have studied hundreds of
local variations, but generally agree these clus-
ter into five main regional dialects: Iraqi Dialect
(IRQ), Levantine Dialect (LEV), Egyptian Dialect
(EGY), North African Dialect (NOR), and Gulf
Dialect (GLF). Arabic dialectologists have tradi-
tionally focused mainly on variation in phonet-
ics or pronunciation of spoken Arabic; but Ara-
bic dialect text classification is becoming impor-
tant due to the increasing use of Arabic dialect in
social media text. As a result, there is a need to
know the dialect used by Arabic writers to com-
municate with each other; and to identify the di-
alect before machine translation takes place, in or-
der to ensure spell checkers work, or to accurately
search and retrieve data. Furthermore, identifying
the dialect may improve the Part-Of-Speech tag-
ging: for example, the MADAMIRA toolkit iden-
tifies the dialect (MSA or EGY) prior to the POS
tagging (Pasha et al., 2014). The task of Senti-
ment Analysis of texts, classifying the text as pos-
itive or negative sentiment, is also dialect-specific,
as some diagnostic words (especially negation)
differ from one dialect to another. Text classi-
fication is identifying a predefined class or cate-
gory for a written document by exploring its char-
acteristics or features (Ikonomakis et al., 2005;
Sababa and Stassopoulou, 2018). However, Ara-
bic dialect text classification still needs a lot of
research to increase the accuracy of classification
due to the same characters being used to write
MSA text and dialects, and also because there
is no standard written format for Arabic dialects.
This paper sought to find appropriate lexical fea-



tures to classify Arabic dialects and build a more
sophisticated filter to extract features from Arabic-
character written dialect text files. In this paper,
the corpus was annotated with dialect labels and
used in automatic dialect lexicon-extraction and
text-classification experiments.

2 Related Work

There are many studies that aim to classify Ara-
bic dialects in both text and speech; most spo-
ken Arabic dialect research focuses on phonolog-
ical variation and acoustic features, based on au-
dio recordings and listening to dialect speakers.
In this research, the classification of Arabic di-
alects will focus on text, One example project fo-
cused on Algerian dialect identification using un-
supervised learning based on a lexicon (Guellil
and Azouaou, 2016). To classify Algerian dialect
the authors used three types of identification: total,
partial and improved Levenshtein distance. The
total identification meant the term was present in
the lexicon. The partial identification meant the
term was partially present in the lexicon. The im-
proved Levenshtein applied when the term was
present in the lexicon but with different written
form. They applied their method on 100 com-
ments collected from the Facebook page of Djezzy
and achieved an accuracy of 60%. A lexicon-
based method was used in (Adouane and Dob-
nik, 2017) to identify the language of each word
in Algerian Arabic text written in social media.
The research classified words into six languages:
Algerian Arabic (ALG), Modern Standard Ara-
bic (MSA), French (FRC), Berber (BER), English
(ENG) and Borrowings (BOR). The lexicon list
contains only one occurrence for each word and all
ambiguous words which can appear in more than
one language are deleted from the list. The model
was evaluated using 578 documents and the over-
all accuracy achieved using the lexicon method
is 82%. Another approach to classify Arabic di-
alect is using text mining techniques (Al-Walaie
and Khan, 2017). The text used in the classifica-
tion was collected from Twitter. The authors used
2000 tweets and the classification was done on six
Arabic dialects: Egyptian, Gulf, Shami, Iraqi, Mo-
roccan and Sudanese. To classify text, decision
tree, Naı̈ve Bayes, and rule-based Ripper classi-
fication algorithms were used to train the model
with keywords as features for distinguishing one
dialect from another, and to test the model the

used 10-fold cross-validation. The best accuracy
scored 71.18% using rule-based (Ripper) classi-
fier, 71.09% using Naı̈ve Bayes, and 57.43% using
decision tree. Other researchers on Arabic dialect
classification have used corpora limited to a subset
of dialects; our SMADC corpus is an International
corpus of Arabic with a balanced coverage of all
five major Arabic dialect classes.

3 Data

The dataset used in this paper is the Social Me-
dia Arabic Dialect Corpus (SMADC) which was
collected using Twitter, Facebook and comments
from online newspapers described in (Alshutayri
and Atwell, 2017, 2018b,c). We plan to make the
Social Media Arabic Dialect Corpus (SMADC)
available to other researchers for non commer-
cial uses, in two formats (raw and cleaned) and
with a range of metadata. This corpus covers all
five major Arabic dialects recognised in the Ara-
bic dialectology literature: EGY, GLF, LEV, IRQ,
and NOR. Therefore, five dictionaries were cre-
ated to cover EGY dialect, GLF dialect, LEV di-
alect, IRQ dialect, and NOR dialect. (Alshutayri
and Atwell, 2018a) presented the annotation sys-
tem or tool which was used to label every docu-
ment with the correct dialect tag. The data used
in the lexicon based method was the result of the
annotation, and each comment/tweet is labelled ei-
ther dialectal document or MSA document.

The MSA documents in our labelled corpus
were used to create an MSA word list, then we
added to this list MSA stop words collected from
Arabic web pages by Zerrouki and Amara (2009),
and the MSA word list collected from Sketch En-
gine (Kilgarriff et al., 2014), in addition to the list
of MSA seed words for MSA web-as-corpus har-
vesting, produced by translating an English list of
seed words (Sharoff, 2006). The final MSA word
list contains 29674 words. This word list is called
“StopWords1” and was used in deleting all MSA
words from dialect documents, as these may con-
tain some MSA words, for example due to code
switching between MSA and dialect.
The dialectal documents consist of documents and
dialectal terms, where the annotators (players)
were asked to write the dialectal terms in each doc-
ument which help them to identify dialect as de-
scribed in (Alshutayri and Atwell, 2018a). The di-
alectal documents were divided into two sets: 80%
of the documents were used to create dialectal dic-



tionaries for each dialect, and 20%, the rest of the
documents, were used to test the system. To eval-
uate the performance of the lexicon based mod-
els, a subset of 1633 documents was randomly se-
lected from the annotated dataset and divided into
two sets; the training dataset which contains 1383
documents (18,697 tokens) are used to create the
dictionaries, and the evaluation dataset which con-
tains 250 documents (7,341 tokens). The evalua-
tion dataset did not include any document used to
create the lexicons as described previously.

4 Lexicon Based Methods

To classify the Arabic dialect text using the Lex-
icons, we used a range of different classification
metrics and conducted five experiments, all of
which used a dictionary for each dialect. The fol-
lowing sections show the different methods used
and describe the difference between the conducted
experiments, and the result of each experiment.

4.1 Dialectal Terms Method

In this method, the classification process starts at
the word level to identify and label the dialect of
each word, then the word-labels are combined to
identify the dialect of the document. The dialec-
tal terms produced from the annotation tool were
used as a dictionary for each dialect. The pro-
posed system consists of five dictionaries, one for
each dialect: EGY dictionary contains 451 words,
GLF dictionary contains 392 words, IRQ dictio-
nary contains 370 words, LEV dictionary contains
312 words from LEV, and NOR dictionary con-
tains 352 words.

According to the architecture in Figure 1, to
classify each document as being a specific dialect,
the system follows four steps:

• Detect the MSA words in the document by
comparing each word with the MSA words
list, then delete all MSA words found in the
document.

• The result from the first step is a document
containing only dialectal words.

• Detect the dialect for each word in the docu-
ment by comparing each word with the words
in the dictionaries created for each dialect.

• Identify dialect.

Figure 1: The architecture of classification process us-
ing lexicon based.

Using this method based on the dialectal terms
written by the annotators produces some unclas-
sified documents due to words that occur in more
than one dialect. For example, the document in
Figure 2 was labelled as LEV and the structure of
the document is also LEV dialect, but the word
(Q�


�
J») (kti:r) which appears in the text is also used

in EGY. Therefore, when classifying each word in
the document the model found the word (Q�


�
J »)

(kti:r) in EGY dictionary and also in LEV dictio-
nary, so the model was not able to classify this
document as the other words are MSA words or
shared dialectal words. Unclassified documents
indicate that using this dialectal terms method is
not effective in dealing with ambiguous words.

Figure 2: Example of unclassified document.

Table 1 shows the accuracies achieved by apply-
ing the dialectal terms method on the testing set.
The first column represents using MSA words list,
and the second column represents the achieved ac-



curacies based on using SMADC to create dic-
tionaries. The best accuracy is 56.91 with 140
documents correctly classified using StopWords1.
Based on this method, 110 documents were un-
classified to a specific dialect because they contain
some ambiguous terms which are used in more
than one dialect, as in the example of Figure 2. As
a solution to this problem, a voting method is used
and another way is using a frequent term method.

MSA SMADC
StopWords1 56.91%
Without delete MSA Words 55.60%

Table 1: Results of dialectal terms method using the
dictionaries created from SMADC.

4.2 Voting Methods
Another method to classify Arabic dialect text is
to treat the text classification of Arabic dialects as
a logical constraint satisfaction problem. The vot-
ing method is an extension of the dialectal term
method presented previously. The classification
starts at the word level based on the dictionaries
created from the 80% training set of documents
described in Section 3. So, the annotated training
set of documents was used instead of the dialectal
terms list. In this method, we looked to the whole
document and count how many words belong to
each dialect. Each document in the voting method
was represented by a matrix C. The size of the
matrix is C|n|×|5|, where n is the number of words
in each document, and 5 is the number of dialects
(EGY, NOR, GLF, LEV, and IRQ).

4.2.1 Simple Voting Method
In this method, the document is split into words
and the existence of each word in the dictionary is
represented by 1 as in Equation 1.

cij =

{
1, if word ε dialect

0, otherwise
(1)

The following illustrates the method. We apply
Equation 1 on the following document A labelled
as IRQ dialect as in Figure 3:

The result of classification is IRQ according to
Table 2; the total shows that four words in this doc-
ument belong to IRQ dialect in comparison with
two words belong to NOR and EGY, and one word
belong to LEV and GLF.

Figure 3: The text in document A.

Words NOR EGY IRQ LEV GLF
ú



	
æJ.j. ªK
 0 0 1 0 0

XQ
	
«@ 0 0 1 0 0

	á« 1 1 1 1 1

ú


æ
�
�Ê¿ 1 0 1 0 0

Q¢
	
m�'


 0 0 0 0 0

ú


ÍA

�
K. 0 1 0 0 0

Total 2 2 4 1 1

Table 2: The matrix representation of document A with
simple voting.

The proposed model identifies the document
correctly but sometimes this model cannot classify
a document and the result is unclassified when
more than one dialect gets the same count of
words (total), like document B labelled as GLF
dialect as shown in Figure 4:

Figure 4: The text in document B

Using the StopWords1 to delete MSA words
from the document, the result is the following
dialectal document containing only dialectal
words as in Figure 5.

According to the result in Table 3 the document
is unclassified because more than one dialect has
the same total number of words.

4.2.2 Weighted Voting Method
This method is used to solve the problem of un-
classified documents in simple voting method. To
solve this problem, we proposed to change the
value of the word from 1 to the probability of
the word to belong to this dialect as a fraction of
one divided by the number of dialects the word is
found in their dictionaries as in Equation 2. If a
word can belong to more than one dialect, its vote



Figure 5: Example of unclassified document.

Words NOR EGY IRQ LEV GLF
é
�
ê
�
ê
�
ê
�
ê
�
ë 0 1 1 1 0

ú



	
æ
�
JJ
Ê

	
g 0 0 0 0 0

�
��
Ë 1 0 1 1 1
�
é
�
®K
Q¢ËA

�
îE. 0 0 0 0 0

��. 1 1 1 1 1
	á�
j

�
ÊË 0 0 0 0 1

É¾
�

�ËA
�
îE. 0 0 0 0 0

Total 2 2 3 3 3

Table 3: The matrix representation of document B with
simple voting.

is shared between the dialects.

cij =

{
1
m , if word ε dialect

0, otherwise
(2)

1
m is the probability of the word belonging to the

specific dialect, where m the number of dialects
which the word belongs to. By applying the new
method on the unclassified document, the docu-
ment is classified correctly as GLF dialect, accord-
ing to Table 4.

Words NOR EGY IRQ LEV GLF
é
�
ê
�
ê
�
ê
�
ê
�
ë 0 1

3
1
3

1
3 0

ú



	
æ

�
JJ
Ê

	
g 0 0 0 0 0

�
��
Ë

1
4 0 1

4
1
4

1
4

�
é
�
®K
Q¢ËA

�
îE. 0 0 0 0 0

��.
1
5

1
5

1
5

1
5

1
5

	á�
j
�
ÊË 0 0 0 0 1

É¾
�

�ËA
�
îE. 0 0 0 0 0

Total 0.45 0.5333 0.7833 0.7833 1.45

Table 4: The matrix representation of document B with
Weighted voting.

4.2.3 Results of Voting Method
Voting method is focused on the existence of the
word in the dictionary, so, the frequency of the
word is ignored, unlike the frequent term method
which described in Section 4.3. The highest ac-
curacy achieved is 74.0% without deleting MSA

words from the classified document. Moreover,
using the value of one to express the existence of
the word in the dictionary showed low accuracy
due to the similarity between the sum of ones for
each dialect, as described in Section 4.2.1. Ta-
ble 5 shows the different accuracies achieved us-
ing SMADC. The first column in Table 5 shows
using of MSA stop words. The second and the
third columns represent the methods used to clas-
sify documents. The cells inside the second and
third columns present the achieved accuracies us-
ing these methods. The voting method scored 74%
using the weighted voting method and SMADC to
create dictionaries. After cleaning the MSA word
list, the accuracy increased to 77.60%.

MSA Simple Vote Weighted Vote
StopWords1 69.19% 72.0%
Without delete MSA Words 65.60% 74.0%

Table 5: Results of Voting methods using the dictionar-
ies created from SMADC.

4.3 Frequent Terms Methods
Another method is presented in this section to
solve the problem shown in the dialectal terms
method described in Section 4.1 and to improve
the accuracy of classification achieved using the
voting method. In frequent terms method, new
dictionaries with word frequencies were created
from the 80% training set of documents. The doc-
uments were classified into the five dialects. Then,
for each dialect a .txt file was created to contain
one word per line with the word’s frequency based
on the number of times the word appeared in the
documents. The frequency for each word showed
if the word is frequent in this dialect or not, which
helps to improve the accuracy of the classification
process. In comparison to the first method, the
third step in Figure 1 was used to detect the dialect
for each word in the document by comparing each
word with the words in the dictionaries created for
each dialect. If the word is in the dictionary, then
calculate the weight (W) for each word by divid-
ing the word’s frequency (F) value by the Length
of the dictionary (L) which equals the total num-
ber of words in the word’s dialect dictionary, using
the following equation:

W (word, dict) =
F (word)

L(dict)
(3)



For each document, five vectors were created, one
per dialect, to store the weight for each word in the
document; so the length of each vector is equal
to the length of the document. By applying the
Equation 3 on ”(Q�


�
J »)”, we found the weight of

the word ”(Q�

�
J »)” in LEV dialect is bigger than

the weight of it in EGY dialect, as shown in the
following equations.

W (”(Q�

�
J»)”, EGY ) =

F (”(Q�

�
J»)”)

L(EGY ) = 3
2032 =

0.00147

W (”(Q�

�
J»)”, LEV ) =

F (”(Q�

�
J»)”)

L(LEV ) = 8
2028 =

0.00394

Two experiments were done after calculating
the weight for each word. The first experiment
was based on summing the weights and calcu-
lating the average. The second experiment was
based on multiplying the weights together.

4.3.1 Weight Average Method (WAM)
This method based on calculating the average of
the word weights for each document. Table 6
shows the values of the weight for each word in the
document after deleting MSA words. Five vectors
were created to represent five dialects and each
cell contains the weight for each word in the doc-
ument. The model calculated the average for each
dialect by taking the summation of the weight (W)
values for each vector then dividing the summa-
tion of weights by the length (L) of the document
after deleting the MSA words, as in the following
equation:

Avgdialect =

∑
Wdialect

L(document)
(4)

Words NOR LEV IRQ GLF EGY
ZA

�
�

�A
�
Ó 0 0.00049309 0 0.00026143 0

ñÊg 0 0.00295857 0.00053304 0.00026143 0.00049212
Q�


�
J» 0 0.00394477 0 0 0.00147637

Table 6: Results of WAM using the dictionaries created
from SMADC.

By calculating the average for the dialect
vectors using the Equation 4, the model classified
the document as LEV dialect, after comparing the
results of the average obtained from the following
equations.

AvgEGY =
∑

WEGY

L(document) = 0.00196849
3 =

0.00065616

AvgLEV =
∑

WLEV

L(document) = 0.00739643
3 =

0.00246547

AvgGLF =
∑

WGLF

L(document) = 0.00052286
3 =

0.00017428

AvgIRQ =
∑

WIRQ

L(document) = 0.00053304
3 =

0.00017768

By applying the proposed model on the same
unclassified example in Figure 2, we found that
the model classified the document correctly as in
Figure 6.

Figure 6: Example of correctly classified document.

4.3.2 Weight Multiplied Method (WMM)
The WAM model is based on summing the word
weights and calculating the average. According
to probability theory, probabilities are generally
combined by multiplication. So, for an alternative
model, the Weight Multiplied Method (WMM),
we multiplied the word weights for each document
to compute the accuracy of classification in com-
parison to the average method used in the previous
section.

P (doc|c) =
∏

W (word, dict) (5)

We applied Equation 5 on the weights in Table
6. There is a problem with combining weights by
multiplication: if any of the weights to be com-
bined is zero, the combined weight will be zero.
So, we change the value of not found words in the
dialect dictionary from zero to one. However, in
the Table 6 if the values in NOR vector changed
to one this will affect the result of multiplication.
For that reason the result of multiplication was
checked as to whether or not it equal one then we
changed the result to zero.

According to Equation 5 the document is clas-
sified as IRQ dialect, which is a wrong prediction.



PEGY =
∏
W (word|EGY ) = 1×0.00049212×

0.00147637 = 0.00000072

PLEV =
∏
W (word|LEV ) = 0.00049309 ×

0.00295857× 0.00394477 = 0.0000000057

PGLF =
∏
W (word|GLF ) = 0.00026143 ×

0.00026143× 1 = 0.000000068

PIRQ =
∏
W (word|IRQ) = 1× 0.00053304×

1 = 0.00053304

To solve wrong predictions which result from
using WMM and to improve the classification
accuracy, we replace one when the word is not
in the dictionary with one divided by the number
of words in each dictionary to not affect the
result of multiplication. By applying the new
value to Equation 5 the document is correctly
classified as LEV dialect. Table 7 shows the
improved accuracy resulted using WMM when
using one divided by the number of words in each
dictionary to represent the absence of a word in
the dictionary.

PEGY =
∏
W (word|EGY ) =

1
L(dicEGY ) × 0.00049212× 0.00147637 = 1

2032 ×
0.00049212× 0.00147637 = 0.0000000003575

PLEV =
∏
W (word|LEV ) = 0.00049309 ×

0.00295857× 0.00394477 = 0.0000000057

PGLF =
∏
W (word|GLF ) = 0.00026143 ×

0.00026143 × 1
L(dicGLF ) = 0.00026143 ×

0.00026143× 1
3472 = 0.000000068

PIRQ =
∏
W (word|IRQ) = 1

L(dicIRQ) ×
0.00053304 × 1

L(dicIRQ) = 1
1889 × 0.00053304 ×

1
1889 = 0.0000000000149

PNOR =
∏
W (word|NOR) = 1

L(dicNOR) ×
1

L(dicNOR) ×
1

L(dicNOR) = 1
1436 ×

1
1436 ×

1
1436 =

0.0000000003376

The following sections will compare the first
model based on summation and calculate average
with the multiplication method, and show the

achieved results using average method and the
multiplication method.

4.3.3 Result of Frequent Terms Method
The frequent term method which is based on us-
ing word frequencies gave good results in showing
whether the words in the tested document is used
in the specific dialect. The model was tested using
the test dataset described in Section 3. Based on
the average method, the model achieved 88% ac-
curacy using the MSA StopWords1 list. However,
using the multiply method achieves low accuracy
due to replacing zero with one when the word does
not exist in the dictionary; so instead we divided
by the number of words in the dictionary..

Table 7 reports the different accuracies achieved
when using SMADC based on using one divided
by the number of words in the dictionary to repre-
sent words which are not found in the dictionary.
The frequent terms method scored 88% using the
weight average metric when dictionaries were cre-
ated using SMADC. The accuracy improved to
90% after cleaning the MSA word list from some
dialectal words as a result of mislabelling process.

MSA WMM WAM
StopWords1 55.60% 88.0%
Without delete MSA Words 43.0% 64.0%

Table 7: Results of frequent term methods using the
dictionaries created from SMADC.

By comparing the Weight Average Method
(WAM) model based on summation and calculat-
ing average with the Weight Multiplied Method
(WMM), we found that the WAM achieved a
higher accuracy than the WMM multiplication
method.

5 Conclusion

The classification of Arabic dialect text is a hot
topic attracting a number of studies over the last
ten years (Sadat et al., 2014; Zaidan and Callison-
Burch, 2014; Elfardy and Diab, 2013; Mubarak
and Darwish, 2014; Harrat et al., 2014; Shoufan
and Alameri, 2015). In this paper, we classi-
fied Arabic dialects text using a lexicon based
method, and explored different metrics for scor-
ing dialect words from lexicons: weight average
method, weight multiplied method, simple voting
method and weighted voting method. The lex-
icons were dictionaries created for each dialect



from our Arabic dialect corpora. The classifica-
tion process was based on deleting all MSA words
from the document then checking each word in
the document by searching the dialect dictionaries.
The voting method scored 74% using the weighted
voting method and SMADC to create dictionar-
ies. After cleaning the MSA word list, the ac-
curacy increased to 77.60%. The frequent terms
method scored 88% using the weight average met-
ric when dictionaries were created using SMADC.
The accuracy improved to 90% after cleaning the
MSA word list from some dialectal words as a re-
sult of mislabelling process. These scores com-
pare favourably against other Arabic dialect clas-
sification research on subsets of Arabic dialects.
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Abstract
The limited availability of Egyptian Arabic
(EA) corpus resources, especially speech cor-
pora, has left open opportunity for research
into such dialect phenomena as register. In
this paper we introduce a new two-million-
word EA corpus, CALM. We perform a reg-
ister analysis on EA between two subcorpora
of CALM (i.e. Movies and Blogs), showing
several features that vary between the two. A
discussion follows about how annotation was
carried out automatically, how it was hand-
corrected, and what the prospects are for car-
rying out similar studies using CALM.

1 Introduction
The advent of the internet has made written Egyp-
tian Arabic much more accessible than in the past.
Traditional sources of written language like books,
newspapers, academic journals, and government
documents are composed in Modern Standard Ara-
bic which differs morphologically, lexically, and
syntactically from Egyptian Arabic. However, as
access to the internet spreads, so does the appear-
ance of written Egyptian Arabic on blogs and so-
cial media sites.  Collections of digital texts pro-
vide linguists with a new opportunity to collect
large samples of the written dialect from a variety
of sources on numerous topics.

One active area of corpus linguists involves
the identification and characterization of registers
(Gries, 2006), a type of language use that is deter-
mined by the situation or circumstance in which
the speech act occurs (Johnstone, 2008). Situa-
tions that cause speakers to change their lexical and
grammatical choices are said to belong to different
registers. Some overlap exists between the notions

of register and genre (Biber and Conrad, 2001), but
a fine-grained distinction between the two is not
necessary for this discussion.

Modern studies of register variation rely on an-
notated corpora. Unfortunately, an annotated cor-
pus containing both written and spoken Egyptian
Arabic is not available preventing studies of Egyp-
tian Arabic register variation.  

To help explore this problem, this paper intro-
duces a new two-million word corpus of Egyp-
tian Arabic. We perform a preliminary analysis of
variation between two registers found in the cor-
pus, on the basis of partial annotation, namely that
of verbs. We compare verb frequency, lexical di-
versity, and other phenomena between two sub-
corpora and confirm a quantitative difference be-
tween two putative registers: Movies and Blogs.
We show that, although the examination of a sin-
gle part of speech cannot capture the true extent of
the variance of two registers, it provides a platform
from which to launch an in-depth analysis by an-
swering the preliminary questions concerning reg-
ister analysis for Egyptian Arabic.  

We also offer comments on the use of automatic
tools for annotation, and mention various types of
post-processing that help improve the annotations
for corpus analyses like the one discussed here.

2 Background
A corpus is a collection of texts or transcriptions
gathered for the purpose of conducting an empiri-
cal study of language (Hunston, 2002; Kübler and
Zinsmeister, 2015), and they have become a valu-
able resource in nearly every field of linguistics
(Teubert, 2005). Corpora assume many different
forms and sizes in accordance with their intended

1



purpose. Varying amounts of corpus content are
available across different languages, dialects, and
text types.

In this paper we focus on Arabic corpus lin-
guistics and associated annotation and analy-
sis. Several types of corpora are available for
Arabic: examples include ones for general lan-
guage (ArabiCorpus1), transcribed speech (CALL-
HOME Egyptian Arabic and MGB-3) (Canavan
et al., 1997; Ali et al., 2017), specialized (The
Quranic Arabic Corpus2), parallel (OPUS3), and
learner corpora (Arabic Learner Corpus) (Alfaifi
and Atwell, 2015). With these corpora and oth-
ers, our understanding of Arabic and how it is used
has increased (Buckwalter and Parkinson, 2011;
Bentley, 2015; Ismail, 2015; Alasmari et al., 2017;
Dickins, 2017; Henen, 2018). One area that has
been largely overlooked in Arabic corpus studies
is discourse analysis, especially for learner Arabic
(Ryding, 2006) and for different dialects.

2.1 Register
Research on registers in a corpus targets the iden-
tification of features that distinguish one register
from another. Biber (1993) gives eight parameters
to use in classifying registers: the primary channel
of delivery, format, setting, addressee, addressor,
factuality, purpose, and topic. Separating texts ac-
cording to these parameters helps establish appro-
priate registers.  

Once texts are collected in a principled way with
the aim of representativeness, feature-based regis-
ter analysis can begin. Each register has character-
istics or dimensions of language associated with it
(Biber, 1993) based on pertinent lexical, grammat-
ical, and syntactic features. For example, the nar-
rative dimension in English is characterized by past
tense verbs, third person pronouns, public verbs,
synthetic negation, and present participle clauses.
By comparing the frequency of the features in dif-
ferent types of texts, the dimensions in which they
fall can be determined. The dimensions for each
text type are then taken as characteristic of the reg-
ister to which the texts belong.

In this paper we deal with two primary regis-
ters: the oral and the literate. In daily life, the most
common registers in the oral dimension come from
spontaneous speech. However, this type of data

1See http://arabiCorpus.byu.edu.
2See http://corpus.quran.com.
3See http://opus.nlpl.eu.

is currently costly to collect and transcribe. Of-
ten corpora contain scripted speech from television
and movies to represent oral language. Spontane-
ity suffers somewhat: since scripted speech is first
written, it affords the author time to craft each ut-
terance and edit it until it achieves the desired ef-
fect. Utterances made spontaneously do not often
reflect this luxury.

This has led to debate within the corpus commu-
nity, with some asserting that scripted language re-
flects artificial settings created by the same author,
and hence may not be completely realistic (Sin-
clair, 2004). On the other hand, others have found
only minimal differences between movie language
and spontaneous speech (Taylor, 2004; Brysbaert
and New, 2009; Forchini, 2012). This issue be-
comes particularly interesting in Egyptian Arabic.

Written registers are very frequently used in cor-
pus studies. Sample text types that fall within
the written registers include literature, newspaper
articles, academic articles, encyclopedia entries,
personal correspondence, and official documents
(Biber and Conrad, 2001; Biber et al., 2006). With
its widespread availability of texts, the internet is
also a source for written register data. Biber et al.
(2015) found that English texts from the internet
can be categorized into several registers: narra-
tive, information description/explanation, opinion,
interactive discussion, how-to/instructional, infor-
mational persuasion, lyrical, spoken, and hybrid.

2.2 Arabic corpus analysis
The oral/written distinction and corpus registers in
general is more complex and nuanced for Arabic’s
diglossic situation: the standarized version of the
language, MSA, is used in many written situations,
whereas a wide array of dialects is used for every-
day spoken language. Collecting, annotating and
analyzing corpus data is hence more complicated
and much remains to be done in examining the
variation that exists between spoken and written
Arabic. Examples of such work include Fakhri’s
(2009) investigation of the variation between aca-
demic Arabic in the disciplines of the humanities
and the law. Johnstone (2008) examined Arabic
expositority prose and identified the use of three
features––repetition, parataxis, and formulaicity—
which are typically associated with spoken lan-
guage.

Several Egyptian Arabic film and television
transcript corpora have been used in recent stud-

http://arabiCorpus.byu.edu
http://corpus.quran.com
http://opus.nlpl.eu


ies. Hussein (2016) used a corpus of Egyptian
movie transcripts to study the pragmatic and syn-
tactic functions of the Egyptian word4 كده kɪdʌ.
This corpus contains 231,542 words from seven-
teen different films. Production dates for these
movies range from 1958-2008 with the majority of
words in the corpus coming from movies made pre-
1990, which makes the content somewhat dated for
contrasting it with recent content such as internet
texts.

Such a corpus was used by Sayed (2018) to study
the use of the discourse marker معلش maʕleʃ. This
corpus contains transcripts of 76 episodes from
the 2017-2018 Egyptian television serial جار سابع
sæ:biʕ ga:r. One potential weakness to using this
corpus in a register study is that all of the tran-
scripts come from one television show. Most of
the content is produced by only a handful of speak-
ers/characters, calling into question representative-
ness.  

The issue of representativeness is also impor-
tant in choosing a suitable blog corpus. Two
general Egyptian Arabic blog corpora are the
Arabic Multi-Dialect Text Corpus (Almeman and
Lee, 2013), which contains thirteen million words
and Yet Another Dialectal Corpus (YADC) (Al-
Sabbagh and Girju, 2012b) which contains six
million. Both were created by performing web
searches using dialect-specific words and then
scraping the text from the webpages returned by
the search engine. The Arabic Multi-Dialect Text
Corpus used 139 different words determined to be
unique to Egyptian Arabic as the search terms or
seeds. The frequency of these words does not seem
to have played a role in their choice. 

In building a corpus with web searches, the fre-
quency of the seeds is important for representative-
ness (Sharoff, 2006; Biber et al., 2015). No such
frequency lists exist for Egyptian Arabic, and no
documented effort was made by the creators of the
Arabic Multi-Dialect Text Corpus to choose fre-
quent words or phrases. The creator of YADC,
on the other hand, took measures to create a more
representative corpus of the texts available online.
The queries contained multiple Egyptian exclu-
sive function words. One downside to using func-
tion words is that many of them are found in sev-
eral dialects (Qafisheh, 1992; Tamis and Persson,
2013). For our purposes, a corpus that contains

4When necessary in this paper, Arabic text is followed by
an IPA transcription or by an English gloss.

only Egyptian Arabic is preferable.  

3 Introducing CALM

Because of the need for a sizable corpus of Egyp-
tian Arabic language, we collected and annotated
a new corpus designed in an attempt to more
accurately represent both oral and written lan-
guage. This paper introduces CALM (Corpus al-
Logha al-Musriya, Corpus of Egyptian) a two-
million-word corpus of Egyptian Arabic. CALM
contains transcripts from 65 movies (comprising
655,858 word tokens), 88 scripted television pro-
grams (396,734 word tokens), and internet texts
(1,092,442 word tokens). Some of the content has
been annotated, as described in this paper, and an-
notation is ongoing. The corpus is available via
download5.

For the purposes of this paper, two subcor-
pora were extracted from CALM: a subcorpus of
movie/television transcripts, and a subcorpus of in-
ternet texts.

3.1 The transcript subcorpus
The transcripts of CALM make up the largest
known collection of transcribed Egyptian Arabic
movies and TV programs produced in Egypt and
written for Egyptian audiences. In other languages
a quicker and cheaper method to build a compa-
rable corpus would be from subtitles, but in Ara-
bic foreign movies are subtitled using MSA. Only
movies and programs popular to Egyptian audi-
ences were selected for transcription based on the
belief that they contain more mainstream language
and are written by those who are able to skillfully
mimic everyday speech.  

Note that, as mentioned earlier, some debate
exists about whether movie transcripts truly rep-
resent spontaneous speech (vs. the author’s cre-
ative voice). A comparison of a script in CALM
from the Egyptian film ومرقص  حسن  ɦʌsʌn wi
murʔosˁ (Maati, 2008) with the movie transcripts
reveals several instances where actors stray from
the script, both omitting words from the script and
adding their own content spontaneously.

Most movies and TV programs are from the year
2000 and later. No conscious effort was made to
choose movies and TV based upon genre, or to bal-
ance the content across genres. However, care was

5See http://linguistics.byu.edu/thesisdata/
CALMcorpusDownload.html.

http://linguistics.byu.edu/thesisdata/CALMcorpusDownload.html
http://linguistics.byu.edu/thesisdata/CALMcorpusDownload.html


taken to make sure that one genre does not domi-
nate the subcorpus created for movies and TV.

Once a movie was selected for inclusion in the
corpus, it was transcribed and then reviewed for
accuracy by a native Egyptian speaker. A second
reviewer was used to determine the ability of the
reviewers to catch all of the mistakes in the tran-
scription. This process was necessary as some re-
viewers were not able to successfully read a tran-
script while listening to a movie.

3.2 The blog subcorpus
The other content in CALM was created from in-
ternet texts and will be called the blog subcorpus.
Although internet texts can be classified into many
different genres (Biber et al., 2015), in this paper
they will be treated as a single register. We ex-
clude internet texts that contain transcriptions of
speeches, movies, television programs, and songs.
Some of the blog texts were collected from the
internet based upon seeded n-gram searches via
Bing and Google, as discussed in the previous sec-
tion, though this time relying on frequent dialect-
specific words to decrease the chances of dialect
mixing. We also used BootCat, a do-it-yourself
web-to-corpus text conversion pipeline (Baroni
and Bernardini, 2004), to find, scrape, and convert
other webpages written in Egyptian Arabic into
text files. A cursory review of the files was com-
pleted to remove non-EA texts that were returned
by the process. However, some MSA is con-
tained in CALM because it is interwoven through-
out posts written in Egyptian; posts completely
written in MSA, though, were removed.

EA exhibits numerous orthographic, lexical,
morphological, and syntactic differences from
MSA that will be familiar to many Arabists (El-
Tonsi, 1982; Hassan, 2000; Ryding, 2005; Abdel-
Massih et al., 2009). Even the representation of
lemmas (base forms, or dictionary citation forms)
and their orthography varies across EA dictio-
naries, necessitating a custom representation for
CALM annotation. A discussion of these is be-
yond the scope of this paper, but an extensive list of
the ones relevant to CALM corpus creation and an-
notation is available (White, 2019, forthcoming).

One area lacking in research is that of register
variation within Egyptian Arabic, especially of the
features that distinguish the spoken form from the
written. Such a study could be undertaken with
the use of two corpora said to represent different

registers within the oral and literate dimensions
of the language. To represent the oral dimension,
film and television transcripts could be used be-
cause of the features that they share with spon-
taneous speech. The literate dimension could be
represented by the language contained in blogs,
since registers traditionally used to represent this
dimension are written using MSA. Since it dif-
fers from Egyptian Arabic lexically, syntactically,
and morphologically, comparing an MSA corpus
and an Egyptian corpus would not increase our
understanding of how Egyptians write the dialect.
Therefore, the two corpora must be of EA.

Once these corpora have been decided upon, the
next step is to determine the features that should
be counted and compared. These features can be
large or relatively few in number. In the next sec-
tion, we perform a feature-based examination of
two subcorpora from CALM which, we will show,
represent two different registers of EA.

4 Case study: verb register variation

To assure tractability for this study, two sub-
corpora were created from CALM: (1) the
Movies subcorpus, consisting of transcriptions
from movies (113,163 word tokens) and televi-
sion shows (115,236 word tokens), for a total of
228,399 word tokens including 38,768 verbs; and
(2) the Blogs subcorpus, containing 141,318 word
tokens and 27,616 verbs. While not exactly bal-
anced, they are of reasonably comparable size.

For this study only the verbs were annotated, in
part because they are slightly easier to identify and
annotate than nouns and adjectives (Al-Sabbagh
and Girju, 2012a), and because of their widespread
use in determining register (Ferguson, 1983; Frig-
inal, 2009; Staples, 2016). Table 1 gives sample
annotations for several verbal features.

In this section, then, we perform a register vari-
ation analysis on verb features to characterize the
two dimensions of content in CALM: oral versus
literate (or spoken versus written), as represented
by the Movies and Blogs subcorpora, respectively.

The first step was to annotate each verb in the
two subcorpora. Once each verb was assigned a
part-of-speech tag, a verbal category, and a lemma,
each of these features were counted from each
subcorpus and compared in order to determine
whether verbs are used differently. Since the size
of the two subcorpora was not exactly the same,
counts from each were normalized. We used two



IMPERFECT عنوانه يديني حد على تدلني ممكن
PERFECT لسارة ودنه ادى مكنش فعلا يتجوزني عايز كان لو مراد
IMPERATIVE Positive الطريق في جاية وحاجتك بتوعي التمثالين اديني بيه شوقي يا ايه ذنبي وانا طب
IMPERATIVE Negative البيت في عندي اللي البومة كفاية ده. الكئيب الوش متدنيش
HABITUAL احنا فولتارين حقن بندي امتى من فولتارين!
FUTURE بقى رأيك أسمع لما إلا كلمة اي هديهم مش أنا حال كل على

Table 1: Sample feature-based verb annotations

statistical tests to compute significance: (1) log-
likelihood because of its frequent appearance in
corpus linguistics studies (Wilson, 2013); and (2)
the Bayesian Information Criterion (BIC) for its re-
liability over chi square when dealing with word
counts that fall on either end of the frequency spec-
trum (Dunning, 1993; Rayson and Garside, 2000).

Verbs are more common in the Blogs subcorpus
than in Movies (see Table 2). However, not all ver-

Total Movies Blogs
# of words  228,399 141,318
# of verbs  38,768  27,083 
% of verbs  16.97  19.54

Table 2: Totals and percentages of verbs

bal categories (IMPERFECT, PERFECT, IMPER-
ATIVE, HABITUAL, and FUTURE) in Blogs oc-
cur more frequently than in Movies. Table 3 shows
the category differences, all of which are statis-
tically significant except for FUTURE. However,
some of these differences change when we com-
pare frequency to the total amount of verbs in each
corpus rather than the total number of words. This
is because of the higher concentration of verbs
in Blogs, causing counts of the verbal categories
taken out of the total number of words to be mis-
leading (Gries, 2006).

Category % of Words % of Verbs
Movies Blogs Movies Blogs

Imperfect  6.56  7.90 38.67 40.45 
Perfect  5  6.4 26.86 32.54 
Habitual  1.83  2.46 10.8  12.58 
Imperat.  2.57  1.52  15.15  7.8 
Future  1.44  1.3  8.51  6.67 

Table 3: Frequency of verbal categories

When factored by the total amount of words
in each subcorpus, IMPERFECT is significantly
more frequent in Blogs; however, this significance
disappears when the frequency is compared with

the total number of verbs. The opposite is true of
the verbs hosting the FUTURE morpheme. Al-
though the comparative frequency of this verb in
Movies was insignificant when compared to the to-
tal words, its frequency becomes significant when
compared only to verbs. PERFECT and HABIT-
UAL are significantly higher in Blogs by both
comparisons.

The IMPERATIVE represents the largest dif-
ference in usage between the two subcorpora.
We investigate further by separating the im-
peratives into four categories: negative IM-
PERATIVE, positive 2SG.MASC.IMPERATIVE,
positive 2SG.FEM.IMPERATIVE, and positive
2PL.IMPERATIVE.

Instead of comparing the frequencies of the im-
peratives against the total number of words in the
corpus, we compared them to the total number of
verbs. The numbers for each category of impera-
tive are given in Table 4.

Type Per 100 . . . Movies Blogs
Negat. verbs  1.1  0.7

imperatives 7.29 9.01 
Male Posit. verbs  10.14  5.88

imperatives  66.89  75.83 
Female Posit. verbs  3.31  0.69

imperatives  21.87  8.87 
Plural Posit. verbs  0.6  0.49

imperatives  3.95  6.3 

Table 4: Frequency of imperatives across subcorpora

The frequencies of IMPERATIVEs in Movies
are all significantly higher than in Blogs ex-
cept for the positive 2PL.IMPERATIVE. How-
ever, the table reveals that as a percentage
of the total imperatives used, the Blogs uses
the positive 2SG.MASC.IMPERATIVE and pos-
itive 2PL.IMPERATIVE significantly more than
Movies. Negative imperative use is signifi-
cantly greater in Movies compared to all verbs,
but not significantly greater when compared to



all IMPERATIVE verbs. Only the positive
2SG.FEM.IMPERATIVE remains more frequent
in Movies regardless of its comparison set.

Another feature used to prove register variation
is lemma frequency across verbs from each regis-
ter. Among the verbs that occur in either subcor-
pus with a frequency of over 100, seventeen verbs
show a frequency significantly higher in one regis-
ter over the other (see Table 5). Table 6 illustrates

More common in...
Movies Blogs

اتفضل please, come in بدأ to begin
خشّ leave دخل to enter
هدي to calm oneself كتب to write
أكل to eat حاول to try
ساب to leave لقى to find
استنى to wait حسّ to feel
شرب to drink فتح to open
مشي to walk رد to respond

قرأ to read

Table 5: Contrastive distribution of high-frequency
verbs across registers

percentage of IMPERATIVE verb forms in each
subcorpus for these seventeen verbs.

Word % Imperat. Meaning
اتفضل M  93.6 please, come in

هدي  M  83.2 to calm oneself
M استنى  56.8 to wait
M خشّ   43.4 to enter
B فتح  32.3 to open

M ساب   31.7 to leave
M مشي  29.9 to walk

B رد  26.7 to respond
B دخل   20.5 to enter

B قرأ  15.9 to read
M أكل   11.3 to eat
B كتب   11.1 to write

B حاول   10.2 to try
M شرب   5.6 to drink

B بدأ  2.6 to begin
B حسّ  0.09 to feel
B لقى   0 to find

Table 6: IMPERATIVE usage of verbs most common
to each subcorpus (M=Movies, B=Blogs)

Having a lemmatized corpus also permits com-
parison of lexical diversity between the two regis-
ters. Using the Biber (2006) formula for normaliz-

ing lexical diversity counts, statistics for each reg-
ister are given in Table 7. All differences displayed
are statistically significant, suggesting that Blogs
is richer in verb types as well as in verb diversity.

Types Diversity Types/1M Types/1M
Verbs Words

Movies 2,279  5.88  11,574  4,768 
Blogs 2,079 7.53  12,510 5,530

Table 7: Diversity of verbs

4.1 Reflections
The data reported above provide enough evidence
to warrant a wider investigation into the variations
that exist between these potential registers. In En-
glish, use of the PERFECT has been identified as a
feature of narration (Biber and Conrad, 2001; Sta-
ples, 2016). If Egyptian Arabic behaves like En-
glish, then the higher frequency of the PERFECT
in Blogs signals a greater reliance on narration than
in Movies, hence forming different registers. The
possibility of the Egyptian Arabic PERFECT be-
ing a feature of narration is further supported by
Biber et al. (2006), who found that most English
internet texts could be classified as narrative.

Similarly, the frequency of the IMPERATIVE
in Movies could easily be a feature of involved
and non-narrative speech as found in Somali (Biber
and Conrad, 2001). Therefore, the frequency of
the PERFECT and IMPERATIVE in both subcor-
pora suggests a difference in narrative-based regis-
ter separation. Distinct differences in HABITUAL
versus FUTURE could also be linked to narration,
but possibly some other feature. As little is known
about the features of each dimension of Egyptian
Arabic, a deeper investigation is needed so that the
frequency of these verbal tenses and aspects can be
put into context. 

The variance of the frequencies of the verbal as-
pects and moods further supports register variation
as one corpus alone cannot be used to generate a
description of how verbs are used. In both sub-
corpora IMPERFECT is used more than any other
verb aspect or mood followed by PERFECT. If
this description were based solely on Movies, IM-
PERATIVE would be the third most common verb
form. However, this is not true of Blogs. There-
fore, the omission of one subcorpus from analy-
sis would skew the description of the dialect: both
need to be taken into account when producing a
description of the language.



The subjects of IMPERATIVE verbs also seem
to differ across register. The number of female
positive imperatives in Blogs is trivial when com-
pared to Movies. However, many factors indepen-
dent of register could affect this result. Further in-
vestigation is needed to determine whether this dif-
ference can be used to indicate register variation.

Greater frequency of verb tokens and types in
Blogs in EA is also interesting. Biber (2006)
found, for academic English, that verbs were much
more common in spoken academic registers (e.g.
lectures vs. journal articles); features associated
with verbs were also found to be characteristic of
the oral dimension of Spanish and English more
generally (Biber, 1999; Biber et al., 2006). How-
ever, the opposite appears to be true for Egyptian
Arabic: Blogs contains a statistically higher num-
ber of verbs than Movies does.

Blogs also contains a greater diversity of verbs,
which is consistent with English and Spanish; this
may be expected as authors have time to think
about the words they will use and revise their
choices (Biber, 2006; Biber et al., 2006). In this
study our differences in EA verb usage (i.e. num-
ber of verbs and their variety) suggest that the lan-
guage contained in Blogs and Movies is different.
In theory, both are written and revised; therefore,
the difference in the diversity of verbs cannot be
due to the fact that one of the registers is written.
One factor that could have contributed to this is the
size of the annotated corpus, but it could also be
true that a feature of spoken Egyptian Arabic—like
Spanish and English—is a lack of verbal diversity.
Therefore, if this pattern holds as more of the cor-
pus becomes annotated, it would constitute further
evidence of register variation.  

5 Notes on annotation

Linguistic annotation is the process by which ad-
ditional linguistic information is added to a corpus
in order to facilitate quantitative analyses of corpus
content and user queries (Kübler and Zinsmeister,
2015). Manual annotations are performed by hu-
mans, automatic annotations are done by a com-
puter program, and automatic annotations that are
checked by a human for accuracy are called semi-
automatic annotations.  

Automatic annotators available for EA are
somewhat limited, and although more resources
exist for MSA, the morphological and lexical dif-
ferences cause MSA annotators a challenge in an-

notating EA texts (Maamouri et al., 2014). In
2004, a part-of-speech annotator for MSA was
achieving an accuracy 95.49% (Diab et al., 2004)
versus a contemporary analyzer for EA with an ac-
curacy at 62.76% (Duh and Kirchhoff, 2005). One
reason for the disparity was the lack of large cor-
pora or a complete lexicon of EA for annotator
training (Habash and Rambow, 2006).

Abo Bakr et al.’s (2008) annotator translated
Egyptian Arabic sentences into MSA and then
tagged the MSA for part of speech, which would
then be applied back to the Egyptian words. Con-
version of the Egyptian Arabic to MSA was suc-
cessful 88% of the time, and overall accuracy rat-
ings for tokenization and part-of-speech tagging
for EA were 90% and 85% respectively.  

Al-Sabbagh and Girju (2012a) created an Egyp-
tian Arabic tagger that did not depend upon MSA.
Originally trained on three language types (Twit-
ter, QA Pairs, and blogs), its highest reported F-
measure among them for POS tagging is 0.907
(QA Pairs), though it had less success on blogs
(with an F-measure of 0.888).

MADAMIRA (Arfath Pasha et al., 2014) ana-
lyzes each word according to the possible mor-
phemes attached to it. It then uses language mod-
els to provide a morphological analysis, part-of-
speech, lemma, and diacritics for each word in
a text. Its accuracy score for part-of-speech tag-
ging is 0.923. MADAMIRA’s ability to provide
lemmatization makes it valuable tool for register
variation studies.

One issue regarding annotators involves
whether they are accurate enough to be used with-
out the need for a manual review of the results.
Another annotator issue is how well accuracy per-
sists when annotating texts in a different domain
from the training set. There is an apparent lack of
published research on using MADAMIRA in this
cross-domain fashion. MADAMIRA was trained
on transcripts of speech (Habash et al., 2012),
but the literature is less clear about the register
of Egyptian Arabic on which it was evaluated
(Arfath Pasha et al., 2014). We would expect the
average accuracy of MADAMIRA to shift either
up or down when applied to other registers of
the dialect as this phenomenon has been found in
other languages (Tseng et al., 2005; Derczynski
et al., 2013).

Numerous tagsets are available to use for Arabic
part-of-speech tagging (Arfath Pasha et al., 2014;



Alian and Awajan, 2018). A modified version of
the tagest employed by MADAMIRA was used for
CALM annotation. Verbs were annotated as such,
even in the presence of pronominal object suffixes
and prepositional proclitics. Additionally, a sec-
ond layer of annotation was applied to all verbs to
indicate certain verbal categories.  MADAMIRA
divides verbs into three groups: imperfect (i), per-
fect (p), and command (c). In CALM, two more
categories were created from the imperfect cate-
gory. Although verbs in the HABITUAL (h) and
FUTURE (f) are IMPERFECT, these were pro-
moted as separate categories for ease of searching.
Another change to MADAMIRA’s annotations in
CALM is the identification of negative imperatives
and their inclusion into the “command” category.
(The default tagset collapses imperfect verbs and
negative imperatives into one class.)

Annonation of CALM also includes a few
other adjustments to MADAMIRA’s output: (1)
MADAMIRA does not view the passive verbs as
a verb form but adds an extra layer of annotation;
these were folded into the basic verb paradigm in
CALM. (2) Slight differences in lemmatization in-
volved clarification by adding short vowels where
necessary.

Overall MADAMIRA performed relatively well
in annotating Movies and Blogs from CALM, and
a combination of post-processing, both manual
and automatic, made corrections when necessary.
Hereafter we refer to raw annotations as “non-
gold”, and corrected annotations as “gold”. Ta-
ble 8 shows both the non-gold and gold statistics
for the content shown earlier in Table 7.

Types Divers. Types/1M Types/1M
Verbs Words

Non-gold
Movies  2,867  7.44  14,608 5,999
Blogs  2,751  10.08  16,651  7,318 
Gold
Movies 2,279  5.88  11,574  4,768 
Blogs 2,079 7.53  12,510 5,530

Table 8: Diversity of verbs (non-gold and gold)

Table 9 gives the counts for each of the verb
types as annotated by the automatic tagger (the
“non-gold” annotations) and after human correc-
tion (the “gold” annotations), and the percent
change between the two annotation types. In all
cases, the cross-register differences in verb usage
that were significant in the gold subcorpora also

held in the non-gold subcorpora. This nearly holds
for the imperatives as well, except that the non-
gold corpora do not report a significant difference
in the use of the 2PL.IMPERATIVE in Blogs. As
explained earlier, the automatic tagger does not at-
tempt to categorize negative imperatives. For that
reason, each cell in its row contains ‘NA’ .

For verb diversity measures, MADAMIRA data
are nearly identical to the lists generated by hand
(i.e. those in Table 5) except for six verbs whose
counts were not accurate enough to reveal the sta-
tistically significant register differences. Regard-
ing comparative verbal diversity, MADAMIRA
scores diversity in Movies at 7.44% and in Blogs
at 10.08% (a difference of 2.64%) whereas manual
correction yields a difference in diversity of only
1.65%.

In conclusion, the annotations produced solely
by MADAMIRA would have led researchers to
nearly the same conclusions as those reached
above with hand-corrected annotated data. The
counts for overall verbs and verbal categories var-
ied in every case from the numbers provided by
the corrected annotations; however, the variations
were not enough to change the results. Except for
the IMPERATIVE category, MADAMIRA’s total
number of verbs in each category in Blogs changed
by less than 5% after hand-correction. In both sub-
corpora, MADAMIRA was consistent with the cat-
egories that it over- and under-represented: IM-
PERFECT and PERFECT were both overrepre-
sented, and IMPERATIVE and HABITUAL were
both underrepresented. The only exception was the
FUTURE category, which showed an underrepre-
sentation in Movies and the opposite in Blogs.

One difficulty MADAMIRA had was in dif-
ferentiating proper nouns from verbs, a challenge
since Arabic has no capital letters. IMPERFECT
and PERFECT were overrepresented due to mis-
classification, precision was lower on Movies, and
recall on proper nouns suffered. In Movies, 7 of the
top 10 words incorrectly tagged as verbs were ac-
tually names and titles given to people. Seventeen
word forms represent 1,239 of the 3,290 recall er-
rors of this type, comprising 37.6% of all the false
positives. Names in the Blogs subcorpus were also
problematic; in the top 30 false positives there, 8
were names (totaling 223 occurrences). This type
of ambiguity only accounts for 10.5% of the to-
tal number of false positives, though, likely due to
lower use of personal names in the Blogs.



Movies Blogs
Non-Gold % Change Non-Gold % Change

All verbs  38,518  -0.65  27,296  -1.16 
Imperfect  15,807  +5.44  11,448  +3.96 
Perfect  11,714  +12.47  9,343  +3.96
Command  3,762  -35.97  1,324  -38.22
Habitual  3,962  -5.35  3,301  -4.95 
Future  3,273  -0.82  1,880  +2.01
Imperatives
Neg. NA NA NA NA
Pos. 2SG.MASC 1,455  -40.95 692 -35.33 
Pos. 2SG.FEM 877 -31.75  179  -9.6 
Pos. 2PL 165  -28.88  89  -34.07

Table 9: Effect of hand correction for frequency counts

Overall MADAMIRA performed relatively well
in annotating the verbs in Movies and Blogs from
CALM. However, in order to achieve higher accu-
racy for this paper, the annotations were manually
reviewed and corrected. Throughout the process
of manual correction, high-frequency errors made
by MADAMIRA became apparent and a supple-
mental Python post-processor was developed to
target these mistakes. This program was able to
boost MADAMIRA’s precision score from 0.922
to 0.944. Although the post-processor was able to
reduce the number of corrections needed, every au-
tomatically assigned annotation was manually re-
viewed. Details are discussed elsewhere (White,
2019, forthcoming).

6 Conclusions and future work
This paper discussed the need for an Egyptian Ara-
bic corpus of spoken language transcripts and in-
troduced CALM, a new two-million word corpus
of spoken EA. It also conducted an analysis into
the use of verbs in two potential registers of EA.

The results show significant variance in the us-
age of verbs in Movies versus Blogs. These differ-
ences are consistent with variations found between
other registers in previous multidimensional anal-
yses. These results also lay the groundwork for fu-
ture studies by providing a description of some of
the dimensions of EA based upon empirical data.

We also showed that in spite of the challenges
in annotating Egyptian Arabic, an automatic tag-
ger was able to produce results that were not ap-
preciably different from those produced through a
process of manual correction.

The scope of this work was to show how a non-
trivial subset of CALM could serve as data for a
register analysis. It was limited in several ways,

all of which can be extended via further research.
First, a finer distinction into register types (es-
pecially blog subtypes) could be enacted, as has
been done for other languages. In addition, this
work involved annotations based on only one part
of speech (i.e. verbs), whereas other categories
could serve for similar analyses once annotations
are available. Third, given the ongoing debate
about whether transcripts of scripted speech can be
used to represent speech, more study should ascer-
tain how exactly dialogue and narration are char-
acterized for register in EA. Finally, insight could
be sought concerning the frequent use of the HA-
BITUAL in Blogs. Is this due to the narrative di-
mension, or some other one represented in Blogs?
Answers to this question can inform curricula for
Egyptian Arabic learners, who often find this fea-
ture difficult.
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Abstract

Social media (SM) platforms such as Twit-
ter offer a rich source of real-time informa-
tion about crises from which useful informa-
tion can be extracted to support situational
awareness. The task of automatically identi-
fying SM messages related to a specific event
poses many challenges, including processing
large volumes of short, noisy data in real time.
This paper explored the problem of extract-
ing crisis-related messages from Arabic Twit-
ter data. We focused on high-risk floods as
they are one of the main hazards in the Mid-
dle East. In this work, we presented a gold-
standard Arabic Twitter corpus for four high-
risk floods that occurred in 2018. Using the
annotated dataset, we investigated the perfor-
mance of different classical machine learning
(ML) and deep neural network (DNN) classi-
fiers. The results showed that deep learning is
promising in identifying flood-related posts.

1 Introduction

Social media (SM) platforms provide a valuable
source of real-time information about emergency
events. During mass emergencies, microblogging
sites such as Twitter are used as communication
channels by people and organisations to post sit-
uational updates, provide aid, request help and
search for actionable information. Examples of
Twitter’s effectiveness during crises include the
Manila floods in 2013 (Olteanu et al., 2015), the
Louisiana flood in 2016 (Kim and Hastak, 2018)
and tropical storm Cindy in 2017 (Kim et al.,
2018). Twitter was used to report the protests that
followed the Iranian presidential elections of 2009
(Khondker, 2011). It also played an important role
in the Arab Spring (Arafa and Armstrong, 2016).
For instance, Twitter was used as a means of com-
munication by protesters during the Egyptian rev-
olution in February 2011 (Tufekci and Wilson,
2012). Petrovic et al. (2013) found that Twitter
often breaks incoming news about disaster-related

events faster than traditional news channels. The
early identification of disaster-related messages
enables decision-makers to respond quickly and
effectively during emergencies.

The huge volume of user-generated Twitter data
related to numerous daily events has given rise
to the need for automatic event extraction and
summarising tools. Event extraction from Twit-
ter streams poses challenges that differ from tra-
ditional media. In particular, traditional text ex-
traction techniques are challenged by the noisy
language used in social media, including col-
loquialisms, misspelled words and non-standard
acronyms. Because of the imposed character limit
(280 characters), Twitter users tend to use more
abbreviations and may also post non-informative
messages that require some knowledge of the sit-
uational context for interpretation. In addition,
Twitter’s popularity makes it appealing for spam-
mers who spread propaganda, pornography and
viruses (Benevenuto et al., 2010; Kabakus and
Kara, 2017). Another challenge posed by Twit-
ter is that the increasing volume and high-rate data
stream of user-generated messages create signifi-
cant computational demand.

Previous studies that have explored the prob-
lem of extracting crisis-related messages from
SM have proposed various matching-based and
learning-based approaches. Supervised machine
learning (ML) and deep learning models have
been used to identify event-relevant messages and
classify them into several categories. A signif-
icant percentage of such studies have been con-
ducted on English SM text. Very little work has
focused on Arabic text. The Arabic language has
its own peculiarities that make classifying Arabic
SM text more challenging. For example, SM users
sometimes write in their own dialects. There ex-
ist many spoken Arabic dialects that differ in their
phonology, morphology and syntax (Chiang et al.,
2006). People tend to write the dialectical words



according to their own pronunciations. There is no
spelling standard for written dialectical words. Di-
alects are region-based. Hence, a classifier trained
on data collected from one region may not perform
well when tested on data collected from another
region.

Unlike English, Arabic has poor available re-
sources. To the best of our knowledge, there is
no publicly available Arabic crisis-related dataset.
We therefore built our own. In this work, we fo-
cused on flooding crises as they are a major hazard
in the Middle East. A crisis usually occurs after
heavy rain and subsequent flash flooding. In Octo-
ber and November 2018, heavy rainfall caused se-
vere flooding in various Middle Eastern countries
including Saudi Arabia, Kuwait, Jordan, Qatar,
Iraq and Iran. According to civil defence authori-
ties in Saudi Arabia, 1,480 individuals were res-
cued, 30 died and 3,865 were evacuated during
floods that occurred in the period between 19 Oc-
tober and 14 November.1 In Jordan, the flash flood
on 9 November left at least 12 people dead and 29
injured.2 On the same day, Kuwait had heavy rain
that resulted in infrastructure and property damage
and left at least one person dead.2

This research used different supervised learn-
ing approaches to extract flood-related tweets for
the purpose of enhancing crisis management sys-
tems. We investigated the ways in which deep
neural networks (DNN) compare to ML models in
identifying crisis-related SM messages. Inspired
by Nguyen et al. (2017), we also explored how
different models perform when they are trained on
historical event data, as labelling data from current
events is expensive. Furthermore, continually re-
training a model from scratch using data from cur-
rent events is undesirable as it delays the timely
processing of messages. The contributions of this
paper as follows:

• We provide an annotated Arabic Twitter
dataset of flood events.

• We benchmark the dataset using different su-
pervised learning approaches.

• We evaluate the performance of two classi-
cal ML models and four DNNs on extracting
flood-related messages, under two training
settings: (1) train and test on the same event

1https://sabq.org/jGVvgZ
2http://floodlist.com/asia/

jordan-flash-floods-november-2018

data; and (2) train on previous in-domain
events and test on the current event.

The rest of this paper is organised as follows:
section 2 surveys related work. Section 3 de-
scribes the process of building the Arabic flood
Twitter dataset. Section 4 presents the used ML
and DNNs models. The experimental settings and
the results are detailed in sections 5 and 6, respec-
tively. Finally, section 7 concludes the paper and
discusses future work.

2 Related Work

A review of the recent literature confirms
widespread interest in detecting and extracting in-
formation from Twitter posts that describe current
events. Recently, extracting crisis-related events
from social media has received considerable atten-
tion.

Kireyev et al. (2009) experimented with latent
Dirichlet allocation (LDA) topic models to detect
disasters from Twitter posts. Sakaki et al. (2010)
developed an earthquake reporting system by pro-
cessing Twitter data. They used a support vec-
tor machine (SVM) to classify Twitter messages
into two groups: event and non-event. They also
proposed temporal and spatial models to estimate
the earthquake’s location. Cameron et al. (2012)
presented a model to detect crises from Twitter
using burst detection and incremental clustering.
Abel et al. (2012) described a framework called
Twitcident for searching, filtering and analysing
Twitter streams during incidents. Twitcident mon-
itors broadcasting services and translates incident-
related messages into profiles for use as Twitter
search queries to extract relevant tweets.

Using a supervised ML approach, Imran et al.
(2013a) classified Twitter posts into fine-grained
classes and extracted the relevant information
from the messages. In a subsequent work, they de-
scribed a method for extracting disaster informa-
tion using conditional random fields (CRF) (Imran
et al., 2013b). Ashktorab et al. (2014) described
a supervised learning-based approach to identify-
ing disaster-related tweets and extracting action-
able information.

Singh et al. (2017) developed a classification-
based system to extract flood-related posts and
classify them as high or low priority to iden-
tify victims who need urgent assistance. Nguyen
et al. (2017) and Caragea et al. (2016) used con-
volutional neural network (CNN) to identify in-

https://sabq.org/jGVvgZ
http://floodlist.com/asia/jordan-flash-floods-november-2018
http://floodlist.com/asia/jordan-flash-floods-november-2018


formative (useful) messages from crisis events.
Nguyen et al. (2017) highlighted that CNN per-
formed better than many classical ML approaches.
Going further, Neppalli et al. (2018) compared
the performance of a naı̈ve Bayes (NB) classifier
to two deep neural models in identifying infor-
mative crisis-related posts. Their results demon-
strated that CNN outperformed both the recurrent
neural network (RNN) with gated recurrent unit
(GRU) model and the NB with handcrafted fea-
tures. Unlike the described work, which focused
on the classification of English tweets to extract
the relevant event messages, Alabbas et al. (2017)
used supervised ML classifiers to identify high-
risk flood-related tweets that were written in Ara-
bic.

Using different classical ML and deep learning
approaches, we also classified the Arabic tweets as
flood-related or irrelevant. Our work differs from
that of Alabbas et al. (2017) in the classification
techniques and data collection. Instead of tracking
the Arabic words �A�ASy� ,�wyF (floods), we
based our collection on event-related keywords as
described in the following section.

3 Corpus Collection and Annotation

Using the Twitter API,3 Arabic tweets were col-
lected by tracking certain keywords and hashtags
related to 10 flood events. The tracked floods oc-
curred in the Middle East in October and Novem-
ber, 2018. The initial set of tweets for each event
were crawled based on the event-related trendy
hashtags or by searching for tweets containing the
terms �wyF (floods) and the flood location
name. Then, the dataset were expanded by track-
ing all the relevant hashtags found in the collected
set. This step was repeated until no new event-
related hashtag could be found. Different numbers
of messages were obtained per event. While we
managed to crawl thousands of tweets for some
events, we ended up with just a few hundred for
others. The size of candidate flood-related data
might depend on the popularity and severity of the
event.

In this research, only four events were consid-
ered for annotation. The events were: Jordan
floods, Kuwait floods, Qurayyat floods and Al-
Lith floods. The selected events took place in dif-
ferent areas of the Arab world: Jordan, Kuwait,

3https://help.twitter.com/en/
rules-and-policies/twitter-api

northern Saudi Arabia and western Saudi Arabia,
respectively. Hence, we believed that the dataset
should include tweets written in different Arabic
dialects. In addition, each of these events trended
on Twitter. We collected plenty of candidate flood-
related tweets, at least 5,000 for each of the four
crisis under consideration. The four floods led to
property and infrastructure damage. Three of them
left several people displaced or dead. Therefore,
we assumed that the collected messages would
convey different types of disaster-related action-
able information.

To construct the dataset, we first extracted the
tweet IDs and texts from the event-related JSON
files obtained by the Twitter streaming API. Each
retweet was replaced with the original text of the
retweeted message. We removed duplicates (i.e.,
tweets that had exactly the same text). After that,
a random sample of around 1,050 distinct tweets
was selected from each event to be annotated by
a human. As the Qurayyat flood had only 954
distinct messages, we labelled them all. The cor-
pus was annotated by four native Arabic speak-
ers. They were provided with the annotation in-
structions, examples of ten labelled tweets and a
brief description of each event. Annotators were
asked to provide the appropriate label based on the
tweet’s text; they were not required to open any in-
cluded hyperlinks. Each tweet was judged by two
annotators who selected the most suitable label for
the two tasks described below.

1. Relevance: The first task was to de-
cide whether a message was on-topic/event-
related or off-topic/not related. Very short
and understandable messages that did not
convey any meaning, such as those that only
included hashtags, were ignored.

2. Information type: In order to build clas-
sifiers that could identify informative crisis-
related messages, tweets that communicated
useful information were labelled based on
the information category they provided. This
task followed the annotation scheme de-
scribed by Olteanu et al. (2015), which la-
belled each message as one of the following
broad categories:

• Affected individuals: included reports
on affected, dead, missing, trapped,
found or displaced people

• Infrastructure and utilities damage

https://help.twitter.com/en/rules-and-policies/twitter-api
https://help.twitter.com/en/rules-and-policies/twitter-api


• Donations, assistance and volunteering
services

• Caution and advice
• Sympathy, prayers and emotional sup-

port
• Other useful information: messages that

did not belong to the previous categories
but helped in understanding the emer-
gency situation

• Not applicable: the message was either
irrelevant or did not communicate any
useful information, e.g., personal opin-
ions.

We measure inter-rater agreement with Cohen’s
Kappa, resulting in k ≈ 0.82 for relevance and k
≈ 0.9 for information type. In cases when the two
annotators disagreed, the tweet was judged by a
third person. The final dataset4 included 4,037 la-
belled Twitter messages for four flood events. Ta-
ble 1 presents a general description of the dataset
along with the number of relevant and irrelevant
messages per event. In our corpus, 24.69% of
tweets were irrelevant. Table 2 shows the distri-
bution of information categories per event.

4 Models

4.1 Classical ML Models
The performance of classic ML models depends
mainly on how the features are extracted and se-
lected. To benchmark the dataset, we experi-
mented with SVM and NB for flood-related mes-
sage identification.

4.2 Deep Learning Models
Deep learning has profound generalisation ability
and has proven to perform well in text classifi-
cation, achieving state-of-the-art results on stan-
dard natural language processing (NLP) bench-
mark problems. In this research, we experiment
with the following deep learning models:

• Convolutional Neural Network (CNN): The
network architecture was similar to that pro-
posed by Kim (2014). We used two 1D con-
volutions that were applied in parallel to the
input layer vectors, extracting local patches
from sequences using convolution windows
of sizes 3 and 5 with 100 feature maps each.

4It is available for research purposes at https://
www.cs.bham.ac.uk/˜axa1314/

A sliding max-pooling operation of size 2
was applied over each feature map to ob-
tain the maximum value, representing the
most important feature. The output vectors
of the two convolutions were concatenated
and a 0.5 dropout rate was applied for reg-
ularisation. The output was fed into a 100-
dimension fully connected layer with recti-
fied linear unit (ReLU) activation.

• Long Short-Term Memory (LSTM): LSTM
(Hochreiter and Schmidhuber, 1997) is a type
of recurrent neural network (RNN) that can
learn over long input sequences. In our ex-
periments, this model involved one LSTM
layer with 196 hidden output dimensionali-
ties. As proposed by Gal (2016), we applied
a dropout rate for input units of the LSTM
layer and a dropout rate of the recurrent units
for regularisation. In the experiments, both
were set to 0.2.

• Convolution LSTM (CLSTM): This model
is similar to the CNN described above ex-
cept that the fully connected dense layer is
replaced by an LSTM layer similar to the
one presented above. In this architecture, the
CNN was used to extract features that were
fed into an LSTM layer, which processed
down-sampled high-level input sequences.

• Bidirectional LSTM (BiLSTM): BiLSTM is
a another type of RNN. In processing input
sequences in both forward and backward di-
rections, BiLSTM merges their representa-
tions to capture patterns that might be missed
by order-dependent RNNs such as LSTM.
The bidirectional model in our experiments
had 196 hidden dimensions and dropout rates
equal to the ones used in the LSTM model.

The input sequences, the embedding and output
layers were similar for all previously described
DNN models. The embedding layer was used
as the first hidden layer to map words (input se-
quences) to dense vectors. In our experiments,
vectors were initialised from an external embed-
ding model and fine-tuned during training. The
output layer mapped its input vectors – which were
obtained from the last hidden layer in each model
– to a probability between 0 and 1 using the sig-
moid activation function.

https://www.cs.bham.ac.uk/~axa1314/
https://www.cs.bham.ac.uk/~axa1314/


Crisis Country # of Labelled Posts # of On-topic Posts # of Off-topic Posts
Jordan floods Jordan 1009 761 248
Kuwait floods Kuwait 1056 822 234
Qurayyat floods Saudi 954 705 249
Al-Lith floods Saudi 1018 752 266

Table 1: Dataset Description.

Flood
Name

Affected
individuals

Infrastructure
& utilities

Donations &
volunteering

Caution
& advice

Sympathy &
emotional support

Other useful
information

Not
applicable

Jordan 200 60 15 79 269 76 310
Kuwait 96 106 30 62 191 53 518
Qurayyat 184 58 8 244 131 37 292
Al-Lith 70 196 81 212 72 58 329

Table 2: Distribution of tweets by information types.

5 Experiments

In this study, we performed a binary classification
task to identify flood-related messages. Identify-
ing the information category of the relevant tweets
is left for future work. As the dataset had imbal-
anced classes, we first up-sampled the minority
class to have a relatively equal class distribution.
Then we preprocessed the tweets as described be-
low.

5.1 Text Preprocessing:
To improve model generalisation, we replaced
each URL with the Arabic word X��C (hy-
perlink). In the same way, each user handle was
substituted with the word �d�ts� (username),
while numbers were replaced with the word ��C

(number). We also normalised repeated letters
and elongation (Tatweel). Diacritics or short vow-
els, non-Arabic characters, punctuation and spe-
cial characters were removed. We performed three
types of letter normalisations: the variant forms of
alef (� ,� ,�) were normalised to (�) , alef
maqsora («) to ya (©) and ta marbouta (­)

to ha (£) . This was done because people often
misspell various forms of alef and do not distin-
guish between ta marbouta and ha when these let-
ters occur at the ends of words. In addition, stop
words were removed. While stop word removal is
not useful for some NLP tasks such as sentiment
analysis, it can enhance the performance of some
classification tasks as they do not affect the over-
all topic/meaning of a document. Finally, tweets
were tokenised using the CMU Tweet NLP tool
(Gimpel et al., 2010). We did not apply stemming
to the tokens, as the previous work confirmed that
stemming does not improve classification accu-

racy (Alabbas et al., 2017).
With respect to classic ML models, unigrams,

bigrams and trigrams of words were extracted.
In case of NB, text was represented as bags of
words as we experimented with multinomial NB
classifier which is suitable for classification with
discrete features. For SVM model, the features
were transformed into term-frequency inverse-
document-frequency (TF-IDF) vectors, in which
each tweet represented a document. For DNN
models, texts were segmented into words. The
maximum length of input sequences per tweet was
set to 60 words. Messages comprising fewer than
60 words were zero-padded. Each word was trans-
formed into a vector. Word vectors were initialised
from Ara Vec (Soliman et al., 2017). Ara Vec was
trained on Arabic Twitter text of 1,090 million to-
kens using a continuous bag of words (CBOW)
technique with a window size of three words. In
both types of models, we limited the vocabulary
to the most common 5,000 words in the training
corpus.

5.2 Training Settings:

We first examined the performance of the learn-
ing models in identifying the relevant messages
when they were trained using data from the same
event. In this case, the data was split into sub-
sets of 80% for training and 20% for testing us-
ing 5-fold cross validation. Assuming that labelled
data were not available for the current event, the
second experiment evaluated the models’ perfor-
mance when they were trained using the historical
events. Here, the entirety of the data pertaining to
the event under consideration was used for train-
ing and testing.



5.3 Models’ Settings:
Classic ML classifiers were implemented using
the scikit-learn library (Pedregosa et al., 2011).
We experimented with linear kernel SVM and
multinomial NB classifiers. Deep learning mod-
els were built using the Keras library.5 The DNN
models were trained for 10 epochs in mini-batches
of 10 samples. The optimiser and loss function ar-
guments were set to adam and binary crossentropy,
respectively.

6 Results

Table 3 shows the average accuracy scores for the
first experiment, in which classifiers were trained
on the event data using 5-fold cross-validation.
The table indicates that DNNs performed very
well despite the relatively small training dataset.
The deep learning models yielded comparable per-
formance. RNNs outperformed the ML models
in all cases. LSTM and BiLSTM achieved the
best accuracy scores. SVM returned results that
were competitive with DNN models. Looking at
the classification errors of the LSTM and BiL-
STM models, we found that the most common er-
ror is the incorrect classification of minority class
(off-topic tweets). This is due to the imbalanced
dataset. The random over-sampling can increase
the likelihood of overfitting the data as it creates
exact copies of existing instances. We also found
that some of the uninformative flood-related mes-
sages were mistakenly classified as off-topic. For
instance, 14% of such messages in Kuwait data
were incorrectly classified by the LSTM model.

As the identification of crisis-related messages
is a time-critical task, it is unlikely to obtain suffi-
cient labelled data from the current event. Hence,
we explored how the classifiers perform in detect-
ing relevant posts from different events within the
same domain. The accuracy scores are displayed
in Table 4. BiLSTM achieved the best accuracy
in most cases. CLSTM and LSTM showed com-
petitive results in certain instances. LSTM out-
performed the CNN in 9 out of 11 experiments.
This showed that RNNs could be more suitable
to address such problems as they represent the
whole input sequence instead of relying on some
key local features. Feeding the extracted CNN
features into an LSTM layer instead of a fully
connected dense layer resulted in improved accu-
racy when training on one event. The structure

5https://keras.io/

of RNNs allows such models to learn problem-
specific information about the mapping they ap-
proximate, which could reduce the training data
requirement. As the number of training examples
increased, CNN achieved performance compara-
ble with CLSTM. Table 4 shows that SVM gener-
alised better than NB model. Generally, it can be
seen that DNNs outperformed the traditional ML
models. DNNs use distributed representation of
words and learn high-level abstract features (Im-
ran et al., 2018). On the other hand, ML mod-
els’ performance depends on the training data and
manually engineered features and therefore per-
form poorly when tested in different crises due to
the great variation of data.

In the first six cases, we trained the models us-
ing data from a single event. Taking chronologi-
cal order into account, we then increased the num-
ber of events in the training set to see whether this
could enhance performance. It could be noticed
that all models showed the best accuracy in clas-
sifying Al-Lith messages when three events were
used for training. However, increasing the num-
ber of training events did not always result in im-
proved accuracy. For example, training DNNs us-
ing data from Kuwait and Qurayyat resulted in
lower performance compared to the case when
only Qurayyat data was used to classify Al-Lith
messages. Similarly, the results acheived by us-
ing Jordanian data to train ML models were higher
than those obtained by using the joint dataset of
Jordan and Kuwait.

7 Conclusion

This paper investigated the problem of extract-
ing flood-related data from Arabic tweets using
a supervised learning approach. To the best of
our knowledge, it is the first work that uses deep
learning to identify crisis-related data from Arabic
tweets. Our results show that RNNs are promising
in identifying crisis messages using training data
from the event or from other in-domain events.
We also provided a gold-standard Arabic Twit-
ter dataset for high-risk floods. For future work,
we aim to evaluate the same models in multiclass
identification to extract information types from
flood-related messages. We also plan to utilise do-
main adaptation approaches to enhance the results
of classifiers trained using data within the crisis
domain.

https://keras.io/


Event SVM NB CNN LSTM CLSTM BiLSTM
Jordan floods 91.03 79.72 91.77 91.26 91.69 92.14
Kuwait floods 89.45 83.76 90.58 91.91 89.87 91.21
Qurayyat floods 94.18 90.19 92.87 95.17 94.64 95.48
Al-Lith floods 90.83 81.59 93.86 94.08 91.64 93.56

Table 3: The accuracy scores of classical ML and DNN models when they are trained on event data.

Train Set Test Set SVM NB CNN LSTM CLSTM BiLSTM
Jordan floods Kuwait floods 61.60 63.15 67.51 70.32 67.01 70.46
Jordan floods Qurayyat floods 68.42 56.47 70.95 72.10 71.03 72.33
Jordan floods Al-Lith floods 71.22 69.23 64.49 65.82 67.75 71.07
Kuwait floods Qurayyat floods 69.73 59.15 62.22 64.13 67.66 69.73
Kuwait floods Al-Lith floods 63.90 61.98 67.15 67.30 71.81 71.59
Qurayyat floods Al-Lith floods 68.19 68.04 75.22 76.40 75.66 76.03
Jordan + Kuwait floods Qurayyat floods 69.80 60.30 73.10 75.24 73.02 76.55
Jordan + Kuwait floods Al-Lith floods 69.89 68.04 71.30 68.93 71.59 74.40
Jordan + Qurayyat floods Al-Lith floods 73.89 72.04 75.88 75.36 76.62 77.73
Kuwait + Qurayyat floods Al-Lith floods 70.85 70.71 72.63 75.88 74.92 74.48
Jordan + Kuwait +
Qurayyat floods

Al-Lith floods 75.51 72.11 76.84 77.95 77.81 77.66

Table 4: The accuracy scores of classical ML and DNN models when they are trained on out-of-event data.
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Abstract 

This paper reports on the development of two 

important tools designed specifically for the project 

entitled “the Saudi Learner Translation Corpus” 

(SauLTC): the conversion tool and the SauLTC 

application. The challenges encountered during the 

different stages of the project, especially the stage of 

the corpus alignment, were highlighted. SauLTC is a 

POS-tagged and error annotated parallel corpus 

proposed to be 3 million tokens, including translation 

projects required for graduation at the College of 

Languages at the Princess Nourah bint Abdulrahman 

University in Riyadh. It comprises a multi-version 

corpus featuring linguistic annotation, complemented 

with an interface for monolingual or bilingual 

querying of the data. The corpus can be used to 

identify the students’ strategies in translation and 

analyze their patterns of language use. The paper 

describes the corpus parameters and compilation 

process, followed by an explanation of how the textual 

processing and sentence alignment is being conducted.  

A detailed description of the SauLTC conversion tool 

and the application will be provided. Potential uses of 

the corpus will be suggested for research, training and 

pedagogical purposes.  

1 Introduction 

The merge of Learner Corpus Research 

(LCR) and Corpus-Based Translation Studies 

(CBTS) was inevitable due to their shared 

characteristics of interlingual mediation (Granger 

and Lefer, 2018). Both LCR and CBTS involve 

assessing the impact of transfer; a kind of transfer 

from L1 for LCR and from the ST for CBTS 

(Gilquin et al., 2008). Parallel corpora are also 

used in a variety of NLP and IE systems, 

dictionary construction and automatic alignment 

systems.    

In line with these developments, the present 

paper introduces SauLTC, the first unidirectional, 

multiversion parallel learner corpus in the Arab 

world. It consists of final year students’ 

translation projects required for graduation. The 

structure of the paper is as follows: in the 

following section, we reviewed the relevant 

studies in the area of learner translation corpora. 

Section 3 is devoted to the description of the 

design and the development of the SauLTC, its 

structure, participants, corpus compilation and 

data normalization. The conversion tool 

developed for the project is described, together 

with the SauLTC application. Finally, the corpus 

statistics and general remarks will be provided. 

The tool and the application could be used for 

other languages with slight modification of the 

used POS tagger. Both can be accessed by 

contacting the authors.     

2 Related Work  

Corpora that are specifically designed for use 

in the translation pedagogy have been a 

significant development. One of the first 

endeavors is the use of syllabus driven stratified 

parallel corpora to address specific teaching and 

learning tasks and train for specialized areas in 

translation (Tiayon, 2004). Nevertheless, these 

corpora remained reference corpora that 

illustrated best case practice. The primary purpose 

of corpora of learner translations is to provide new 

possibilities and insights into the translation 

training process. Before the availability of 

translation learner corpora, accessing the process 

of translation and translation training was mainly 

conducted through think aloud recordings, 

questionnaires, key-logging and eye-tracking 

(Göpferich and Jääskeläinen, 2009). While the 

results of these methods are informative, their 

collection tends to be limited due to cost and time 

constraints. Corpora, on the other hand, is 

relatively easier to compile and access, which 

encouraged the development of an increasing 

number of bi- and multilingual parallel learner 

corpora around the world. To the best of our 
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knowledge, no English- Arabic leaner translator 

corpus has been developed so far. However, there 

are other learner translator language pairs. 

Historically, we can distinguish two main stages 

in the development of learner translator corpus 

research. The first stage comprises early 

endeavors, which were characterized by being 

smaller in size and publicly unavailable, while the 

second stage witnessed more recent projects that 

are greater in size with their own online interfaces 

available to the research community at large.    

One of the earliest learner translation corpora 

was compiled in Germany by Robert Spence 

(1998). Another Learner Translator Corpora are 

PELCRA (Uzar, 2002) and the student 

Translation Archive (STA) (Bowker and 

Bennison, 2003). These early attempts to compile 

collections of electronically stored learner 

translations primarily aimed at identifying 

common problems in learner translations. The 

Russian Translation Learner Corpus or RuTLC 

(Sosnina, 2006) is another type that consists of 

English STs and their translations into Russian as 

the native language. Like the PELCRA corpus, it 

is also error-tagged, allowing automatic analysis 

of learner errors. It is used to identify the 

frequency and distribution of error types in order 

to detect the most frequent lexical, stylistic and 

grammatical errors in student translations in order 

to modify and improve teaching strategies and 

materials. Finally, Multiple Italian Student 

Translation Corpus (MISTiC) was developed by 

Castagnoli (2009) for a corpus-based study on 

explicitation. Multi-parallel and longitudinal 

analyses are possible, as there are several 

translations for each ST and each student 

contributed more than one translation. Although 

collecting and analyzing the output of trainee 

translators can be useful for translation teaching, 

and research started in the above pioneering 

projects at the end of the 1990s, these corpora 

remained exclusive and inaccessible to the wider 

community of researchers. The corpora also 

varied in the number of languages they include, 

the directionality of the translation, and the 

technologies used.  

The second stage was marked by the availability 

of online learner translator corpora projects such 

as the ENTRAD project in Spain, MeLLANGE 

LTC in the UK, RusLTC in Russia, and CorTrad 

in Brazil. ENTRAD (see Flore´n Serrano and 

Lore´s Sanz, 2008) is a text-level aligned corpus 

that can be queried by the metadata such as the 

translator’s age, gender, and mother tongue.  

Perhaps the most remarkable achievement in 

translation learner corpus research was the 

compilation of the MeLLANGE Learner 

Translator Corpus (LTC), which was completed 

in 2007 and provides advanced searchable and 

user-friendly query interfaces that allow the user 

to perform an extensive search through rich 

metadata. The query tool also includes error-

tagging system based on prior linguistic 

annotation.  

The one-to-many concordances are used for 

comparative observations (Castagnoli et al., 

2011). The corpus is compiled of originals of four 

different text types (journalistic, administrative, 

legal and technical) and their translations 

produced by learners as well as professional 

translators (to provide reference translations for 

comparison with student versions: the trainees). 

MeLLANGE represents a valuable source of data 

for universal analyses about translation trainees’ 

performance, due to its availability online and its 

relatively big size. Like the MeLLANGE LTC, 

RusLTC (Kunilovskaya and Kutuzov, 2015) is 

error-tagged and annotated with various metadata 

about translators and translation situations. It is a 

multiple learner translation corpus containing 

English and Russian source texts together with 

their translations produced by Russian translation 

trainees. Similarly, CorTrad (Tagnin et al., 2009) 

is a multiversion English-Brazilian Portuguese 

corpus that allows a comparison not only between 

source texts and translations, but also between the 

different translations of the same source text.   

Recent developments in the field of translation 

learner corpus research include KOPTE (Corpus 

Project of Translation Evaluation) (Wurm, 2016), 

UPF LTC (University of Pompeu Fabra learner 

translator corpus) (Espunya, 2013), and CELTraC 

(Czech-English Learner Translation Corpus) 

(Štěpánková, 2014). However, these corpora are 

not yet made available online.   

Sylviane Granger and her team from the Centre for 

English Corpus Linguistics of Université 

Catholique de Louvain proposed a new corpus 

project initiative entitled Multilingual Student 



 

 

Translation (MUST) in 2016. This corpus can be 

searchable on a web-based interface, 

Hypal4MUST, an adapted version of the Hypal 

tool designed by Obrusnik (2014) for the 

processing of parallel texts.  

The above-mentioned corpora differ mainly in 

terms of the languages involved, the translation 

direction, and the techniques/technology 

employed for corpus creation and querying. Most 

of these corpora, similar to the present corpus, 

focus on translations into the students’ native 

language in order to investigate translation related 

phenomena, whereas the corpora that include 

student output in the foreign language were 

considered as a tool for foreign language teaching 

(Uzar and Waliński, 2001). The principal 

objective of these projects is to identify common 

problems and errors in student translations in order 

to improve teaching materials.  

3 SauLTC  

SauLTC is a promising project that was initiated 

to keep up with the latest developments in 

linguistic research and to make use of the piling 

archive of the PNU students’ translation projects. 

SauLTC is a multi-version corpus organized in 

three parallel sub-corpora. The first corpus  

 
Figure 1: The alignment directions of the SauLTC files  

comprises the English source texts. The second 

and third corpora include two versions of the 

translations of one source text: First, the draft 

translation (Version 1 of TT) is the first attempt of 

the student to translate the source text on her own. 

Second, the final translation (Version 2 of TT) is 

the student’s same translation after making the 

necessary changes based on her instructor’s 

feedback.   

Each student’s contribution includes a learner 

profile, the source text, the draft translation and the 

post-instructor feedback final submission. All this 

information is described in the searchable corpus 

metadata, with all translations and metadata being 

anonymized. The corpus is sentence aligned across 

all three versions (see Fig.1). Thus, one of the 

functionalities available in our corpus allows end 

users to examine what a trainee translator produces 

on her own (draft translation) and the effect of an 

expert translator’s feedback (final translation 

submission).  

  

3.1 Participants  

The creation and compilation of the 

SauLTC involved three types of participants. The 

first and main type of participant are the students 

who are Arabic native language speakers. Their 

explicit participation consent is documented on the 

profile forms in addition to other background 

information they provided. The second type of 

participants are the instructors who provided 

feedback on the students’ drafts and later assessed 

the students’ final submission. The third type of 

participant is the alignment verifiers, qualified 

translators, who were later enlisted to double-

check the automatic sentence alignment. Each 

verifier aligned at least three students’ projects 

which entails the double-checking of nine 

parallelization.   

  

3.2 Corpus Compilation  

Currently, there are 186 student participants, 47 

instructor participants, and 17 alignment assistants 

(see section 3.8).  As mentioned above, each 

student’s contribution consists of three Microsoft 

Word files and a learner profile in a Word 

template. The leaner profile includes detailed 

information about English language exposure, 

together with the student’s consent form. The 

source texts are chapters or booklet extractions 

from extracted fiction, self-help, biography, 

history, health, psychology, religion, culture, 

management or science. The source texts are 6000 

words on average. All three documents are 

collected in one folder under the student’s name in 

addition to the student’s profile information. We 

designed naming convention for this first 



 

 

version of the corpus as following: each folder 

is named ‘SauLTC_V1_Seq-

No4digits_Year_SsmesterNo’, for example, 

SauLTC_V1_0008_2016_S2; the four Word files 

in the folder have the same naming that end with 

one of the following depending on its type 

(_source, _draft, _final _metadata). We also 

separately collected metadata information of 

supervisors and alignment verifiers that were 

recruited to manually double-check the automatic 

sentence alignment in online forms. This 

information include the educational background, 

professional experience, the consent and work 

commitment.  

 

3.3 Data Normalization  

Due to the large number of illustrations, tables, 

diagrams and figures that the source and final 

translated texts included and the various ways that 

students used to deal with, all texts require a prior 

stage of normalization to minimize the challenges  

that the alignment process may face. Some 

students excluded these illustrations from their 

draft target texts and subsequently their final 

target texts. Others translated and recreated them 

in the target texts. Since these illustrations and 

tables as well as the strategies followed by 

students in dealing with them are an integral part 

of the translation process, we decided to include 

them in the searchable database. However, the 

automatic sentence aligner can only handle 

running text. tables had to be removed and saved 

separately in order to be manually aligned.  

Due to the large number of student folders, we 

developed our own tool, SauLTC XML 

Conversion tool, to extract all these illustrations 

(See section 3.4). The tool is effective, but it is not 

able to distinguish automatically in-text 

illustrations and diagrams from irrelevant 

paragraph lines, borders and other decorative 

embellishments. These superfluous additions 

have to be deleted manually from each student’s 

folder post-extraction. The relevant diagrams and 

tables are then added to the database 

automatically to be accessed by the researcher 

when needed.  

 

3.4 SauLTC XML Conversion tool  

One of the main obstacles of the initial automatic 

processing of the student folders is the diversity 

of the translation genres and the formatting. This 

lack of uniformity led us to develop a converter, 

SauLTC XML Conversion tool. The tool is able 

to convert any word text file (English or Arabic) 

into XML standard format with ability of 

extracting all figures, tables and formatting 

shapes separately. Figure 3 shows the main screen 

of the tool where the user should upload the three 

Word files: source, draft translation, and final 

translation with the translation learner metadata.  

Before the XML conversion, the tool recognizes 

and removes headers, footers and decorating 

shapes that student may include in their 

submission. The tool also clean up the text from 

any extra spaces. Once the conversion process is 

complete, the statistical information of the 

number of paragraphs, sentences, words, unique 

tokens, tables and images will be shown for all the 

three files. These statistics could be used to check 

the quality of the translation and how the student 

modifies the final version compared to the draft 

version.   

  

  

-   

Figure 2: The pipeline process of constructing the 

SauLTC 

 Raw files : 4   
Source, Draft, Final  

translation   
Participants ’   profiles   

Auto - alignment  
using Word Fast   

Extracting  
alignments, text  
and metadata 

Extracting pictures and  
tables   

Using the convertor tool  
+   

Converting metadata 
into XML 

SauLTC 

  SauLTC 

  

  
  

POS tagging  

Excel files: S_D, D_F, S_F 

    Application  
& Website   

    

  

  



 

 

The tool also offers browsing and editing 

facilities on the extracted text and save the new 

editing into the XML format.  The user also can 

browse the extraction of metadata and modify 

any field before converting it into XML format. 

Due to the inconsistency on filling the earlier 

metadata form manually by the student, for 

example, the student may remove some fields or 

add unwanted information, which make the 

automatic extraction difficult and need a kind or 

normalization to ensure that the selected fields 

are correctly filled. The resulted XML and JPEJ 

files will be transferred into the next process of 

the corpus manipulation as in Figure 2.   

  

3.5 Corpus Parallelization  

The SauLTC is a sentence aligned bilingual 

corpus. For more efficiency, our alignment 

process runs in two stages: automatic alignment 

(English-Arabic and Arabic-Arabic pairs) and 

manual verification, as in Figure 2. The Auto-

aligner at WordFast Anywhere was utilized for 

the automatic parallelization of the source text, 

draft text, and final submission text. WordFast 

Anywhere is a free web-based set of translation 

memory products.   

The manual verification of the automated 

aligned files is all handled by the verifiers who 

should receive at least three student folders; each 

has the four Word files (source, draft, final 

translations and the metadata) and follow the 

instructions in the SauLTC alignment 

guidelines. We offer a tutorial video to ensure 

that each verifier had everything explained in a 

step-by-step format with online assistance by the 

corpus team. After they complete their double-

checking and report comments for any unusual 

dealings, they fill in an online short form 

indicating an approximation of the number of 

hours it took and the number of mis-alignments 

they found. The parallelized three excel sheets 

(source_draft, source_final, draft_final) are 

uploaded to the SauLTC team. These excel 

sheets are then converted into XML files and 

used to create the online parallel searchable 

database automatically (See section 3.7 for more 

details about the tool).  

 

3.6  Part of Speech (PoS) Tagging  

To maximize the benefit of using the SauLTC 

corpus in research, all sentences in the three 

versions are morphologically tagged using 

powerful POS automatic taggers for both 

languages. For the English source texts, the 

Stanford Automatic Tagger (Toutanova et al., 

2003) was used, due to its availability as a 

powerful open source English tagger. For Arabic, 

MADAMIRA (Pasha et al., 2014) was used to tag 

the Arabic texts.   

In fact, the two tag sets are not identical which led 

to a mismatching problem while comparing the 

word classes in source and target texts in any 

parallel grammatical investigations. For instance, 

the user should use the actual POS tags when 

exploring the corpus in our engine. To overcome 

this issue, we propose a general tag set to map the 

two different tag sets: SauLTC General tags. Then, 

the end user is able to use a specific tag within 

either the English source files or the Arabic target 

files using unique tags, while he is able to use the 

more specific POS tags as well by specifying the 

language in corresponding files.  

The POS tagging is run on sentence level for more 

accurate tags and  this process requires more text 

processing including tokenization and combining 

words with corresponding tags. The tags are saved 

in our database and can be extracted in the XML 

files using our application and the website.   

Figure 3: The SauLTC XML Conversion tool 

main interface  

 

 

 

 

 



 

 

3.7  SauLTC  Application  

After completing the parallelization process 

with the manual verification of each excel 

alignment file, an automatic extracting desktop 

Java application has been developed to deal with 

these files (source_draft, source_final, and 

draft_final). For each alignment file, the 

application extracts the text of sentences, 

tokenizes the words, and extracts POS tags 

(Arabic and English) along with the general POS 

tag. We designed a comprehensive database to 

store all information required and to simplify and 

fasten the searching and corpus extraction 

processes. The user may only upload the excel 

files, the application will continue the remaining 

process automatically.    

In the following section, we list the main 

features of the SauLTC application:   

  

Importing additional translated files: This 

feature is to add more translations into the corpus. 

The application requests all aligned excel files 

(source-draft, source-final, draft-final) that are 

produced by WordFast and verified by the 

verifiers and the folder that has the images and 

table files. The user assigns a translation learner 

name and the verifier name from a predefined list. 

If the names are not listed, the user should add the 

new names in the editing participants tab.   

The text in all files are extracted into the 

database and segmented further into words and 

saved with the automatic POS tag using Stanford 

for English and MADAMIERA for Arabic 

automatically. Any other figures and illustrations 

are also saved in the database.  

 

Learner interface: This feature is to add, delete, 

and edit the learner metadata. Only the user who 

should be the administrator of the corpus can edit 

any information of the learner: name, age, 

demographic information, educational 

background, translation experience, the use of 

reference material and so on.  

Supervisor interface:   This feature is to add, 

delete, and edit supervisor metadata. The user who 

should be the administrator of the corpus can edit 

any information of the supervisor: name, 

educational background, years of experience in 

teaching translation, and years of experience in 

supervising translation projects. 

 

Verifier interface:   This feature is to add, delete, 

and edit alignment verifier metadata. The user who 

should be the administrator of the corpus can edit 

any information of the verifier: name, age, 

translation experience and educational level.  

Exporting the corpus: This feature is used to 

extract the whole corpus or a couple of files that 

belongs to a specific verifier or learner. The 

extraction will be in seven XML files: the text 

tokenized with POS tags and the SauLTC general 

tags of all the source, draft, and final translation, 

the metadata of the participants (learner, 

supervisor, and verifier), source-draft alignment, 

source-final alignment, draft-final alignment 

files. All these files share the same naming 

convention as well as the folder name (i.e.  

SauLTC_V1_0008_2016_S2).  

  

Figure 4: Two samples of the SauLTC desktop application for exploring the corpus and extracting words or 

phrases. 

  

  

 

  



 

 

 

Exploring the corpus:  This is the most powerful 

feature of our application. The user is able to 

search according to single or multiple criteria at 

the same time. First, the user has to select the 

alignment path (source-draft, draft-final, source-

final), and enters a word or a phrase s/he wants to 

search for. He could specify the POS tags either 

language specific or the SauLTC tags, in addition 
to any information from the metadata of the 

learner, the supervisor and the alignment verifier.  

Figure 4 presents screenshots of exploring the 

corpus with all metadata, and how the application 

process enquires of words or phrases. The user 

may use regular expressions in the search box 

along with POS tags. The resulting table could be 

exported in CVS format for more portability.   

  

The Basic SauLTC Statistics  Total    
Number of Alignment Verifiers  17    
Number of Learners  209    
Number of Supervisor/Teachers 47    

The SauLTC corpus - Version 1   Avg per  

translation  
Distinct Translation Instances  115  -  

Total Files (source, draft, final)  345    

English Sentences in source  36,518  318  

Arabic Sentences in draft  32,196  280  

Arabic Sentences in final  32,468  282  

Total Sentences  101,182  880  

Number of English Words  610,370  5,308 

Number of Arabic Words  1081,746  9,406   

Words in draft  536,177  4,662  

Words in final  545,569  4,744  

Total Words  1,692,116  14,714   

Total Images  1,014  9  

The sentence-paralizations      
Source to Draft Translations  30,421  265  

Source to Final Translations  30,575  266  

Draft to Final Translations  29,628  258  

Table 1: The SauLTC Statistics of the first version 

 

3.8  Corpus Statistics  

The first version of the SauLTC corpus has 

30,421 sentence-parallelization in source_draft, 

30,575 sentence-parallelization in source_final, 

and 29,628 sentence-parallelization in draft_final 

alignment of only 115 translations in this version. 

The total number of tokens is 1,692,116, with an 

average of 14,714 tokens per file, with all 

corresponding tags: Stanford tags for English 

words and MADAMIRA tags for Arabic words, 

in addition to the general tags for both. The total 

number of translation students in the whole 

project is 186 who were under the supervision of 

47 instructors. The alignment verification is 

carried out by at least 17 verifiers, participating in 

the project.  

While we have 36,518 English sentences in 

source files, the aligned sentences are only 30,421 

in source_draft alignment, which indicates that 

there is no one-to-one sentence-parallelization 

when the students translate the text.    

For instance, there are 53 sentences on average in 

the source file that were merged or deleted when 

translated into Arabic draft and 52 sentences on 

average for source_final alignment.   

In terms of words, similarly there is around 645 

words in English were omitted when translated 

into Arabic draft, and around omitted 563 words 

when verified by the supervisors in the final 

version. In fact, these findings support the claim 

that Arabic has a richer semantic lexical system 

than English does, where one Arabic word may be 

translated into a phrase or multiple words in 

English to express the same meaning. In addition, 

the morphological structure in Arabic allows 

constructing a complete meaningful sentence in 

one token such as (  سننتبها/we will write it down). 

There is no significant difference between the 

number of sentences and words in draft and final 

versions, both are Arabic. The learner tended to 

make fewer changes in the final version, 

following the supervisor’s comments; the 

sentence average in the final translation was 

decreased by only 22 sentences compared to the 

draft version. The verifiers provide any 

significant remarks and comments during the 

alignment process to assist the researchers to track 

the changes in the translations.  

4 Conclusion  

This paper introduces the first version of the 

SauLTC, together with some of the tools developed 

specifically for this corpus: SauLTC XML 

Conversion tool designed to convert word text files 

into XML standard format, and SauLTC desktop 



 

 

application which is an automatic extraction tool 

developed to deal with the alignment excel sheets 

with automatic POS tagging.  SauLTC represents 

the first learner translator parallel corpus for an 

English Arabic language pair. It is also one of the 

first corpora to provide parallelization of pre-edited 

and post-edited versions of trainee translations. 

This paper describes the challenges encountered at 

some of the compilation stages. The most 

prominent challenge was in the process of text 

alignment, due to the huge differences in the 

punctuation mark systems between the English 

source texts and their Arabic translations in terms 

of their segmentations, which in turn made 

automatic alignment imprecise. The practical 

solution was to hire assistants to manually verify 

and double check the alignment of sentences 

between the three documents of the same text. The 

launching of a website for the corpus and making 

it available online will be the following stage in the 

project. This will provide researchers the 

opportunity of exploring SauLTC with multiple 

selections of criteria such as extracting specific 

words or phrases with optional morphological 

features in translated texts or parallel texts, 

tracking the errors, investigating strategies 

followed by translation learners while translating 

multi-word units and obtaining some statistics of 

any searchable component. All the features 

included in the SauLTC application, in addition to 

some other features will be available in the 

website.  

 

The corpus was designed to enable 

researchers to examine the translation process 

both quantitatively and qualitatively. It is a 

valuable resource for automatic processing of 

bilingual text. Translation instructors and 

translation students and trainees can utilize the 

corpus for a more data-driven approach to 

learning and training. Overall, the potential 

applications of an English-Arabic learner 

translation corpus are numerous and valuable for 

research, training purposes of automatic NLP 

systems such as machine translation, word 

alignment systems and dictionary construction.    
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Abstract 

Authorship Verification (AV) is a type of 
stylometric analysis that addresses an 
authorship problem where, given a 
document of unknown origin and a set of 
documents written by a known author, the 
task is to identify whether the document is 
indeed written by that author.  Previous 
research uses a number of techniques to 
address this problem.  Most successful 
techniques in Classical Arabic as well as 
other languages use an SVM method 
supported by a distance measure in vector 
space and a distance/similarity threshold 
for accepting the document as authentic.  
While Arabic Authorship Attribution 
(where the task is to attribute the question 
document to one of several candidates) 
surveys and evaluates the usability of 
different distance measures, this paper is 
the first to provide such overview for 
Modern Arabic AV.  Using a corpus of short 
texts from five common Modern Standard 
Arabic genres, this paper evaluates four 
common distance measures (Canberra, 
Manhattan, Cosine, and Jaccard) with a 
number of lexical, syntactic, and 
morphological features.  The results show 
that Canberra Distance is a best performing 
distance measure in most genres, with an 
accuracy rate of up to 97.8%, well over 
highest known baseline. 

1 Introduction 

 This paper compares the accuracy of Authorship 
Verification (AV) in five Modern Standard Arabic 
(MSA) genres using four popular distance 
measures: Manhattan Distance, Canberra Distance, 
Cosine Distance, and Jaccard distance.  The genres 
in question are fiction and non-fiction books, and 
articles on economics, politics, and newspaper 
columns. 

Authorship Verification (AV) is a type of 
authorship analysis problem that addresses the 
question of whether a question document is written 
by a known author, given a corpus of authentic 
documents known to be written by that author.  AV 
is often compared to Authorship Attribution (AA), 
where there is a set of known candidate authors, 
and the task is to determine which one of them is 
the author of the question document. Both AV and 
AA are relevant in the areas of corpus linguistics, 
stylistic and literary analysis, Digital Humanities, 
and forensic linguistics. 

This paper is organized as follows:  section 2 
gives an overview of relevant literature and 
outlines the research question.  Section 3 describes 
the corpus used and feature extraction.  Section 4 
outlines the Authorship Verification method and 
distance measured used in the experiments.  The 
results are described and discussed in sections 5 
and 6. 

2 Related Work 

When approaching AA and AV as Machine 
Learning (ML) tasks, AV differs essentially from 
AA in that the former involves only positive 
training data (a corpus known to be written by just 
one author). AA, on the other hand, involves a set 
of documents for each of the candidate authors.  It 
can be argued that an AA task is easier, in the sense 
that all is needed is to determine which corpus is 
most similar to the question document.  In AV, the 
alternative corpus is virtually that of any other 
author. 

2.1 Arabic Authorship Attribution 

AA is often approached as a classification problem.  
Literature on AA is extensive.  For Arabic ML-
based research, there has been much progress.  
Abbasi & Chen (2005a, 2005b) use an elaborate 
combination of C4.5 and SVM classifiers, 
combined with an ensemble of linguistic and non-
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linguistic features to analyze web and forum 
authorship.  They find that SVM outperforms 
decision trees in AA, reaching accuracy of 94% for 
Arabic.  SVM has also been used with a number of 
features in other AA contexts with success.  
Ouamour & Sayoud (2013) achieve 80% accuracy 
using Rare Words as the SVM feature of choice.  
Howedi & Mohd (2014) show that a small training 
set can render high AA accuracy using Naïve 
Bayes Bag of Words (96.67%) and SVM using 
character or word tetragram (93.33%).  For modern 
Arabic, Altakrori et al. (2018) investigate AA in 
Twitter posts using an array of n-gram character, 
word, and sentence features, to be used with a 
number of ML algorithms (Naïve Bayes, SVM, 
Decision Trees, and Random Forests). For tweets, 
Random Forests seems to outperform other 
approaches. 

2.2 Arabic Authorship Verification 

AV tasks are often seen as AA tasks with the added 
complication that there is only one author to 
consider.  A reasonable and successful approach in 
AA is to build a profile of certain features for each 
of the given authors and the question document, 
compare the profile of the question document to 
each of the author profiles, and make a decision 
using any of the approaches outlined in the 
previous section.  This approach is not immediately 
accessible to AV because there is only one 
available dataset to create a profile; that of a single 
author.  Two main approaches emerged to 
overcome this obstacle.  The Imposters Method 
supplements the training data with a corpus of 
distractors, text known to be written by other 
authors, converting the task to an AA problem, and 
using familiar AA techniques.  An example of such 
approach in Arabic can be seen in Arabic Twitter 
posts (Altakrori et al., 2018) where the stated 
context of the approach is law enforcement, where 
the authenticity of a tweet is needed as evidence.  
The authors frame the problem as attributing a 
question tweet to one of a number of suspects.  This 
method suffers from two main drawbacks.  First, 
using the Imposters method incurs additional 
computational cost as multiple profiles will be 
created.  Second, the quality of AV prediction 
relies, at least partially, on the selection of the 
supplementary corpus.  The perpetrator in the 
tweets example (ibid) may not be one of the usual 
suspects – the attribution problem will then return 
the suspect with the closes style out of the group 

provided.  Similar issues arise in literary analysis 
contexts. 

The Author Profiling method aims at avoiding 
the problems that arise with the Imposters method.  
Within this method, features are extracted from the 
known corpus and suspect document to create 
author profiles.  If the two profiles match or are 
sufficiently similar, the document is deemed 
authentic, otherwise it is judged to be written by 
another author.  Determining similarity and 
deciding on the threshold for acceptance are key 
questions in this approach.  In languages other than 
Arabic, Halvani, Winter, & Pflug (2016) use an 
ensemble of n-gram features over 5 European 
languages using SVM-calculated distance metric 
based on Manhattan Distance (Burrows, 2002).  
They determine the similarity threshold of 
acceptance (θ) through Equal Error Rate (EER), a 
point where false negatives and false positives in 
the training data are equal.  They achieve accuracy 
rates in the mid-70% range, depending on the 
language tested.  It can be seen in this example that 
negative training data is still needed.  EER is also 
used with a distance based metric based on 
compression models rather than linguistic features 
(Halvani et al., 2017), also relying on negative 
training data to determine θ, with remarkable 
improvement in processing time, yet slightly lower 
accuracy than best-performing approaches.  
Jankowska, Milios, & Kešelj (2014) define θ in 
terms of the maximum dissimilarity within the 
training set, completely dispensing with negative 
data in training.  Using common character n-grams 
and Nearest Neighbor technique, this technique 
achieves accuracies in the high 80% when applied 
to the English, Spanish, and Greek datasets from 
PAN-2013 (Stamatatos et al., 2014). Benzebouchi 
et. al (2018) use word embeddings and a voting 
system between SVM and NN techniques to 
produce high-accuracy AV. 

There is little research on Arabic AV.  In 
Classical Arabic, Ahmed (2018) uses an author 
profiling technique, a similarity metric based on 
Burrows (2002), and defines θ in terms of simple 
Gaussian technique to show that stem bigrams 
offer best accuracy performance (87%) for 
Classical Arabic.  There is no research that deals 
with MSA.  Furthermore, it is not immediately 
clear if the similarity metric (based on Manhattan 
Distance) is also optimal in non-literary genres.  A 



comparison of the effectiveness of different 
distance measures is not available for Arabic AV. 

2.3 Research Question 

The research outlined above indicate that the 
careful choice of classifier and relevant feature sets 
contributes to better AA and AV accuracy.  Genre 
distance metric also seem to play a role in AA.  
García-Barrero, Feria, & Turell ( 2013) show that 
AA accuracy is sensitive to genre, even in closely 
related genres (literary criticism and short stories).  
Ouamour & Sayoud (2018) conduct a broad survey 
of distances and feature sets used in Arabic AA, 
showing that Manhattan centroid gives highest 
average accuracy in Arabic AA.  The effect of 
distance or genre has not been studied in Arabic 
AV.   

This is the first study to look at the effect of 
distance measures and feature selection in modern 
Arabic Authorship Verification.   This paper 
addresses the following questions: 

1. Does feature selection affect the accuracy of 
AV across MSA genres? 

2. Does distance measure selection affect the 
accuracy of AV across MSA genres? 

Depending on the feature set under investigation, 
the first question addresses lexical, grammatical, 
and stylistic characteristics of an individual writer, 
but also of the genre under discussion.  The second 
question addresses the role of feature frequency in 
the success of AV in Arabic. 

To answer these questions, this paper reports the 
results of a number of experiments examining the 
accuracy of distance-based AV in modern Arabic in 
five genres: opinion columns, economics, politics, 
fiction and nonfiction.   The paper compares the 
accuracy of best performing features in the survey 
conducted for AA by Ouamour & Sayoud (2018): 
Manhattan Distance, Canberra Distance, Jaccard 
Distance, and cosine similarity.  The feature set and 
similarity threshold θ used in this paper are similar 
to those used by Ahmed (2017, 2018), as they 
report highest accuracies for Classical Arabic AV.  
Specifically, this paper will use n-grams of tokens, 
stems, trilateral roots, and part-of-speech tags. 

3 Corpus used 

A total of 125 documents from five common 
genres in Modern Standard Arabic are selected as 
follows.  Five authors are selected from each genre.  
For each author, five documents are collected.  

Table 1 lists the authors and source of the 
documents used for the corpus.  Whenever 
possible, authors and texts are selected from 
similar backgrounds e.g. Egyptian writers or 
Egyptian web sites, to minimize the effect of 
language variation across dialects.  The corpus is 
collected from same source for each genre 
whenever possible to minimize any potential 
editorial effect. 

Author Source 
Fiction 

Hindawi Foundation book 
repository 
www.hindawi.org 

Ali Al-Jaarim 
Abdul Aziz 
Baraka Sakin 
Nicola Haddaad 
Nawaal Al-
Saadaawi 
Georgi Zidaan 
Non-fiction 
Abbas Al-
Aqqaad 
Ismail Mazhar 
Salama Moussa 
Fouad Zakareyya 
Zaki Naguib 
Mahmoud 
Economics 

www.almasryalyoum.com Musbah Qutb 
Mohammed Abd 
Elaal 
Bissan Kassab www.madamasr.com 
Waad Ahmed 
Yumn Hamaqi www.ik.ahram.org.eg  
Politics  
Alaa Al-Aswani www.dw.com  
Wael Al-Semari 

www.youm7.com Danadarawy Al-
Hawari 
Belal Fadl www.alaraby.co.uk  
Salma Hussein www.shorouknews.com  
Opinion 
columns 

www.shorouknews.com 

Ashraf Al-
Barbari 
Emad Eldin 
Hussein 
Fatima Ramadan 
Mostafa Kamel 
El Sayyed 
Sara Khorshid 

Table 1:  Corpus used. 
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3.1 Preprocessing and feature extraction 

For Economics, politics, and opinion columns, 
documents are downloaded as text-only (UTF-8) 
documents.  Titles, by-lines, and other front matter 
are removed.  For fiction and non-fiction, 
documents collected are entire books in e-book 
(epub) format.  They are converted to plain text 
(UTF-8), then sampled by using about 1100 words 
from the middle of the book using regular 
expressions delimited by space, to avoid material 
that may be repeated verbatim for a given author 
(front matter, acknowledgement, repeated preface, 
dedication, etc.).  Punctuation and non-Arabic 
characters are removed. Table 2 shows average 
document length per genre after pre-processing. 

The feature token is taken to represent Arabic 
words, and is defined as a sequence of Arabic 
characters separated by white space (note that non-
Arabic characters, digits, and punctuation marks 
have been removed in preprocessing).  The pre-
processed text is passed through MADAMIRA 
version 2.1 (Pasha et al., 2014) with standard 
settings.  Part-of-speech (POS) tags and word 
stems are then extracted from the analysis 
produced by MADAMIRA.  Roots are extracted 
from the plain-text corpus using ISRI Stemmer in 
NLTK (Bird et al., 2009).  Table 3 shows an 
example of features extracted from the pre-
processed word ‘المؤلفین’. 

4 Verification method 

This section outlines the verification method of the 
experiment. 
AV problem: the authorship problem is defined as 
p(Du, DA){1, 0} where Du is a document of 
questionable attribution to an author A, and DA = 
{DA,1, DA,2 ,…} is the set of documents of known 
attribution to A.  As this is an AV, rather than AA, 
problem, DA is of a single author, and there is only 
one set per problem.  The AV procedure should 
return 1 if Du is written by A and 0 if not.  No 
‘unknown’ response is allowed.  

Data representation: simplifying the problem, all 
the known documents in DA are concatenated to 
create a single document.  
Feature engineering:   DA is a document with 
sequence of tokens, roots, POS tags, or stems 
produced by preprocessing.  N-grams of relevant 
features are created, where n ∈ {1, 2, 3, 4}.  The 
known and question documents are vectorized over 
term frequencies of the relevant feature n-grams 
using Scikit-Learn (Pedregosa et al., 2011). 
Computing distance metrics: Four distance 
metrics are calculated between Du and DA.  based 
on Ouamour & Sayoud (2018) the four distance 
measures are Manhattan Distance, Canberra 
Distance, Cosine Distance, and Jaccard distance.  
Stamatatos Distance is not implemented, as it 
performs consistently poorly in their survey. 

Manhattan Distance: for unknown document 
𝐷𝐷𝑢𝑢, known corpus 𝐷𝐷𝐴𝐴, and normalized frequency 
of feature f n-gram, Manhattan Distance is 
calculated as: 

𝑀𝑀𝑀𝑀𝑀𝑀(𝐷𝐷𝑢𝑢,𝐷𝐷𝐴𝐴) =  �� |𝐷𝐷𝑢𝑢,𝑓𝑓 − 𝐷𝐷𝐴𝐴,𝑓𝑓|
𝑛𝑛

𝑓𝑓=1

 

Canberra Distance is calculated as  

𝐶𝐶𝑀𝑀𝑀𝑀(𝐷𝐷𝑢𝑢,𝐷𝐷𝐴𝐴) =  �
|𝐷𝐷𝑢𝑢,𝑓𝑓 − 𝐷𝐷𝐴𝐴,𝑓𝑓|

|𝐷𝐷𝑢𝑢,𝑓𝑓| − |𝐷𝐷𝐴𝐴,𝑓𝑓|

𝑛𝑛

𝑓𝑓=1

 

Cosine Distance is defined as  

𝐶𝐶𝐶𝐶𝐶𝐶𝐷𝐷𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝑢𝑢,𝐷𝐷𝐴𝐴) =  
𝐷𝐷𝑢𝑢,𝑓𝑓.𝐷𝐷𝐴𝐴,𝑓𝑓

||𝐷𝐷𝑢𝑢,𝑓𝑓||2 − ||𝐷𝐷𝐴𝐴,𝑓𝑓||2
 

Jaccard Distance is defined as 

𝐽𝐽𝑀𝑀𝐽𝐽𝐽𝐽(𝐷𝐷𝑢𝑢,𝐷𝐷𝐴𝐴) =  
|𝐷𝐷𝑢𝑢,𝑓𝑓 ⋂𝐷𝐷𝐴𝐴,𝑓𝑓 |
|𝐷𝐷𝑢𝑢,𝑓𝑓 ⋃𝐷𝐷𝐴𝐴,𝑓𝑓 |

 

Threshold determination: The training phase of 
this method is comprised of calculating a similarity 
threshold θ above which 𝐷𝐷𝑢𝑢 is considered 
authentic.  following Ahmed (, 2017), the 
acceptance threshold θ is dynamically calculated 
for each DA = {DA,1, DA,2 ,…} by calculating the 
distance for each known document k and the rest of 
the known documents: 

Domain Avg. size 
Opinion columns 746 
Economics 765 
Fiction 1010 
Nonfiction 1001 
Politics 760 

Table 2:  Average document length (tokens). 

 

Preprocessed word المؤلفین 
Token المؤلفین 
Root ألف 
Stem مؤلف 
POS tag noun 

Table 3:  Example of features extracted from an 
input word. 

 



𝐷𝐷𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝑘 =  𝐷𝐷𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝑘𝑘,𝐷𝐷𝐴𝐴−𝑘𝑘) 
θ is then defined as the lower bound of the 
confidence interval of the values of all members of 
DA at p = 0.005.   
Verification: The testing phase consists of 
calculating the distance for each document in a 
given genre against the known corpus for each 
author.  Training and testing data come from the 
same genre. The document is considered 
unauthentic if distance 𝐷𝐷𝐶𝐶𝐶𝐶𝐶𝐶(𝐷𝐷𝑢𝑢,𝐷𝐷𝐴𝐴) >  𝜃𝜃 and 
authentic otherwise. 
Evaluation and Baseline: Evaluation of the 
results is done through the leave-one-out method.  
Accuracy is defined as follows: 

𝑀𝑀𝐽𝐽𝐽𝐽𝑎𝑎𝑎𝑎𝑀𝑀𝐽𝐽𝑎𝑎 =  
𝐶𝐶𝐶𝐶𝑎𝑎𝑎𝑎𝐶𝐶𝐽𝐽𝐶𝐶 𝑝𝑝𝑎𝑎𝐶𝐶𝑝𝑝𝐶𝐶𝐽𝐽𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀𝐶𝐶
𝑇𝑇𝐶𝐶𝐶𝐶𝑀𝑀𝑇𝑇 𝑝𝑝𝑎𝑎𝐶𝐶𝑝𝑝𝐶𝐶𝐽𝐽𝐶𝐶𝐶𝐶𝐶𝐶𝑀𝑀𝐶𝐶

 

The baseline accuracy for this experiment is that 
used by Ahmed (, 2018) using Manhattan Distance 
in Classical Arabic and the same 𝜃𝜃 used in this 

paper.  The best performing feature ensemble for 
the baseline is stem bigrams. 

5 Results 

The testing method returned results for all genres 
that are consistently and considerably above the 
baseline reported for Classical Arabic.  For all 
genres, the best performing feature is token 
unigrams, with accuracy ≥ 97%, albeit with some 
variation in the winning distance measure.  Table 4 
shows the best performing distance measure per 
genre. 

Figure 1 shows distance accuracies per feature 
unigram over genres.  The figure shows that in four 
out of the five genres, Canberra Distance is the best 
performing distance measure to be used with the 
tested method, with Manhattan Distance coming at 
a close second.  Cosine distance and Jaccard 
distance perform considerably less accurately, 
although their best performance is still consistently 
higher than the baseline. 

Another finding of the experiments is that higher 
n-gram feature assemblies perform worse than 
their unigram counterparts to varying degrees.  
Figure 2 compares distance measure accuracies 
across various n-grams.  It shows that for unigrams, 
the distance measures perform at higher 90% 
accuracies, while for n = 2 – 4, accuracies drop to 
mid- and low-80%. 

6 Discussion 

The overall trend of the results – as far as the 
research question of this paper is concerned – is 
expected.  AV accuracy is sensitive to frequencies 
across genres.  Overall, distance measures that are 
least sensitive to frequency (Jaccard distance and 
cosine distance) underperform compared to those 
which incorporate frequency (Canberra, 

Domain Distance 
measure 

Accuracy 

Opinion columns Canberra 97.2% 
Economics Canberra 97.8% 
Fiction Manhattan 97.8% 
Nonfiction Manhattan, 

Canberra 
97% 

Politics Canberra 97.8% 
Baseline  87.1% 

Table 4:  Best performing feature/distance measure 
per domain. 

 

Figure 1: Distance accuracies per genre  
(unigrams). 
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Manhattan).  The slightly improved accuracies 
delivered by Canberra Distance over Manhattan 
Distance across all five genres reflects the value of 
weighing the less common terms (in this case 
tokens), as Canberra Distance is more sensitive to 
vectorized values of smaller values than Manhattan 
Distance. 

Some of the unexpected results pertain to the 
best performing feature, and the improvement of 
accuracies in this experiment over best known 
baseline in Classical Arabic.  Best performance in 
this experiment is at least 10% higher accuracy 
than reported by Ahmed (, 2018).  Using the same 
feature ensemble and distance measures reported 
for best results in that reference (stem bigrams and 
Manhattan-distance based similarity) renders 
accuracies slightly lower than the Classical Arabic 
data (80% - 85% MSA, depending on genre, 
compared to 87.1%, and token unigrams are 20% 
less accurate than results reported here).  This 
difference might be attributed to stylistic variation, 
change in language convention (higher reliance on 
loan-words or some similar lexical factor that MSA 
uses to allow writers to distinguish themselves, 
while in CA innovation might be said to be at a 
deeper lexical level).  Still, the difference in best-
performance is very high.  It can be explained in 

terms of size effects.  The Author (Ahmed, 2018) 
notes that the size of the documents used is very 
large, and that there is no gain in performance after 
using more than 1% of the corpus used, and alludes 
that using even smaller corpora might help 
improve predictions.  While CA texts are volumes 
in size, the texts used in this experiment are less 
than 1100 tokens long.  Another possibility is the 
difference in calculating the distance.  Using 
Manhattan Distance and Canberra Distance in their 
raw form in this experiment causes a tighter cluster, 
smaller distances, than used to generate the 
baseline (through the square root or division over 
separate frequencies).  The baseline uses ‘delta;’ a 
distance measure based on Manhattan Distance, 
but does not take the square root (Ahmed, 2017; 
Burrows, 2002).  This means that during the 
training phase, known documents will generate 
similarity values that are more spread over the 
vector space, and a less tight confidence interval 
for calculating θ. 

A related point of difference to existing literature 
is that the best performing feature in this 
experiment is Canberra Distance, which ranked 
low in Classical Arabic AA survey (Ouamour & 
Sayoud, 2018).  This difference can be an 
additional indicator that MSA differs stylistically 
from Classical Arabic, note that the discussion 
above for Arabic AV also compares this work to 
Classical Arabic.  It could also be related to the 
different nature of the task (AA vs. AV). 

Another unexpected finding is consistency 
across genres.  One would expect that authors in 
different genres would differentiate themselves 
differently.  For example, a genre like novels 
(fiction) or opinion columns would be expected to 
give authors more latitude to differentiate 
themselves by using more varied phrase structures 
than, say, economics.  This in theory would reflect 
in better differentiation through features such as 
POS n-grams.  However, this does not seem to be 
the case, and lexical selection is consistently the 
differentiating factor across the five genres under 
discussion.  On the other hand, this is good news 
on the computational side; a simple Bag-of-Words, 
minimal preprocessing, and a simple similarity 
metric will yield excellent results in efficient 
computation time. 

The superior performance of token unigrams 
raises a number of questions.  The first issue is 
related to genre characteristics.  In genres such as 
economics, politics, and opinion columns, it is 

 

Figure 2: Distance n-gram accuracies per genre. 
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likely that texts go to post-editing prior to 
publication, ant this could affect certain features 
more than others.  If an editor is more likely to 
change sentence phrasing and grammatical ‘errors’ 
than alter word choice, purely lexical features 
(tokens) would be a better reflection of the author’s 
style than the stylesheet of the publisher.  This, 
however, does not seem to be the case in the current 
experiment.  Token unigrams are also the most 
effective feature ensemble in fiction and non-
fiction, where post-editing is not expected.  In 
opinion columns, the whole corpus is extracted 
from a single source, potentially reducing or 
neutralizing any possible effects of post-editing.  
Token unigrams are still the most effective feature 
ensemble. 

The second question related to the higher 
performance of token unigrams comes from the 
nature of feature extraction.  POS tags and stem 
features are extracted using MADAMIRA with 
standard settings and roots are generated using 
ISRI.  MADAMIRA is reported to have 95.9% 
accuracy in POS tagging and 96.0% for stemming 
(Pasha et al., 2014) while ISRI reports recall and 
precision values of less than 48% (Taghva et al., 
2005).  Whether the development of better 
morphological analyzers could indeed reveal that 
the value of token unigrams in AV is overstated is 
an empirical question that I leave for future 
research.  

7 Conclusion 

In this paper I have shown that distance measures 
that are sensitive to term frequency deliver higher 
accuracies in AV tasks in MSA across five common 
genres.  I have also shown that a simple BoW 
technique together with a simple non-negative-
evidence algorithm that uses Canberra Distance to 
determine AV can deliver very high accuracies 
with minimum pre-processing. 

 
Future research should focus on cross-domain 

AV.  Would the same method and distance 
measures perform with the same behavior if the 
training set comes from a domain and the test 
document from another? The fact that tokens are 
the key features might affect that outcome.  On the 
other hand, as Canberra Distance is weighted to be 
more sensitive to less common vectors, it may be 
likely that domain-specific tokens be not so 
influential as to affect the AV task.  I leave this 
question to future research. 
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	Abstract
	Authorship Verification (AV) is a type of stylometric analysis that addresses an authorship problem where, given a document of unknown origin and a set of documents written by a known author, the task is to identify whether the document is indeed written by that author.  Previous research uses a number of techniques to address this problem.  Most successful techniques in Classical Arabic as well as other languages use an SVM method supported by a distance measure in vector space and a distance/similarity threshold for accepting the document as authentic.  While Arabic Authorship Attribution (where the task is to attribute the question document to one of several candidates) surveys and evaluates the usability of different distance measures, this paper is the first to provide such overview for Modern Arabic AV.  Using a corpus of short texts from five common Modern Standard Arabic genres, this paper evaluates four common distance measures (Canberra, Manhattan, Cosine, and Jaccard) with a number of lexical, syntactic, and morphological features.  The results show that Canberra Distance is a best performing distance measure in most genres, with an accuracy rate of up to 97.8%, well over highest known baseline.
	1 Introduction
	 This paper compares the accuracy of Authorship Verification (AV) in five Modern Standard Arabic (MSA) genres using four popular distance measures: Manhattan Distance, Canberra Distance, Cosine Distance, and Jaccard distance.  The genres in question are fiction and non-fiction books, and articles on economics, politics, and newspaper columns.
	Authorship Verification (AV) is a type of authorship analysis problem that addresses the question of whether a question document is written by a known author, given a corpus of authentic documents known to be written by that author.  AV is often compared to Authorship Attribution (AA), where there is a set of known candidate authors, and the task is to determine which one of them is the author of the question document. Both AV and AA are relevant in the areas of corpus linguistics, stylistic and literary analysis, Digital Humanities, and forensic linguistics.
	2 Related Work
	When approaching AA and AV as Machine Learning (ML) tasks, AV differs essentially from AA in that the former involves only positive training data (a corpus known to be written by just one author). AA, on the other hand, involves a set of documents for each of the candidate authors.  It can be argued that an AA task is easier, in the sense that all is needed is to determine which corpus is most similar to the question document.  In AV, the alternative corpus is virtually that of any other author.
	2.1 Arabic Authorship Attribution

	AA is often approached as a classification problem.  Literature on AA is extensive.  For Arabic ML-based research, there has been much progress.  Abbasi & Chen (2005a, 2005b) use an elaborate combination of C4.5 and SVM classifiers, combined with an ensemble of linguistic and non-linguistic features to analyze web and forum authorship.  They find that SVM outperforms decision trees in AA, reaching accuracy of 94% for Arabic.  SVM has also been used with a number of features in other AA contexts with success.  Ouamour & Sayoud (2013) achieve 80% accuracy using Rare Words as the SVM feature of choice.  Howedi & Mohd (2014) show that a small training set can render high AA accuracy using Naïve Bayes Bag of Words (96.67%) and SVM using character or word tetragram (93.33%).  For modern Arabic, Altakrori et al. (2018) investigate AA in Twitter posts using an array of n-gram character, word, and sentence features, to be used with a number of ML algorithms (Naïve Bayes, SVM, Decision Trees, and Random Forests). For tweets, Random Forests seems to outperform other approaches.
	2.2 Arabic Authorship Verification

	AV tasks are often seen as AA tasks with the added complication that there is only one author to consider.  A reasonable and successful approach in AA is to build a profile of certain features for each of the given authors and the question document, compare the profile of the question document to each of the author profiles, and make a decision using any of the approaches outlined in the previous section.  This approach is not immediately accessible to AV because there is only one available dataset to create a profile; that of a single author.  Two main approaches emerged to overcome this obstacle.  The Imposters Method supplements the training data with a corpus of distractors, text known to be written by other authors, converting the task to an AA problem, and using familiar AA techniques.  An example of such approach in Arabic can be seen in Arabic Twitter posts (Altakrori et al., 2018) where the stated context of the approach is law enforcement, where the authenticity of a tweet is needed as evidence.  The authors frame the problem as attributing a question tweet to one of a number of suspects.  This method suffers from two main drawbacks.  First, using the Imposters method incurs additional computational cost as multiple profiles will be created.  Second, the quality of AV prediction relies, at least partially, on the selection of the supplementary corpus.  The perpetrator in the tweets example (ibid) may not be one of the usual suspects – the attribution problem will then return the suspect with the closes style out of the group provided.  Similar issues arise in literary analysis contexts.
	2.3 Research Question

	The research outlined above indicate that the careful choice of classifier and relevant feature sets contributes to better AA and AV accuracy.  Genre distance metric also seem to play a role in AA.  García-Barrero, Feria, & Turell ( 2013) show that AA accuracy is sensitive to genre, even in closely related genres (literary criticism and short stories).  Ouamour & Sayoud (2018) conduct a broad survey of distances and feature sets used in Arabic AA, showing that Manhattan centroid gives highest average accuracy in Arabic AA.  The effect of distance or genre has not been studied in Arabic AV.  
	3 Corpus used
	A total of 125 documents from five common genres in Modern Standard Arabic are selected as follows.  Five authors are selected from each genre.  For each author, five documents are collected.  Table 1 lists the authors and source of the documents used for the corpus.  Whenever possible, authors and texts are selected from similar backgrounds e.g. Egyptian writers or Egyptian web sites, to minimize the effect of language variation across dialects.  The corpus is collected from same source for each genre whenever possible to minimize any potential editorial effect.
	Preprocessing and feature extraction

	For Economics, politics, and opinion columns, documents are downloaded as text-only (UTF-8) documents.  Titles, by-lines, and other front matter are removed.  For fiction and non-fiction, documents collected are entire books in e-book (epub) format.  They are converted to plain text (UTF-8), then sampled by using about 1100 words from the middle of the book using regular expressions delimited by space, to avoid material that may be repeated verbatim for a given author (front matter, acknowledgement, repeated preface, dedication, etc.).  Punctuation and non-Arabic characters are removed. Table 2 shows average document length per genre after pre-processing.
	The feature token is taken to represent Arabic words, and is defined as a sequence of Arabic characters separated by white space (note that non-Arabic characters, digits, and punctuation marks have been removed in preprocessing).  The pre-processed text is passed through MADAMIRA version 2.1 (Pasha et al., 2014) with standard settings.  Part-of-speech (POS) tags and word stems are then extracted from the analysis produced by MADAMIRA.  Roots are extracted from the plain-text corpus using ISRI Stemmer in NLTK (Bird et al., 2009).  Table 3 shows an example of features extracted from the pre-processed word ‘المؤلفين’.
	4 Verification method
	This section outlines the verification method of the experiment.
	Manhattan Distance: for unknown document 𝐷𝑢, known corpus 𝐷𝐴, and normalized frequency of feature f n-gram, Manhattan Distance is calculated as:
	𝑀𝑎𝑛𝐷𝑢, 𝐷𝐴= 𝑓=1𝑛|𝐷𝑢, 𝑓−𝐷𝐴, 𝑓|
	𝐶𝑎𝑛𝐷𝑢, 𝐷𝐴= 𝑓=1𝑛|𝐷𝑢, 𝑓−𝐷𝐴, 𝑓||𝐷𝑢, 𝑓|−|𝐷𝐴, 𝑓|
	𝐶𝑜𝑠𝐷𝑖𝑠𝑡𝐷𝑢, 𝐷𝐴= 𝐷𝑢, 𝑓.𝐷𝐴, 𝑓||𝐷𝑢, 𝑓||2−||𝐷𝐴, 𝑓||2
	𝐽𝑎𝑐𝑐𝐷𝑢, 𝐷𝐴= |𝐷𝑢, 𝑓𝐷𝐴, 𝑓||𝐷𝑢, 𝑓𝐷𝐴, 𝑓|
	Threshold determination: The training phase of this method is comprised of calculating a similarity threshold θ above which 𝐷𝑢 is considered authentic.  following Ahmed (, 2017), the acceptance threshold θ is dynamically calculated for each DA = {DA,1, DA,2 ,…} by calculating the distance for each known document k and the rest of the known documents:
	θ is then defined as the lower bound of the confidence interval of the values of all members of DA at p = 0.005.  
	Verification: The testing phase consists of calculating the distance for each document in a given genre against the known corpus for each author.  Training and testing data come from the same genre. The document is considered unauthentic if distance 𝐷𝑖𝑠𝑡𝐷𝑢, 𝐷𝐴> 𝜃 and authentic otherwise.
	𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦= 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
	The baseline accuracy for this experiment is that used by Ahmed (, 2018) using Manhattan Distance in Classical Arabic and the same 𝜃 used in this paper.  The best performing feature ensemble for the baseline is stem bigrams.
	5 Results
	The testing method returned results for all genres that are consistently and considerably above the baseline reported for Classical Arabic.  For all genres, the best performing feature is token unigrams, with accuracy ≥ 97%, albeit with some variation in the winning distance measure.  Table 4 shows the best performing distance measure per genre.
	Figure 1 shows distance accuracies per feature unigram over genres.  The figure shows that in four out of the five genres, Canberra Distance is the best performing distance measure to be used with the tested method, with Manhattan Distance coming at a close second.  Cosine distance and Jaccard distance perform considerably less accurately, although their best performance is still consistently higher than the baseline.
	6 Discussion
	The overall trend of the results – as far as the research question of this paper is concerned – is expected.  AV accuracy is sensitive to frequencies across genres.  Overall, distance measures that are least sensitive to frequency (Jaccard distance and cosine distance) underperform compared to those which incorporate frequency (Canberra, Manhattan).  The slightly improved accuracies delivered by Canberra Distance over Manhattan Distance across all five genres reflects the value of weighing the less common terms (in this case tokens), as Canberra Distance is more sensitive to vectorized values of smaller values than Manhattan Distance.
	Figure 2: Distance n-gram accuracies per genre.
	A related point of difference to existing literature is that the best performing feature in this experiment is Canberra Distance, which ranked low in Classical Arabic AA survey (Ouamour & Sayoud, 2018).  This difference can be an additional indicator that MSA differs stylistically from Classical Arabic, note that the discussion above for Arabic AV also compares this work to Classical Arabic.  It could also be related to the different nature of the task (AA vs. AV).
	7 Conclusion
	In this paper I have shown that distance measures that are sensitive to term frequency deliver higher accuracies in AV tasks in MSA across five common genres.  I have also shown that a simple BoW technique together with a simple non-negative-evidence algorithm that uses Canberra Distance to determine AV can deliver very high accuracies with minimum pre-processing.
	Future research should focus on cross-domain AV.  Would the same method and distance measures perform with the same behavior if the training set comes from a domain and the test document from another? The fact that tokens are the key features might affect that outcome.  On the other hand, as Canberra Distance is weighted to be more sensitive to less common vectors, it may be likely that domain-specific tokens be not so influential as to affect the AV task.  I leave this question to future research.
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