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Abstract

In this paper, we propose a novel framework for
analyzing inter-industry relations using the contact
histories of local banks. Contact histories are data
recorded when employees communicate with cus-
tomers. By analyzing contact histories, we can de-
termine business confidence levels in the local re-
gion and analyze inter-industry relations using in-
dustrial data that is attached to the contact his-
tory. However, it is often difficult for bankers to
create analysis programs. Therefore, we propose
a banker-friendly inter-industry relations analysis
framework. In this study, we generated regional
business confidence indices and used them to an-
alyze inter-industry relations.

1 Introduction

In economics and finance, various data are used to forecast
and analyze future market trends. The analysis methodol-
ogy for financial forecasting is generally divided into tech-
nical analysis and fundamental analysis, depending on the
type of data used. The former analyzes historical transaction
prices and volume, while the latter involves a wider range
of information, including forecasts of a company’s business
performance in addition to the data used in technical analy-
sis. Although investors and analysts use the above-mentioned
methodologies in conjunction with one another, they focus
more on numerical data than on textual information, as the
former is simpler to handle. However, the latter can also be
useful for market analysis. For example, economic analysis
reports written by financial experts provide rich data, while
newspaper articles report important information concerning
past events and their impact. In addition, comments on social
networking sites reflect people’s impressions of the economy.
The demand for using textual information to forecast future
trends is increasing, and a number of studies using machine
learning have been conducted.

Local banks are also an important source of financial text
data. For example, banks generate demand histories, finan-
cial summaries, and contact histories. In this study, we focus
on contact histories, which document customers’ authentic
views concerning businesses and local economic conditions.
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These data can provide important information about the in-
dustry sector. In this study, we aim to analyze relations be-
tween industry sectors in a region by using contact histories
to create business confidence indices conveying industry sec-
tor information. These indices can serve as valuable tools
for visualizing local economic conditions and evaluating lo-
cal industries, which can be useful for the revitalization of
local communities. Furthermore, business confidence indices
are useful as reference indices for investment or policy deci-
sions, as they capture economic trends.

In this paper, we propose a novel framework for visual-

izing local economic and local inter-industry relations us-
ing contact histories. Local business confidence indices cur-
rently exist'; however, they often lack immediacy, as they
reflect conditions from several months prior to their publica-
tion. With our proposed framework, however, it is possible
to use text data to create an immediacy index to analyze local
inter-industry relations. Furthermore, our framework is the
first to generate business confidence indices using the contact
histories of local banks.
The contribution of this study is to provide a framework for
generating business confidence indices and analyzing inter-
industry relations based on text mining techniques. This
study makes the following contributions: 1) a means of gen-
erating business confidence indices that enables the frequent
presentation of data while revealing correlations with existing
indicators; 2) the visualization of business conditions based
on generated indices in a manner that permits the analysis of
inter-industry relations; and 3) a clarification of the effective-
ness of the data owned by local banks, which have not been
utilized up to now. This study is the first to analyze inter-
industry relations using text data, and the usefulness of this
approach is demonstrated by applying it to real data.

1.1 Related work

Bollen et al. have demonstrated that Twitter moods are
useful for forecasting the Dow Jones Industrial Average
[Bollen et al., 2011]. The researchers used a self-organizing
fuzzy neural network for forecasting with which they were
able to predict rise and fall with an accuracy of over 80%.
Schumaker et al. proposed a machine learning approach for
predicting stock prices using financial news article analysis
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[Schumaker and Chen, 2009]. Their method predicted indi-
cators and stock prices; however, it did not analyze inter-
industry relations.

With regard to financial text mining, Sakai et al. pro-
posed a method for extracting causal information from
Japanese financial articles concerning business performance
[Sakai and Masuyama, 2007]. Their method used clues for
extracting causal information, and it was able to automati-
cally gather clues using the bootstrapping method. Sakaji et
al. proposed a method for automatically extracting basis ex-
pressions indicating economic trends from newspaper articles
using a statistical approach [Sakaji et al., 2008]. In addition,
Koppel et al. proposed a method for classifying a company’s
news stories on the basis of their apparent impact on the com-
pany’s stock performance [Koppel and Shtrimberg, 2006].
Ito et al. proposed a neural network model for visualizing
online financial textual data [Ito ef al., 2018]; this model de-
termined the sentiment of words and their categories. Lastly,
Milea et al. predicted the MSCI euro index (upwards, down-
wards, or constant) based on fuzzy grammar fragments ex-
tracted from a report published by the European Central Bank
[Milea et al., 2010].

The above-mentioned studies all extract information for in-
vestors or predict stock prices using information extracted
from text data. In the present study, however, our objective
is to analyze inter-industry relations using the contact histo-
ries of a local bank.

2 Proposed framework

In this section, we describe our proposed framework,
which generates local business confidence indices and an-
alyzes local inter-industry relations using the contact his-
tories of local banks. Our framework uses a learned
bidirectional long short-term memory (BiLSTM) model
[Graves and Schmidhuber, 2005] for generating business
confidence indices from banks’ contact histories. It then an-
alyzes inter-industry relations using the generated business
confidence indices.
The procedure of our proposed framework is as follows.

Step 1: As raw input data, text related to finance and the
economy are selected (e.g., newspaper articles, eco-
nomic trend surveys) that reflects local economic con-
ditions. Then, a word embedding model is created from
the input. Next, our method assigns monthly sentiment
scores to the inputs using the created word embedding
model and learned BiLSTM. Finally, business confi-
dence indices are generated by summing each month’s
sentiment score.

Step 2: Our method analyzes inter-industry relations using
Granger causality analysis, impulse response analysis,
and forecast error variance decomposition (FEVD) of
the generated business confidence indices.

In Step 1, we generated word embeddings with 200 dimen-
sions and default settings using gensim. In addition, we as-
sumed that each raw input data entry corresponded to an in-
dustry sector. In this step, by changing the scale, our frame-
work was also able to generate weekly indices. An overview
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of our framework is presented in Figure 1. In our framework,
by inputting text data, users can obtain four types of generated
data: business confidence indices, graphs of inter-industry
relations, graphs of inter-industry impacts, and graphs of
FEVD.
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Figure 1: Proposed framework.

Although other machine learning methods exist, our frame-
work uses BiLSTM, as it is a model in which long short-
term memory (LSTM) [Hochreiter and Schmidhuber, 1997]
is bidirectional. A detailed explanation of the machine learn-
ing method selection is provided in Section 2.1.

2.1

To select a machine learning method, we experimented with
a classification test using the Economy Watchers Survey?,
which provides a timely and accurate overview of regional
economic trends. The Economy Watchers Survey is scored
on a 1-5 point Likert scale according to the level of business
confidence, and each response is accompanied by comments.
Using the survey responses, we constructed a machine learn-
ing method that predicts points using comments as input. To
the best of our knowledge, the Economic Watcher Survey was
the only available source of tagged text data on economics
with a sufficient amount of information.

In this study, we used logistic regression (LR), random for-
est (RF), multi-layer perceptron (MLP), LSTM, and BiLSTM
for classification testing. We used 20,000, 5,000, and 5,000
pairs of points and comments as training data, validation data,
and test data, respectively. The pairs of points and comments
were randomly extracted from the Economy Watchers Survey
from 2010 to 2017. The results are presented in Table 1.

Table 1 reveals that BILSTM is the optimal machine learn-
ing method for classifying the Economy Watchers Survey; as
aresult, it was adopted in our framework.

Machine learning method selection

2.2 Bidirectional LSTM

Figure 2 illustrates our BiILSTM model.
As input, we used word embeddings of content words
(nouns, verbs, and adjectives) selected using morphological

“https://wwwS5.ca0.go.jp/keizai3/watcher-e/index-e.html



Table 1: Classification test results

Accuracy
LR 0.612
RF 0.525
MLP 0.617
LSTM 0.636
BiLSTM 0.642
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Figure 2: BiLSTM model.

analysis. Here, we define LSTM processing from the begin-
ning of a sentence as LST M and from the end of the sen-
tence as LSTM. For each input, our method obtains {E)}?
and {J1;}7 through LSTM(LST M, LSTMM).

h; = LSTM(e;), hy = LSTM () (1)

Here, n is the number of input words, and e; is the word em-
bedding entered ¢th words.

Then, h; and h,, are concatenated and entered into the out-
put layer as follows:

s = [h1 ) @
t =tanh(Ws - s+ bs) 3)
Y =W, - t+b 4)

Here, hy € R™, h,, € R™, s € R and t € R

Here, W, and W; are weighted matrices, b, and b; are bias
vectors, m is the number of units in the hidden layer, [ is the
number of units in the middle layer, and Y is an output layer
comprising Y = (y1, y2, y3, Y4, y5)- In this study, the output
layer is activated by formula 5.

exp(yi)
Bi = log
225 exp(y;)
Here, f3; is the activated output layer, and y; is the output layer

passed to the activation function. Finally, our method selects
Y, as the maximum value from the output layer as output.

&)
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2.3 Granger causality analysis

We determined the causal relations between industry types
using a Granger causality test [Granger, 1969]. Specifically,
the null hypothesis is that there is no Granger causality from
Industry A to B, and whether to accept or reject this hypoth-
esis is determined by comparing its p value with the signif-
icance level. In this study, we used partial Granger causal
analysis [Guo et al., 2008], which extends Granger causality
to multivariate data. Partial Granger causality analysis re-
duces the influence of exogenous factors and latent variables,
and is useful in multivariate data analysis.

2.4 TImpulse response analysis

The Granger causality test is a method for determining the
causality between time series data; however, it cannot mea-
sure the strength of a relationship. The impulse response
function is used as a means to quantitatively capture a rela-
tionship. By analyzing the degree to which changes in one
variable contribute to changes in other variables, it is pos-
sible to perform a quantitative analysis. In the proposed
framework, the orthogonalized impulse response function
[Sims, 1980] is used and analyzed to quantitatively evaluate
how changes in one industry affect other industries based on
the business confidence index for each industry category.

2.5 Forecast error variance decomposition

FEVD is a method used to quantitatively analyze relation-
ships between variables, and it is often used for the same pur-
pose as impulse response analysis. Impulse response analysis
is a method used to measure the influence of the fluctuation
of a variable on other variables. In contrast, FEVD is used to
analyze the business cycle of industries. It analyzes the rela-
tionships between variables by clarifying the degree to which
each variable contributes to the forecast error.

In this study, we assumed that economic flow can be un-
derstood by quantitatively evaluating the contribution of each
type of industry to changes in the business condition index of
other types of industries.

3 Application

In this study, we focus on Okinawa Prefecture in Japan as an
example of utilizing financial or economic text information
and analyzing inter-industry relations within a region.

3.1 Data
The text data used in this study is as follows.

News texts published by Ryukyu Shimpo?, a local news-
paper in Okinawa Prefecture in Japan. In this study,
newspaper articles from Ryukyu Shimpo from January
2014 to December 2017 were used as data. Due to its
geographical specificity and historical background, Ok-
inawa Prefecture has the lowest penetration of national
newspapers in Japan. The primary reason for targeting
this local newspaper for analysis is its large regional in-
fluence.

*https://ryukyushimpo.jp



Contact history owned by Okinawa Bank, a local bank
in Okinawa Prefecture in Japan. Contact history is the
text data recorded when a bank employee communicates
with customers. Thus, the unit of a contact history is
a transaction. Contact histories are categorized into in-
dustry sectors by local banks; examples of contact his-
tories are provided in Table 2. Economic circulation is
supported by the flow of money, most of which occurs
via financial institutions. In other words, data owned
by a bank representing a local area is assumed to reflect
the local economic entity. A contact history records not
only actual transactions, but also customer backgrounds
and their views on economic and business conditions.
Therefore, it comprises useful data to evaluate the levels
of business confidence. In this study, we used approx-
imately 8 million contact histories from April 2011 to
July 2017.

Table 2: Examples of contact histories

ffrEEn — U RRAEE TN T 2 B~ 5, ARl F
7 VT B, (Ivisited for a mortgage loan promotion,
but the client was not present. So, I put cards and flyers.)

BB B R OZETHIIIEIE LA (Confirming
the present condition, sales decreased in the previous year
owing to typhoons.)

Fyy ol — FRGRER SEHE T IRIE, e
e DU ITHEZALE Lz, BROZEDPALLEDE
RO TP 5 & ZIZMET 9 5, (Customer visited
us to change the cash card security code. We introduced
a few regular products and insurance. The customer said,
“I will consider these products when I have time because
I am anxious about old age.”)

3.2 Generation of business confidence index

News text data

Using text data from newspaper articles, in this experiment,
the generated business confidence index was evaluated as two
viewpoints. To evaluate the effectiveness of the generated
business confidence index by unit change of text data, busi-
ness confidence was supplied for various units of text data,
such as news articles, as follows: (a) sentences, (b) para-
graphs, (c) economic articles, and (d) all articles. Therefore,
using the method proposed in [Sakaji er al., 2008], text data
was divided into roughly four types of units, and a business
confidence index was generated using each unit.

Contact histories

he business confidence index was derived from the contact
history on the basis of the sentiment classification model
learned from the Economic Watcher Survey data. As de-
scribed in Section 2.1, by performing sentiment classification
using the Economic Watcher Survey, an optimum sentiment
classification model was produced, and the adopted model
calculated the sentiment value in the contact history. Five
sentiment values were provided: good, slightly good, neutral,
somewhat bad, and bad. The average sentiment value of a
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certain period was then calculated as the business confidence
index. An analysis of the inter-industry relationship was then
performed on the basis of the generated business confidence
index.

4 Result and discussion

4.1 Evaluation of generated business confidence
index

The generated business confidence index was evaluated
through a comparison with an existing index, such as the Oki-
gin cooperation trend survey in this study. Thus, the correla-
tion coefficient r calculated in (6) was adopted as the evalua-
tion criteria.
r— i (@i —T)(yi = 7) 6)
Vs (i =TV (4 - 9)?
Here, z is the generated index value, and y is the existing
index value. Additionally, T is the average value of the gener-
ated index, while y is the average value of the existing index.
Table 3 presents the correlations between the generated
business confidence indices and the existing index. Addition-
ally, Figures 3 and 4 present the generated indices.

Table 3: Correlations between generated business confidence indices
and existing index

| [ Correlation |
(a)Per sentence 0.301
(b)Per paragraph 0.275
(c)Per article (economic) 0.300
(d)Per article (all) 0.175
Contact histories 0.856
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Figure 3: Generated index based on news text data.

Table 3 indicates that the index generated from the con-
tact histories outperforms the generated indices from the news
text. The reason for this is most likely the high affinity of the
contact histories. Contact histories occasionally include cus-
tomers’ levels of business confidence; therefore, a business
confidence index can be generated effectively using contact
histories.
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Figure 4: Generated index based on the contact histories.

4.2 Analysis of inter-industry relations

Retil

Whdlgsale

Hospitality

Other
Cons{ruction
Man@cture

M
Real(egtite dipat

Figure 5: Visualization of partial Granger causality analysis among
industries

Indedent

function of the hospitality industry sector on the other indus-
tries, while dashed red lines represent the two-sided 95% con-
fidence interval. In Figure 6, the horizontal and vertical axes
represent the monthly and standard deviation, respectively.
This figure indicates that the hospitality industry has affected
business confidence in other industries for a long period of
time. For example, at the 20th term in Figure 6, the manufac-
turing and wholesale industries have a high score (0.004).
Figure 7 presents the FEVD results for business confidence
by industry sector. In this Figure 7, the vertical axis indicates
the contribution of the influence by other industries, while
the horizontal axis indicates monthly. In Figure7, it can be
seen that the retail, wholesale, and hospitality industries have
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Figure 6: Impulse responses (hospitality industry).

a large impact on other industries.

In this study, we validated these results by comparing the
production ripple effects between industries. As a result, the
production ripple effect to be compared is related to the power
of dispersion and the production inducement coefficient in
Okinawa Prefecture. The power of dispersion is an index
that quantifies the production ripple effect on an entire sector
when one unit of final demand occurs in one sector. In con-
trast, the production inducement coefficient is an index that
quantifies the production ripple effect on each sector when
one unit of final demand occurs in all sectors.

In Figure 5, the production inducement coefficients of in-
dustries in Okinawa Prefecture are listed in descending order
of magnitude as follows: commercial (retail and wholesale
businesses) > construction industry > hospitality > manu-
facturing > medical care, health care, social security, nurs-
ing care > real estate. We analyzed this order in conjunc-
tion with the analysis results of the changes in business con-
fidence. The top three industries (commercial, construction,
and hospitality) correspond to the industries located upstream
in Figure 5, and they appear as major fluctuation factors for
other industries in the impulse response analysis. This was
also confirmed by the FEVD results. A large power of dis-
persion has the effect of promoting production for other in-
dustries. The improvement in business confidence in these
industries stimulates production and enhances business con-
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Figure 7: Results of forecast error variance decomposition (FEVD).

fidence in other industries. This propagation is reasonable, as
industries that cause changes in business confidence in other
industries correspond to industries with a high production rip-
ple effect.

Next, we analyzed relationships using the production in-
ducement coefficient. Six industries are listed in descend-
ing order of the production inducement coefficient as follows:
hospitality > manufacturing > commercial (retail and whole-
sale) > real estate > construction industry > medical care,
health care, social security, nursing care. The results of the
partial Granger causal test demonstrate that the top two in-
dustries are influenced by a large number of industries. Fig-
ure 5 reveals that manufacturing is significantly affected by
three industries, while hospitality is significantly affected by
two industries. When the analysis is correlated with the re-
sults of FEVD presented in Figure 7, it is difficult to explain
any unpredictable changes in the hospitality and manufactur-
ing industries owing to the fact that both the sensitivity co-
efficient and contribution from other industries are high. In
other words, the hospitality and manufacturing industries are
strongly affected by production activities in other industries
and are highly sensitive to economic fluctuations in those in-
dustries.

5 Conclusion

In this study, we proposed a framework for generating a busi-
ness confidence index and analyzing the inter-industry struc-
ture of a local area, using text data representing the charac-
teristics of the economy of the local area. We demonstrated
that the business confidence index generated using the con-
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tact history owned by a local bank can reproduce the existing
index with high accuracy. In addition, unlike the existing in-
dex, the business confidence index in a local area can be ob-
tained more frequently than other text sources. Furthermore,
because category classification was performed for the contact
history owned by the local bank in question, it was possible
to obtain the business confidence for each industry category.

In this study, we used Granger causal analysis, impulse re-
sponse function analysis, and variance decomposition meth-
ods to analyze the causality of different time series data from
the obtained business confidence index for each industry cate-
gory. The results revealed the changes in business confidence
among industries, the effect of the business confidence index
on each industry category, and the contribution of each indus-
try category to other industries.

In future work, we plan to use other forms of data to gen-
erate business confidence indices. In addition, we intend to
adapt our framework to data from another local bank as a
means to better evaluate our framework and expand our un-
derstanding of business confidence indices.
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