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Abstract

This paper describes a machine translation test
set of documents from the auditing domain
and its use as one of the “test suites” in the
WMT19 News Translation Task for translation
directions involving Czech, English and Ger-
man.

Our evaluation suggests that current MT sys-
tems optimized for the general news domain
can perform quite well even in the particular
domain of audit reports. The detailed man-
ual evaluation however indicates that deep fac-
tual knowledge of the domain is necessary.
For the naked eye of a non-expert, translations
by many systems seem almost perfect and au-
tomatic MT evaluation with one reference is
practically useless for considering these de-
tails.

Furthermore, we show on a sample document
from the domain of agreements that even the
best systems completely fail in preserving the
semantics of the agreement, namely the iden-
tity of the parties.

1 Introduction

Domain mismatch is often the main sources of ma-
chine translation errors. At the same time, it has
been suggested in the speech recognition area that
models trained on extremely large data can per-
form well across domains, i.e. without any partic-
ular domain adaptation (Narayanan et al., 2018).

We believe that for some of the language pairs
annually tested in the WMT shared translation
task, the best machine translation systems may
have grown to sizes where the domain dependence
may be less critical. At the same time, we know
that most of current MT systems still operate at the
level of individual sentences and therefore have
no control over document-level coherence e.g. in
terms of lexical choice.

To investigate the two questions, domain in-
dependence and document-level coherence, we
cleaned and prepared a dedicated set of docu-
ments from the auditing domain and submitted it
as one of the “test suites” to this year’s WMT
News Translation Task. The collection is called
“SAO WMT19 Test Suite” after the Supreme Au-
dit Office of the Czech Republic (SAO) who pro-
vided the original audit reports created in coopera-
tion with other national supreme audit institutions
(SAIs).1

This paper is organized as follows: In Sec-
tion 2 we describe the source and our processing of
the test documents. Section 3 provides automatic
scores of WMT19 MT systems on the test suite
and Section 4 presents the manual evaluation. One
more document type, namely a sublease agree-
ment, was evaluated separately, see Section 5. We
release the test suite for public use, see Section 6,
and we conclude in Section 7.

2 Composition of SAO Test Suite

The SAO Test Suite consists of 10 multi-language
audit reports issued by the SAO. The reports de-
scribe investigations carried out jointly by SAO
and one or more other national auditing institu-
tions between the years 2004 and 2015. The re-
ports were published in multiple language ver-
sions or as multilingual documents. They were
created jointly by the co-operating SAIs in English
and later on, they were translated by translation
agencies and finally corrected by the authorized
auditors from the respective countries. The end
effect of this careful procedure is that from time to
time, the different language versions slightly de-
part in the exact wording, including minor shifts
of the conveyed meanings.

1We adhere to the convention that “SAO” refers solely to
the Supreme Audit Office of the Czech Republic. For other
supreme audit institutions, we use the acronym SAI.
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Language Count
Czech 10
English 10
Slovak 5
German 4
Polish 1
Total documents 30

Table 1: Number of languages in SAO Test Suite. Lan-
guages in bold were used in WMT19 Shared Transla-
tion Task.

All the reports come in 3 different languages.
All of them include Czech and English, the third
used language differs. See Table 1 for a summary.

2.1 Creation of the SAO Test Suite
The audit reports were collected primarily from
the website of SAO. It is important to note that
while being publicly available, these documents
did not make it to any of WMT19 constrained
training data, probably because the texts appear on
the web only in the form of PDFs. We double-
checked that there is no overlap by searching the
data for exact and near sentence matches. Very
short segments like generic titles or section num-
bers were naturally present in the training data but
we did not find any longer sentences, let alone
more sentences from a test document.

First, we converted the documents from the
PDF format to plain text. We note that some of
the documents were bitmap PDFs (scans) and we
had to use OCR to obtain the text. This was partic-
ularly tedious for multi-language documents with
texts side by side in two or three columns.

The rest of the processing was applied only to
Czech, English and German versions of the docu-
ments, because other languages were not consid-
ered in WMT19 News Translation Task.

The plain text versions were automatically seg-
mented into sentences using the trainable tok-
enizer TrTok by Maršík and Bojar (2012). We
then automatically aligned sentences in English
and Czech versions using hunalign (Varga et al.,
2005) and manually revised this alignment.

During the manual revision of sentence align-
ments, we removed footnotes, tables and graph
captions, as well as occasional paragraphs not
present in one of the languages. Sometimes, sen-
tence segmentation had to be fixed as well.

In the final stage, we added the German side to
the already sentence-aligned English-Czech files,

Language Pair Documents MT Systems
en-cs 11 11
en-de 4 22
de-en 4 16
cs-de 4 7
de-cs 4 11

Table 2: Evaluated language pairs, documents and MT
systems.

creating a tri-parallel test set. In some cases, the
segmentation into sentences was not exactly paral-
lel and we had to break primarily the German sen-
tences into clauses, or introduce blank segments in
some of the files to allow for a better match. Once
or twice even the order of the clauses in German
was swapped compared to the aligned Czech and
English.

2.2 SAO Test Suite in WMT19 Shared Task

We submitted our files as a “test suite” comple-
menting the WMT19 News Translation Task. This
means that all primary MT systems participating
in the News Translation Task also translated our
files.

The English→Czech and German↔English
systems were supervised, i.e. trained on genuine
parallel texts (and target-side monolingual data).
The Czech↔German research systems were unsu-
pervised, i.e. trained only on monolingual source
and target texts, optionally using a small parallel
development set of a few thousand sentence pairs.
Our evaluation also includes several anonymized
online systems (“online-. . . ”) the internals of
which are not known. These online systems could
in principle include our test suite as part of their
training data.

The number of evaluated documents and MT
systems for each examined language pair is in Ta-
ble 2.

3 Automatic Evaluation

For automatic evaluation, we use several of com-
mon MT evaluation metrics (Papineni et al., 2002;
Popović, 2015; Leusch and Ney, 2008; Wang
et al., 2016; Snover et al., 2006). Metrics listed
with the prefix “n” are reversed (1− score) so that
higher numbers indicate a better translation in all
the figures we report.

We calculate the score for each of the docu-
ments in our test suite separately and report the
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average score and the standard deviation.
The scores are detailed in Tables 3 to 7. In the

subsequent tables, we sometimes abbreviate sys-
tem names for typesetting reasons.

The main observation across the tables is that
all the scores heavily vary across individual doc-
uments. The typical standard deviation is 3–5 for
BLEU and similarly for other metrics.

The metrics do not always agree on the overall
ranking of the systems, as indicated by “o” in the
tables, but these differences are much smaller that
the variance due to the particular documents.

A big caveat should be taken when interpreting
all automatic scores as an estimate of real transla-
tion quality, because they are all based on the sin-
gle reference translation. See also the discussion
in Section 4.2 below.

4 Manual Evaluation

Due to the specific terminology in the documents
and domain knowledge needed to verify transla-
tion quality, we asked the SAO’s employees serve
as the annotators.2 All of them were native Czech
speakers with a high level of English and/or Ger-
man proficiency.

We also attempted to find native German
auditors but we were not successful so far.
English→German and German→English transla-
tion was thus evaluated by a single SAO employee,
a native Czech speaker with a great command of
both English and German, including the specific
auditing domain.

4.1 Establishing Evaluation Criteria

Our manual evaluation criteria are based on the
criteria used for the scoring of essays in the Czech
GCSE counterpart (“maturita”) for the Czech lan-
guage.

After a short test session with our prospective
annotators, we realized how very narrow this spe-
cific field is and we simplified the original set of
7 criteria with 6 levels each to only 5 criteria and
4 levels each. This simplification definitely saved
some annotation time and we also believe that it
increased the inter-annotator agreement, although

2 Relying on purely linguistic expertise proved insuffi-
cient after a discussion with SAO employees. While for the
best systems, we could hardly notice any errors, the knowl-
edge experts discussed term choice and even among them-
selves, they were carefully considering the logical implica-
tions of the particular terms.

we did not collect enough annotations to reliably
measure it.

The final criteria to be used in the evaluation are
as follows:

1) Language Resources – Spelling and Mor-
phology
• 0 points: 10 or more spelling or morphology

errors.
• 1 point: 9-6 spelling or morphology errors.
• 2 points: 5-3 spelling or morphology errors.
• 3 points: 2-0 spelling or morphology errors.

2) Vocabulary – Adequacy of Terms Used
• 0 points: Frequently, used terms are inappropri-

ately chosen.
• 1 point: Sometimes, used terms are inappropri-

ately chosen.
• 2 points: Rarely, used terms are inappropriately

chosen.
• 3 points: There are no terms, which would be

inappropriately chosen.

3) Vocabulary – Clarity of the Text in Terms of
Used Words
• 0 points: The choice of words and phrases

fundamentally impairs the understanding of the
text.
• 1 point: The choice of words and phrases some-

times impairs the understanding of the text.
• 2 points: The choice of words and phrases

rarely impairs the understanding of the text.
• 3 points: The choice of words and phrases does

not impair the understanding of the text.

4) Syntax and Word Order
• 0 points: Syntactic shortcomings are high in the

text.
• 1 point: Syntactic shortcomings occur in the

text.
• 2 points: Syntactic shortcomings are rare in the

text.
• 3 points: Syntactic shortcomings are almost ab-

sent from the text.

5) Coherence and Overall Understanding of the
Text
• 0 points: The recipient is completely lost in

the text. The text is incoherent and fails to
fulfil its communication purpose (the addressee
has completely misunderstood what the text ex-
presses).
• 1 point: The orientation in the text is completely

uncomfortable for the addressee, the text is at
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BLEU chrF3 nCDER nCharacTER nPER nTER nWER
CUNI-Transformer-T2T-2018 30.21±6.22 58.49±4.14 50.69±6.48 50.27±9.47 58.04±7.70 46.20±9.04 44.11±8.79
CUNI-Transformer-T2T-2019 29.16±6.16 57.40±3.96 49.61±6.54 47.75±8.97 56.76±7.93 44.64±9.21 42.48±8.99
CUNI-DocTransformer-T2T 29.15±6.04 57.33±3.87 49.57±6.61 o 48.38±9.31 56.34±7.53 44.53±8.93 42.45±8.78
uedin 29.15±5.94 57.31±3.84 o 49.87±6.29 o 48.73±8.25 o 57.02±7.06 o 45.53±8.53 o 43.49±8.20
online-B 29.14±5.57 o 57.36±3.39 49.74±5.78 48.44±8.23 o 57.47±7.18 45.46±8.22 43.15±7.88
online-Y 28.53±5.57 57.34±3.56 49.44±6.10 45.00±7.78 56.89±7.48 45.04±8.47 42.92±8.14
CUNI-DocTransformer-Marian 25.86±4.57 54.65±3.11 46.73±5.45 -6.50±110.46 53.60±6.64 41.15±7.74 39.07±7.46
TartuNLP-c 25.12±4.94 54.57±3.00 46.21±5.80 o 44.71±7.40 53.02±7.92 40.40±8.44 38.31±8.11
online-A 24.01±5.72 53.59±3.58 45.19±6.45 o 44.80±8.27 52.84±7.52 40.27±9.03 38.19±8.74
online-G 23.84±4.64 o 54.21±3.40 44.78±5.79 o 45.91±9.40 52.83±7.02 40.16±7.88 38.02±7.58
online-X 19.61±3.43 50.42±2.69 41.07±4.22 41.39±6.72 47.54±6.78 34.62±6.81 32.79±6.65

Table 3: Automatic scores for English→Czech. “o” marks scores out of sequence.

BLEU chrF3 nCDER nCharacTER nPER nTER nWER
Microsoft-sent-level 22.06±3.61 55.57±2.24 42.62±4.68 38.22±4.08 44.83±5.04 30.23±5.91 28.37±5.89
Microsoft-doc-level 21.91±3.57 o 55.84±2.07 42.52±4.50 o 38.63±3.89 44.18±5.42 29.67±6.37 27.72±6.30
online-B 21.70±3.73 54.55±2.35 41.48±4.47 34.63±6.04 o 46.25±5.41 o 30.44±6.15 o 28.61±6.17
Facebook_FAIR 21.52±4.21 o 55.20±2.72 o 42.24±5.17 o 37.65±4.34 43.49±6.16 29.35±7.23 27.36±7.21
lmu-ctx-tf-single 21.52±3.77 54.72±2.11 41.91±4.42 37.50±4.86 o 45.40±5.41 o 30.20±6.11 o 28.24±5.98
NEU 21.29±3.61 54.63±1.97 o 42.11±4.62 o 38.36±4.45 44.73±5.34 30.01±6.52 28.16±6.40
MSRA.MADL 21.23±3.82 53.96±2.07 41.20±4.65 37.14±3.24 44.07±5.99 29.07±6.68 27.29±6.59
Helsinki-NLP 20.57±3.39 53.35±1.84 41.09±4.56 36.16±3.96 o 44.76±5.00 o 29.51±5.99 o 27.65±5.95
UCAM 20.52±4.00 53.14±2.37 41.02±4.96 35.72±4.07 44.67±5.47 29.32±6.52 27.38±6.42
online-Y 20.46±3.42 o 53.72±1.79 o 41.14±4.47 o 37.22±4.83 44.53±5.48 o 29.65±6.33 o 27.75±6.14
dfki-nmt 20.30±3.11 o 53.74±1.75 40.96±4.18 36.92±4.65 43.67±4.81 28.88±5.98 26.97±5.78
MLLP-UPV 20.30±3.47 53.45±2.00 40.75±4.57 36.75±4.49 o 43.80±4.99 28.81±6.12 26.84±5.98
PROMT_NMT 20.16±2.88 53.27±1.26 40.46±3.69 36.41±4.84 o 43.88±4.85 28.76±5.44 26.73±5.45
eTranslation 20.12±3.47 o 53.45±2.00 o 40.73±4.42 36.22±4.26 43.45±4.90 28.17±5.89 26.15±5.63
UdS-DFKI 20.05±3.31 51.41±1.40 39.39±3.89 33.37±8.07 o 45.36±4.99 o 28.80±5.62 o 26.97±5.59
JHU 19.89±3.02 o 52.93±1.64 o 40.53±4.23 o 36.20±5.19 44.09±4.83 o 28.92±5.92 26.95±5.81
TartuNLP-c 19.67±3.33 52.72±1.31 39.93±4.11 36.15±5.01 o 44.18±5.86 28.56±6.11 26.58±6.03
online-A 19.36±3.71 52.47±2.15 39.73±4.68 34.63±3.52 42.36±5.39 27.17±6.66 25.23±6.49
online-G 18.80±3.41 52.26±1.35 38.97±3.86 o 34.89±4.93 o 44.69±5.34 o 28.53±5.84 o 26.73±5.88
online-X 13.66±2.22 48.06±1.12 33.85±3.67 31.48±5.69 30.69±5.80 17.04±6.51 15.42±6.24
en_de_task 10.44±1.93 42.22±1.25 28.15±2.92 22.23±6.98 o 34.90±5.05 16.85±5.52 15.15±5.50
Microsoft-sent_doc 0.00±0.00 0.12±0.02 0.00±0.00 -3408.43±471.13 0.00±0.00 0.00±0.00 0.00±0.00

Table 4: Automatic scores for English→German. “o” marks scores out of sequence.

times incoherent and barely serves its commu-
nication purpose (but the addressee believes that
he or she understands the main content of the
text more or less).
• 2 points: The recipient navigates the text,

though not entirely comfortably. The text is
coherent and more or less fulfils its communi-
cation purpose (the addressee is sure he under-
stands the text as a whole).
• 3 points: The recipient is fully oriented in the

text. The text is completely coherent, it serves
its communication purpose excellently (the ad-
dressee fully and without difficulty understands
the text as a whole).

4.2 Reference Effectively Useless
One observation that emerged from our consulta-
tion with the experts in the auditing field was that
precise choice of terms is extremely important but
that detailed knowledge of the respective legisla-
tion and practice is necessary to evaluate the trans-
lations. We, highly proficient speakers of English,
but lacking any substantial information on taxa-
tion and other topics discussed in the documents,
often could not see any lexical errors, because at

the general level, the choice of words seemed ac-
ceptable. The experts discussed at length the var-
ious factual implications of using one of the near-
synonyms over another.

Anecdotally, voting among our three consul-
tants would not always work either. Without a
chance to discuss a particular term, two of the con-
sultants would label the choice of an MT system
as wrong, but the third consultant, the most expe-
rienced expert in the very field actually approved
it.

The reference translations proved effectively
useless for these fine distinctions, because the par-
ticular term used in the single reference was of-
ten not the only possible one. As already men-
tioned, the careful revision applied to the refer-
ence translations has sometimes slightly shifted
the meaning, preferring a better match with the
factual knowledge over the literality of the trans-
lation.

4.3 Execution of Evaluation
As was mentioned above, the annotators were the
employees of the SAO.

We decided to score not the complete docu-
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BLEU chrF3 nCDER nCharacTER nPER nTER nWER
Facebook_FAIR 26.81±2.95 52.76±2.38 46.17±3.07 35.78±3.89 57.82±2.70 39.59±4.03 36.73±4.04
RWTH_Aachen 26.02±3.01 51.74±2.52 45.53±3.16 35.61±3.66 57.09±3.29 39.16±4.29 36.41±4.34
online-B 25.62±3.06 51.30±2.57 45.30±3.44 33.97±4.02 56.42±3.65 o 39.70±4.30 o 36.99±4.21
NEU 25.45±2.84 o 51.55±2.27 45.19±2.85 o 35.27±3.97 o 57.04±3.10 38.83±3.80 36.09±3.81
online-Y 25.27±3.26 51.30±2.40 o 45.38±3.34 35.01±3.58 56.52±3.46 o 39.77±4.20 o 36.93±4.11
dfki-nmt 25.00±2.90 50.89±2.18 44.64±2.89 34.67±3.47 56.21±3.18 38.34±3.96 35.65±3.94
UCAM 24.95±3.37 50.44±2.60 44.64±3.25 33.83±4.38 56.21±3.57 38.30±4.03 35.51±3.95
MSRA.MADL 24.86±3.59 o 50.73±2.65 44.38±3.32 33.17±4.24 55.73±4.53 36.23±5.93 33.37±5.83
JHU 24.82±2.97 50.56±1.94 44.38±2.84 o 33.98±3.74 o 55.92±2.83 o 36.90±3.62 o 34.14±3.61
MLLP-UPV 24.39±3.30 50.20±2.13 44.20±3.07 32.97±4.24 55.91±3.18 o 37.72±4.04 o 34.89±3.98
online-A 24.13±3.41 50.03±2.57 44.06±3.64 32.95±3.73 55.34±3.72 o 37.87±4.62 o 35.26±4.66
online-G 24.11±3.38 o 50.52±2.08 43.80±3.07 o 34.19±4.50 o 55.55±3.10 36.49±4.09 33.75±4.10
TartuNLP-c 23.82±2.80 50.46±2.27 o 43.83±3.15 33.30±3.31 54.88±3.31 o 38.45±3.50 o 35.56±3.57
PROMT_NMT 22.58±2.29 49.29±2.12 42.48±2.46 32.80±3.65 53.98±2.95 36.02±3.56 33.31±3.31
uedin 21.37±3.34 47.22±3.04 41.30±3.68 25.52±7.74 50.68±4.07 o 37.55±4.00 o 35.16±3.87
online-X 17.95±2.09 44.93±2.26 38.38±2.42 o 26.69±4.34 49.95±2.76 32.69±3.06 30.23±3.03

Table 5: Automatic scores for German→English. “o” marks scores out of sequence.

BLEU chrF3 nCDER nCharacTER nPER nTER nWER
online-B 15.67±4.40 47.16±4.21 33.60±5.83 28.12±4.94 42.24±5.92 23.10±7.18 21.22±6.96
online-Y 15.55±4.20 o 47.71±3.97 o 34.32±6.06 o 31.75±5.20 39.59±6.17 21.96±7.47 20.22±7.17
online-A 13.15±3.38 45.45±3.65 31.95±5.28 27.51±4.77 35.61±5.13 18.19±6.39 16.57±6.07
online-G 12.69±3.25 45.36±3.34 31.29±4.92 o 28.96±4.62 o 36.98±5.60 o 18.80±6.67 o 17.01±6.39
NICT 10.61±2.39 43.24±2.48 29.49±4.24 27.46±3.84 27.13±4.75 11.51±5.88 10.04±5.58
NEU_KingSoft 9.34±2.80 40.09±2.04 27.38±4.87 22.78±3.86 26.39±6.29 10.11±7.21 8.71±6.93
Nanjing 6.85±2.15 35.73±2.20 24.02±4.17 19.40±5.42 23.37±5.10 6.68±5.63 5.41±5.24

Table 6: Automatic scores for Czech→German. “o” marks scores out of sequence. Note that online systems use
parallel data while the others use only monolingual data.

ments but rather selected segments of about 15
consecutive sentences. Each such segment takes
something between a half and a full A4 page when
printed.

For each evaluated page, the annotators were
provided with another such page—the correspond-
ing 15 sentences in the source language. We de-
liberately avoided providing reference translations
for two reasons: (1) we included the reference as
if it was one of the competing MT systems, (2) we
know that the source and the reference occasion-
ally departed from each other; judging MT sys-
tems based on the references would thus not be a
fair comparison even if carried out by humans and
not an automatic metric.

In a small probe, we estimated that the annota-
tion of one such segment will take about 15 min-
utes.

Table 8 summarizes the number of annotated
document segments and annotators providing the
scores.

The actual evaluation of each segment was sub-
mitted by the annotators through a simple web in-
terface, which recorded:
• the segment ID;
• points assigned to the evaluated categories;
• a free-form description of the most serious er-

ror(s);
• a free-form field for further comments;

• a check-box indicating whether the annotator is
an expert in the given field of the segment (e.g.
in the field of value-added tax, VAT).

4.4 Results of Manual Evaluation

We did not have enough human capacity to calcu-
late an full-fledged inter-annotator agreement. To
have at least some idea of how annotators agree,
we let three of all segments be assessed by two
different annotators. Comparison of the scores re-
veals that annotators often differ in their assess-
ment, even though the assigned points are almost
always neighbouring.

Somewhat surprisingly, except for a single seg-
ment, the annotators did not consider themselves
experts in the field of the documents presented to
them, even though they all should be professionals
in the auditing field.

4.4.1 English-to-Czech Translation
Altogether, the English→Czech translations were
evaluated by 5 annotators. They evaluated 48 seg-
ments randomly chosen from documents trans-
lated by 4 selected systems and the reference
translation. The translation systems were selected
based on their automatic scores in WMT19 and
their results in the past years. TartuNLP-c was
added as a representative of a system with an over-
all lower output quality, although it seemed to per-
form well in some of the observed phenomena.
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BLEU chrF3 nCDER nCharacTER nPER nTER nWER
online-B 14.86±4.01 40.69±2.96 32.04±4.91 22.32±5.07 40.86±4.53 26.12±7.74 24.43±7.53
online-Y 14.69±3.82 40.68±2.92 o 32.12±4.66 o 24.69±4.88 o 40.87±4.48 26.02±7.20 24.33±6.80
online-G 12.22±2.71 39.16±1.94 29.59±3.44 22.13±5.36 38.75±3.86 21.90±5.76 20.32±5.48
online-A 11.80±2.92 38.09±2.52 28.92±4.11 21.11±5.35 37.42±5.20 o 22.17±7.38 o 20.51±7.14
NICT 10.49±2.95 35.99±3.00 27.20±4.37 20.08±5.78 36.49±4.69 19.63±6.55 18.10±6.17
NEU_KingSoft 8.18±2.65 32.89±2.86 24.61±4.94 16.94±5.84 32.62±4.93 19.61±7.08 o 18.36±6.75
lmu-unsup-nmt 7.40±2.49 31.69±2.46 22.96±4.14 13.86±4.88 30.72±4.27 18.00±6.07 16.91±5.90
CUNI-Unsupervised-NER-post 7.03±2.26 o 32.40±2.46 22.76±4.18 o 14.59±4.51 o 31.46±4.42 17.43±6.11 16.13±5.77
Nanjing-6929 6.26±2.11 28.42±2.00 21.11±3.89 9.16±7.70 28.55±4.02 13.92±6.20 13.00±6.10
Nanjing-6935 6.26±2.11 28.42±2.00 21.11±3.89 9.16±7.70 28.55±4.02 13.92±6.20 13.00±6.10
CAiRE 5.85±2.05 26.75±2.21 20.13±3.41 4.52±7.22 o 29.14±4.50 o 14.16±5.07 o 13.03±4.74

Table 7: Automatic scores for German→Czech. “o” marks scores out of sequence. Note that online systems use
parallel data while the others use only monolingual data.

Langs. # Doc Segments # Annotators
en-cs 48 5
en-de 16

1
de-en 16

Table 8: Summary of manual annotations.

Table 9 shows the mean scores and standard de-
viations collected on the translations according to
the five criteria specified in Section 4.1.

As our mini-comparison of annotator agree-
ment suggests mismatches in score assignments,
we provide also a statistic that abstracts from the
absolute values of assigned scores. Because the
assigned scores are associated with a particular
categorical description, we avoid the standard nor-
malization of mean and variance. Instead, we take
all the assessments produced by a single annotator
and sort the systems by the average of scores as-
signed by him or her in a given criterion. Table 10
then shows the mean ordinal number of each of
the systems across all the annotators. Unlike the
scores in Table 9, the best ordinal number is 1 and
it gets worse as it increases.

Even though some subtle differences occur in
ordering of the systems in Tables 9 and 10, the
main observations remain the same. Manual eval-
uation confirms the lower quality of TartuNLP-
c measured by automatic metrics. On the other
hand, online-B scored best and it appears on par
with the human translation, whereas it was sur-
passed by CUNI systems in terms of the auto-
matic metrics as well as in news translation (see
the main Findings of WMT19 paper). Interest-
ingly, apart from TartuNLP-c all the other MT sys-
tems seem to yield fewer spelling and morphology
errors than the human translators, although the dif-
ferences are within the standard deviation bounds.
CUNI-DocTransformer-T2T stands out by being
better even beyond the reported standard devia-

tion of the ordinal interpretation (see 1.40±0.80
in “Spell. & morpho.” in Table 10).

Due to large values of standard deviations, the
small sample size and the fact that the underlying
set of evaluated document segments varied across
the systems, it is difficult to draw reliable con-
clusions from these observations. Some counter-
intuitive results can be thus attributed to pure
randomness. For example, CUNI-Transformer-
T2T-2019 differs from CUNI-DocTransformer-
T2T only in the fact that it operates on triples of
consecutive sentences. This should increase the
adequacy of vocabulary chosen and should have
no effect on spelling and morphology but we have
seen the opposite.

The overall statement we can make is that for
English-to-Czech, the specific domain of audit re-
ports does not differ much from the general obser-
vations made in the main News Translation Task:
the order of the systems generally matches and the
better systems are very close to the human perfor-
mance.

4.4.2 English↔German Translation

Manual evaluation of English→German transla-
tions was provided by a single annotator on 16
randomly selected segments, covering 3 systems
and the human translation. In the opposite trans-
lation direction, also 16 segments were evaluated
by the same annotator, this time covering 2 sys-
tems and the human translation. We chose the
systems which are popular (online-B), expected
to score among the best based on their (automati-
cally assessed) performance on the News Transla-
tion Task (MSRA-MADL) or are provided by the
European Commission as a service for EU institu-
tions (eTranslation).

The mean scores in Tables 11 and 12 show that
none of the systems outperforms human transla-
tion. The ordering of the systems remains the
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Spell. & morpho. Vocab. – adequacy Vocab. – clarity Syntax & word order Coher. & overall underst.
Reference 2.38±0.70 2.44±0.46 2.44±0.46 2.50±0.71 2.50±0.50
online-B o 2.50±0.67 2.40±0.49 2.20±0.75 o 2.60±0.66 2.40±0.66
CUNI-DocTransformer-T2T o 2.75±0.43 2.25±0.83 o 2.33±0.75 2.58±0.49 2.33±0.85
CUNI-Transformer-T2T-2019 2.60±0.49 o 2.50±0.67 2.30±0.78 2.40±0.49 2.30±0.78
TartuNLP-c 1.88±0.78 1.62±0.86 1.75±0.83 1.88±0.93 1.75±0.97

Table 9: Mean scores of English→Czech translation obtained in manual evaluation. The systems are sorted by the
“coherence and overall understanding” criterion. Higher scores are better. “o” marks scores out of sequence.

Spell. & morpho. Vocab. – adequacy Vocab. – clarity Syntax & word order Coher. & overall underst.
online-B 1.80±0.98 1.60±0.80 2.00±1.10 1.40±0.80 1.80±0.75
Reference 2.75±1.09 1.75±0.83 o 1.75±0.83 2.00±1.22 2.00±0.71
CUNI-DocTransformer-T2T o 1.40±0.80 2.60±1.62 2.00±1.55 2.20±0.75 2.20±1.47
CUNI-Transformer-T2T-2019 1.75±0.83 o 2.00±1.00 2.50±1.12 2.75±1.48 2.25±1.09
TartuNLP-c 3.40±1.96 4.00±0.63 3.00±0.89 3.00±1.41 3.20±1.47

Table 10: Mean ordinal numbers of English→Czech systems sorted by manual evaluation scores for each annotator.
Lower numbers are better.

same across most of the evaluation criteria. Unlike
in automatic evaluation, the human annotator con-
siders the output of online-B in English→German
translation of lower quality (except spelling and
morphology) than the outputs of its competitors.
In German→English translation, the ordering of
the systems according to the manual evaluation
agrees with the automatic one.

All in all, comparison of manual and auto-
matic evaluation suggests that the systems achiev-
ing high automatic scores may be judged differ-
ently by human annotators. As the quality of trans-
lation decreases, it is sufficient to evaluate it auto-
matically.

4.4.3 Most Common Mistakes
A part of the evaluation web interface was a free-
form field for the description of the most serious
error(s) encountered. We collected these com-
ments and manually organized them into several
categories. We found out that the most common
mistakes were:
• fluency;
• wrong translation of terms;
• grammatical correctness (such as a wrong gen-

der chosen for pronouns);
• non-translated abbreviations, or abbreviations

which do not make sense in the Czech transla-
tion;
• outputs completely missing a half of the sen-

tence. This was particularly likely after a punc-
tuations such as the closing bracket in the mid-
dle of the sentence.
Table 13 summarizes the overall error counts

by category. (The reference is included in these
counts.) As mentioned above, we did not find
any native German auditor who could annotate our

SAO Test Suite, so the annotation was done by
a single Czech auditor. This could explain the
relatively big differences between language pairs:
with a single annotation, the annotator disagree-
ments are not averaged out. For instance, it is pos-
sible that this marked some of the errors as wrong
grammatical constructions while en→cs annota-
tors could score it in fluency criterion.

We also have to take into account the absolute
number of annotated document segments (48 for
Czech, 16 for English↔German). Considering
the average number of errors per one annotated
document segment, German→English translation
seems the worst, see the last line of Table 13.

5 Translation of Agreements

Aside from the SAO audit documents, we added
one moderately long document from a very spe-
cific domain related to auditing: agreements.

As the source document, we used the English
version of a sublease agreement, which was in fact
a (non-professional) translation from Czech. The
original Czech text was evaluated with all other
WMT19 systems as if it was one of the systems.

Due to the different nature of the text, we de-
cided to evaluate the translation of the sublease
agreement differently from the evaluation of the
main part of SAO Test Suite.

5.1 Manual Evaluation

The evaluation of this small set containing one
source document, one human translation and 11
machine translated documents was done manually.
The evaluation was partially blind. Technically,
the candidate translations were not labelled with
the system name, but the main annotator could
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Spell. & morpho. Vocab. – adequacy Vocab. – clarity Syntax & word order Coher. & overall underst.
Reference 3.00±0.00 3.00±0.00 3.00±0.00 3.00±0.00 3.00±0.00
MSRA-MADL 2.75±0.43 2.25±0.83 2.25±0.83 2.25±0.83 2.25±0.83
eTranslation 2.50±0.50 2.25±0.83 2.25±0.83 2.25±0.83 2.00±1.00
online-B o 2.75±0.43 1.75±1.30 1.75±1.30 2.00±0.71 1.50±1.12

Table 11: Mean scores of English→German translation obtained in manual evaluation. The systems are sorted by
the “coherence and overall understanding” criterion. Higher scores are better.

Spell. & morpho. Vocab. – adequacy Vocab. – clarity Syntax & word order Coher. & overall underst.
Reference 2.60±0.49 2.60±0.49 2.60±0.49 2.60±0.49 2.60±0.49
online-B 2.33±0.47 2.17±0.69 1.83±0.69 2.00±0.58 1.83±0.69
MSRA-MADL o 2.40±0.49 1.60±0.80 1.60±0.80 1.80±0.75 1.60±0.80

Table 12: Mean scores of German→English translation obtained in manual evaluation. The systems are sorted by
the “coherence and overall understanding” criterion. Higher scores are better.

Errors in en-cs en-de de-en
Wrong translation 20 14 28
Fluency 25 1 0
Untranslated 5 3 7
Abbreviations 6 4 4
Grammar 8 2 2
Missing words 4 0 2
Coherence 4 1 0
Added words 4 0 0
Word repetition 2 0 2
Spasm 1 0 0
Total 79 25 45
Avg. per Doc. Segm. 1.6 1.5 2.8

Table 13: Summary of errors found by SAO annotators.

guess some of the systems. Only the systems
online-X, Y and G are truly blind, we do not know
their identity even from past evaluations.

We are confident that even the knowledge of
the MT system did not affect our evaluation be-
cause we fully focused on the hard criteria such
as named entity preservation or term consistence
throughout the document. The only soft criterion
included was the “fluency” one. We have also in-
cluded the reference document in the evaluation.

5.2 Establishing Evaluation Criteria

By inspecting several of the MT outputs, we first
defined the assessment criteria. They generally
fall into two categories: (1) target-only, and (2)
source-based. Whereas in the former category, we
consider only quality of the target texts on their
own, regardless the source, in the latter we validate
if the selected bits of information were preserved
or corrupted during the translation process.

In the target-only category, we focused on the
following:

• fluency;
• grammatical correctness (this is very strict and

well defined in Czech; most errors were in
morphological agreement and sometimes verb
tense);
• casing errors (esp. in named entities);
• incomprehensibility of the segment;
• “spasm”, i.e. the situation when the MT system

gets stuck in repeating some tokens;
• superfluous words;
• missing words or a whole sentence.

As for the source-based category, we have fo-
cused on the errors, which were formed either by
wrong translation of a very domain-specific term
or an inconsistence of used terms throughout the
whole document.
• Named Entities—here we checked mainly the

preservation of the information:
– Person (e.g. name and surname);
– Address (e.g. street name and number);
– Date (esp. whether the format has been kept

consistent);
– Numbers (if the transcription of numerals

was correct);
– Flat composition (the Czech-specific way is

to count rooms and kitchens/kitchinette and
indicate it as a compact string, here “1+1”);

– Wrong abbreviation;
– Expanded abbreviation (e.g. in Czech, the

“ZIP CODE” should be translated as “PSČ”,
which stands for “poštovní směrovací číslo”,
but this abbreviation is never spelled out in
written text).

• Document-specific terms:
– Tenant;
– Lessee;
– Supplement (of the agreement);
– Sublease agreement;
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Figure 1: Samples from our annotation with one of the best scoring systems (CUNI-Transformer-T2T-2018) on the
left and one of the worst ones (online-X) on the right. Crosses indicate errors in term translation, strange wordings
are underlined, casing errors and other errors have their simple marks.

– Contracting parties;
– Apartment in question;
– Equipment (e.g. the kitchen);
– Amenities (e.g. a cellar or a segment of the

garden);
– Housing cooperative;
– Team of owners;
– Term of the lease;
– The specification of the supplement (“no. 1”).

In the category of “Document-specific terms”,
we focused on evaluation whether:

• the term is translated correctly, incorrectly (incl.
not translated at all), or missing altogether;
• the target term is preserved in the document.

It should be noted that the MT system was of-
ten free to choose from several translation op-
tions of a term. At the same time, a very impor-
tant criterion was whether the translation of each
of the terms was consistent throughout the docu-
ment and also whether it did not clash with other
choices. For example, each of the terms “ten-
ant” and “lessee” could be—depending on the par-
ticular situation—correctly translated as “prona-
jímatelka”, ”nájemkyně” or “podnájemkyně” (all
are feminine variants of the words, because in-
cidentally, it was women who were entering this
sample agreement). If the two different parties
however happened to have been referred to in any
way that could lead to confusion, we marked this
as a (serious) error.

In some cases, we had a strict expectation.
For instance the term “sublease” could be trans-
lated into Czech in principle either as “pronájem”
(which corresponds to the relationship between a
landlord and a tenant) or as “podnájem” (which
corresponds to the relationship between a tenant
and a lessee). Based on the text of the agree-
ment, it was however clear that the correct term is
“podnájem” (the tenant is not the actual owner of
the property), so we demanded the this particular
choice.

5.3 Execution of Evaluation
Because of the relatively small amount of data, the
evaluation was done on paper, see Figure 1.

The annotations of “source-based” error types
were done with respect to the source text using a
fixed set of “markables”, i.e. the set of occurrences
of words and expressions to annotate for correct-
ness. The set of markables was identical for all
the candidate translations. Each markable in each
translation candidate received a label indicating if
it was translated correctly, with an error, or if was
fully missing.

The “target-only” error types were marked in-
dependently for each system, with no number of
markable positions given apriori.

The question was how to deal with inconsis-
tency in used terms. At the beginning it was not
clear whether we should assume that the first oc-
currence of term “defines” it for the rest of the
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Target-Only Source-Based Total
System Errs (Miss) Errs (Miss) Errs (Miss)
Reference 3 1 6 2 9 3
C-Trafo-T2T-2018 6 0 15 0 21 0
C-DocTrafo-T2T-2019 9 0 21 0 30 0
online-Y 10 0 20 0 30 0
C-Trafo-T2T-2019 5 2 26 2 31 4
online-B 15 1 27 0 42 1
uedin 9 2 34 12 43 14
online-A 19 0 30 0 49 0
C-DocTrafo-Marian 13 2 38 0 51 2
TartuNLP-c 14 1 37 1 51 2
online-G 34 0 28 0 62 0
online-X 48 7 77 0 125 7

Table 14: Total number of errors “Errs”, and of those the cases when the output was completely missing “(Miss)”,
by English-Czech WMT19 news translation systems applied to the sublease agreement.

document or whether we should take the most fre-
quent one as the “intended one” by the MT sys-
tem and treat other translations as errors. After the
first round of corrections, we chose the first option.
Some terms, e.g. “tenant”, “lessee” or “agree-
ment” had always only one correct translation, but
some, e.g. “sublease” could have had multiple
possible translations. In these latter cases, we al-
ways marked the first occurrence as correct.

5.4 Results of Manual Evaluation

The summary of manual evaluation is presented in
Table 14. Errors in the source-based categories are
more frequent than in target-only. This is mainly
due to the incorrect translation of the term “lessee”
(see Section 5.4.2 below).

One thing worth mentioning is the 9 errors and
3 omissions in the reference translation. This can
be partly attributed to Czech being in fact the orig-
inal and English (i.e. the source for MT systems)
its translation. What is a good Czech→English
manual translation is not always literal enough
when observed from the English side. Three er-
rors were for instance incurred from one single
case where the Czech text referred to the agree-
ment itself one time less than the English text,
but this “missing reference” (fully acceptable in
the Czech→English direction) counted as several
missing expressions. As for the true errors, there
was one incorrect translation of term “lessee” and
one mistake in the number of the Supplement.

The number of errors considerably varies
across the systems. The best system (CUNI-

Transformer-T2T-2018) in our evaluation is also
the winner on news in the evaluation last year.
As Bojar et al. (2018) report, this system signif-
icantly outperformed humans at the level of indi-
vidual sentences in that evaluation. In our setting,
the number of errors by CUNI-Transformer-T2T-
2018 is twice the number of errors in the refer-
ence, but aside from term choice discussed in Sec-
tion 5.4.2, one could say that the translation is very
good.

In the target-only category, we did not have any
pre-defined items that could be correct or incor-
rect. Therefore the number of errors varies greatly
across the systems. From the lowest number of
errors in the CUNI-Transformer-T2T-2019 (5 er-
rors) and in CUNI-Transformer-T2T-2018 (6 er-
rors) to the very high numbers in online-X and
online-G (48 and 34 errors, respectively).

As for the “(Miss)” counts, there were two types
of situations: (1) only a single word was missing
in the output and (2) the whole sentence or a half
of a paragraph was not there. The second case of-
ten lead to a large increase in the “(Miss)” count
because several markables from the source were
supposed to appear in the lost part. The systems
uedin and online-X were most affected by this.

Another interesting fact worth mentioning is
that even though the system online-Y had a rela-
tively low number of mistakes, those errors made
the readability and the comprehensibility of the
message substantially more difficult than e.g. the
translation by online-B with a higher error count.

The point here is that the number of errors
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Reference
C-Trafo-T2T-2018
C-DocTrafo-T2T-2019
online-Y
C-Trafo-T2T-2019
online-B
uedin
online-A
C-DocTrafo-Marian
TartuNLP-c
online-G
online-X

Table 15: Composition of source-based errors of individual MT systems. An empty box ( ) indicates no error.
Black-filled portion corresponds to erroneous output and gray-filled output corresponds to missing output.

is important but their type can be critical, too.
We already mentioned the missing sentences or
“spasm”, which accounted for the 14 missing term
translations in the output of uedin. Another in-
teresting case is a “misunderstanding” of the MT
system. For instance, uedin system misunderstood
“I.” (the Roman numeral) for the pronoun “I” or
mistranslated the “ZIP CODE” as “občanka” (per-
sonal ID card). It is exactly these types of errors,
which are the most serious from the reader’s point
of view.

5.4.1 Detailed Error Counts
Table 15 provides further details on error types ob-
served in the outputs of individual MT systems.
The table is again sorted by the total number of er-
rors as in Table 14. We see that the best system
(CUNI-Transformer-T2T-2018) fully failed in the
translation of the terms “lessee”, “amenities” and
“term of the lease”. This system was also the only
one which dealt well with abbreviations.

In contrast to all other systems, CUNI-
DocTransformer-Marian struggled to translate
several named entities correctly. This system used
the same training data as CUNI-Transformer-T2T-
2019 and both of these systems translate several

consecutive sentences at once in order to improve
cross-sentence consistency but they somewhat dif-
fer in the details of the handling of multi-sentence
input, and they also differ in the underlying MT
system: Tensor2Tensor vs. Marian, see Popel
et al. (2019) for more details. It is hard to explain
why these sentences could adversely affect named
entities, so the authors of the system should care-
fully look at this issue.

5.4.2 Referring to Contracting Parties
Our analysis so far does not sufficiently high-
light the most severe flaw of all the MT systems.
The problem concerns a clear way of referring to
the contracting parties, i.e. the translation of the
terms “tenant” and “lessee”. All the systems trans-
lated almost all occurrences of these terms using
one word only, “nájemce”, which causes a lot of
confusion to any reader (including native Czech
speakers). The problem which occurred here arose
from the fact that there are actually three com-
mon roles and two types of agreements in apart-
ment renting. Commonly, the contracting parties
are:
• landlord—tenant = pronajímatel—nájemce in

the case when the landlord is the owner of the
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Correct Clash Non. Oth.
Reference 16 1 - -
online-B 9 8 - -
C-DocTrafo-T2T-2019 8 7 2 -
online-Y 8 7 - 2
C-Trafo-T2T-2018 8 7 1 1
C-DocTrafo-Marian 8 6 1 2
TartuNLP-c 8 6 2 1
online-A 7 8 - 2
online-X 7 8 - 2
C-Trafo-T2T-2019 7 7 - 3
uedin 7 5 1 4
online-G 6 7 1 3

Table 16: How the systems were referring to the con-
tracting parties. “Correct” indicates an appropriate and
consistent translation. “Clash” indicates that the trans-
lation wrongly refers to the other party. “Non.” are
cases when the original English word appeared in MT
output and “Oth.” are other translations; these are also
confusing because the identity with the correct party is
not maintained.

property;
• tenant—lessee = nájemce—podnájemce for the

sublease agreement, i.e. when the owner is not
directly involved in the agreement.

The common translation in training corpora or dic-
tionaries of the term “lessee” is apparently “ná-
jemce” which is possible, but only if the term “ten-
ant” is not used in the document as well. Should
this happen, “lessee” needs to be translated as
“podnájemce” to avoid confusion.

Table 16 details the performance of the systems
in this respect. Each line sums up to 17 mentions
of either of the two contracting parties. We see
that the reference translation made only one error
by using the wrong term while all the other sys-
tems cause a term clash (using the same term for
both parties) in half of the cases. This, in fact, cor-
responds to all the mentions of the second party
and all these translations by all the systems are
thus completely wrong.

6 Test Suite Availability

SAO Test Suite is available under CC-BY-SA at:

https://github.com/ELITR/
wmt19-elitr-testsuite

7 Conclusion

We presented a test suite of Czech, English, Ger-
man, Polish and Slovak documents from the au-

diting domain and used its English-Czech-German
tri-parallel part in the WMT19 Translation Shared
Task. We also added one more document type,
namely a sublease agreement.

Despite the fact that the participating MT sys-
tems were trained for a rather general domain of
news articles, many of them perform very well
on general terms. Our detailed manual evaluation
used criteria similar to those used in the scoring of
GCSE essays of the Czech language.

An important observation in our study was that
a thorough domain knowledge is necessary to as-
sess the correctness of the translation, esp. in
terms of lexical choices, and that the reference
translations are insufficient for the task. Our im-
pression is that automatic MT evaluation is ef-
fectively useless for assessing terminological sub-
tleties, esp. with one reference translation only.
We find this observation particularly important for
future research directions, because none of the MT
systems are trained in a way which could directly
address such subtle issues. Terminology lists may
be a good help for both MT and MT evaluation
but we anticipate that the only practically possi-
ble ultimate solution for translation would be an
interactive system supporting a domain expert in
manual correction of terminological choices.

As for the translations of the Sublease Agree-
ment, even though the dispersion in the number
of errors is huge—varying from 21 errors (CUNI-
Transformer-T2T-2018) to 125 errors online-X—
the number of errors alone is not as indicative
of the practical usability of the translation. The
main problem was that all the systems made the
same (and from the readers’ perspective, the most
severe) translation error by translating the terms
“tenant” and “lessee” using the same Czech word
“nájemce”, which made the whole text incompre-
hensible. Other observed mistakes needed rather
cosmetic adjustments, except for the occasions
where the system forgot a whole sentence or the
rest of a paragraph.

We released the texts of the test suite for future
use and we are also happy to share our annota-
tion protocols, but as of now, we cannot provide
any novel automatic evaluation of MT on this test
suite.
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