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Abstract

This paper describes the solution that we pro-
pose on MADAR 2019 Arabic Fine-Grained
Dialect Identification task. The proposed solu-
tion utilized a set of classifiers that we trained
on character and word features. These clas-
sifiers are: Support Vector Machines (SVM),
Bernoulli Naive Bayes (BNB), Multinomial
Naive Bayes (MNB), Logistic Regression
(LR), Stochastic Gradient Descent (SGD),
Passive Aggressive(PA) and Perceptron (PC).
The system achieved competitive results, with
a performance of 62.87% and 62.12% for both
development and test sets.

1 Introduction

Dialect identification (Zaidan and Callison-Burch,
2014) is a sub field of language identification
which can be coarse-grained or fine-grained.
Coarse-grained dialect identification or simply di-
alect identification (Meftouh et al., 2015) refers to
the process of dividing a language into the main
dialects that belong to that language. On the other
hand, fine-grained dialect identification (Salameh
et al., 2018) considers the differences between the
sub dialects inside a dialect of some language.

In this paper, we describe a fine grained di-
alect identification systems that participated in
MADAR 2019 Arabic Fine-Grained Dialect Iden-
tification task (Bouamor et al., 2019) In this task,
our system was trained on a data-set of short sen-
tences in the travel domain. A sentence in this data
set belongs to one or more Arabic fine-grained
dialects. These dialects are -Aleppo (ALE), Al-
giers (ALG), Alexandria (ALX), Amman (AMM),
Aswan (ASW), Baghdad (BAG), Basra (BAS),
Beirut (BEI), Benghazi (BEN), Cairo (CAI), Dam-
ascus (DAM), Doha (DOH), Fes (FES), Jeddah
(JED), Jerusalem (JER), Khartoum (KHA), Mo-
sul (MOS), Muscat (MUS), Rabat (RAB), Riyadh
(RIY), Salt (SAL), Sana’a (SAN), Sfax (SFX),
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Tripoli (TRI), Tunis (TUN) and Modern Standards
Arabic (MSA) (Bouamor et al., 2018). The task of
our system is to identify the dialect of a given sen-
tence that belong to these 26 dialects.

The multi-way classification system that we
propose uses word n-grams and char n-grams as
features, and MNB, BNB and SVM as classifiers.

The rest of the paper is organized as follows.
In Section 2, we describe the data-set. In Sec-
tion 3.1, we address the task as a multiway text-
classification task; where we describe the pro-
posed system in 3. We report our experiments and
results in 4 and conclude with suggestions for fu-
ture research and conclusion in 5 and 6.

2 Dataset

In this work, we used the MADAR Travel Domain
dataset built by translating the Basic Traveling Ex-
pression Corpus (BTEC) (Takezawa et al., 2007).
The whole sentences have been translated manu-
ally from English and French to the different Ara-
bic dialects by speakers of 25 dialects (Salameh
et al., 2018; Bouamor et al., 2019). The training
data is composed of 1600 sentences for each of
the 25 dialects in addition to MSA. The size of the
development and test sets is 200 sentences per di-
alect. The sentences are short, ranging from 4 to
15 words each. Each sentence is annotated with
the speaker dialect. In table 1, we provide some
statistics on the used corpora.

Arabic dialects can be considered as variants of
Modern Standard Arabic. However, the absence
of a standard orthography (Habash et al., 2018)
(Habash et al., 2012) for dialects generates many
different shapes of the same word. Despite this,
there are still similarities between these dialects
which make their identification difficult under tex-
tual format. In figure 3, we present respectively
the number of words and sentences, shared be-
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Train Dev Test Total
# sentences 41,600 5,200 5,200 52,000
# distinct sentences 38,506 4,873 4,870 48,249
# words 294,718 37,383 36,810 368,911
# distinct Words 27,501 6,136 6,062 39,699

Table 1: Madar Task 1 Dataset statistics

tween n dialects where n varies from 2 to 26.

3 System

The presentation of our proposed approach is
shown in figure 2.

3.1 Feature extraction

We applied a light preprocessing step where a
simple blank tokenization and punctuation filter-
ing have been achieved. It is worthy to say,
that we deployed in our preliminary experiments
Low level NLP processing such as POS-tagging
(Freihat et al., 2018b) features and lemmatiza-
tion (Freihat et al., 2018a) but without a signif-
icant enhancement of the achieved results. Be-
sides the word and character n-grams features used
in previous work such as (Salameh et al., 2018;
Lichouri et al., 2018), we added the character-
word_boundary (char_wb). In the following, we
present a description of the three adopted features.

e Word n-grams: We extract word n-grams,
with n ranging from 1 to 3.

e Char n-grams: The character first to third
grams are used as features.

e Char_wb n-grams: This feature creates
character n-grams only from text inside word
boundaries; n-grams at the edges of words are
padded with space.

The count matrix obtained using these features
are transformed to a tfidf representation.

3.2 Classification Models

Our model is based on a set of classifiers us-
ing the scikit-learn library (Pedregosa et al.,
2011), namely: Support Vector Machines (SVM),
Bernoulli Naive Bayes (BNB), Multinomial Naive
Bayes (MNB), Logistic Regression (LR), Stochas-
tic Gradient Descent (SGD), Passive Aggressive
(PA) and Perceptron (PC). In the following, we
present the selected parameters for each classifier.
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SVM.r: C:1.0, kernel:"rbf”, degree:3,
decision-function-shape:”’One-vs-Rest”.

SVM.: C:10, kernel:’linear”, degree:3,
decision-function-shape:”’One-vs-Rest”.

BNB: alpha:1.0, fit-prior: True.
MNB: alpha:1.0, fit-prior:True.

LR: penalty:”12”, C:1.0, solver:”sag”, max-
iter:100.

e SGD: loss:”hinge”, penalty:”12”, al-
pha:0.0001, 1l-ratio:0.15, max-iter:1000,
shuffle:True, epsilon:0.1, learning-

rate:”optimal”.

PA: C:1.0, max-iter:1000, shuffle:True,
loss:”epsilon-insensitive”, epsilon:0.1.

PC: alpha:0.0001, shuf-

fle:True, eta0:1.0.

max-iter: 1000,

4 Results

Using the aforementioned classifiers, the best
achieved performance (F1-Macro) for coarse-
grained and fine-grained dialect identification was
90.55% (table 4) and 62.87% (table 3) respec-
tively. The best results are obtained using the
three classifiers: SVM_, BNB and MNB with
F1-Macro of 61.94%, 62.72% and 62.87% re-
spectively (table 3). Based on these findings, we
adopted the three models for test phase. The re-
sults are presented in table 2.

Model Precision Recall F1 Accuracy
MNB 63.13 62.17 62.12 62.17
BNB 62.85 62.13  62.07 62.13
SVM1 60.41 60.48  60.26 60.48

Table 2: Three first best results achieved by MNB,
BNB and SVM_I (Test Phase). The F1, Precision and
Recall Metrics are in Macro Mode.
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Figure 1: Number of tokens (above) and sentences (below) shared between the different dialects.
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Figure 2: Dialect identification system
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SVMr SVMI1l BNB MNB LR PA SGD PC
word n-grams n=2 - n=1 n=1 n=1 n=2 n=2 n=2
char_wb n-grams - n=3 - - - -
Precision-Macro  60.09 62.29  64.09 6428 59.67 60.55 58.40 56.97
Recall-Macro 59.19 62.19 6273 62.87 59.33 60.10 57.88 55.90
F1-Macro 59.17 61.94 62.72 62.87 59.08 60.06 57.30 55.89
Accuracy 59.19 62.19 62.73 62.87 59.33 60.10 57.88 55.90

Table 3: Best results on the development dataset (Corpus-26) using the word n-grams and char_wb n-grams.

SVMr SVMr BNB MNB LR PA SGD PC
n=1 n=1 n=1 n=1
word n-grams n=3 n=3 0D D 0D n=3 N2 n=3
Precision-Macro 88.78 89.81 90.47 90.63 88.41 89.48 87.68 87.37
Recall-Macro 88.53 89.65 90.2 90.53 88.28 89.33 875 87.22
F1-Macro 88.59 89.68 90.26 90.55 8832 8936 87.53 §87.24

Accuracy 88.53 89.65 90.2 90.53 8828 8933 875 87.22

Table 4: Best results on the development dataset (Corpus-6) using the word n-grams.

5 Discussion

We experimented different classifiers and a set of

features to solve fine-grained dialect identifica- Dialect Precision  Recall F1
tion, i.e. a 26-way classification problem. The Test Dev Test Dev Test Dev
results show that fine grained dialect identification ALE 5 62 62 57 58 60
is more difficult given the similarity between di- ALG o768 176
e Y ALX 72 70 76 78 74 74
alects on one side, and on the other side, the non- AMM 49 43 54 54 51 48
standardization of writing dialectal texts that gen- ASW 53 47 66 60 58 53
erates unpredictable texts. In addition, we noted BAG 65 74 61 58 63 65
the presence of MSA texts in several dialectal BAS 7068 62 64 66 66
hich di h Its. B . h BEI 75 77 56 56 64 65
tweets which distorts the results. By using the test BEN 2 65 63 70 65 68
data-set, we calculated the accuracy achieved by CAI 64 65 41 41 50 50
our best model and presented in table 2. In addi- DAM 56 65 54 49 55 56
tion, we dress in table 5 our best results compared DOH 64 57 6L 61 63 59
to the baseline FES 65 63 62 69 64 66
’ JED 53 63 56 61 55 62
Precision Recall F1 Accuracy JER 50 45 60 58 55 51
Baseline  69.00 68.00 69.00 67.90 KHA 5549 72 68 62 57
ST Team 63.13 6217 6212 62.17 MoOS 8 82 78 78 78 80
MSA 62 60 71 82 66 69
Table 5: Speech Translation team results compared to MUS 60 60 44 41 S1 49
the baseline system -evaluated on test dataset- RAB 68 74 59 56 6 o4
RIY 54 52 57 61 56 56
SAL 51 55 50 47 51 51
In table 6, we note that the best results us- SAN 66 82 6 6 66 75
ing both dev and test datasets were obtained for SFX 63 68 72 77 61 72
the MOS dialect with an accuracy of 80% and TRI 47370 73 723
78%. Whereas the (ALG and TRI) dialects have TUN 7 79 61 6 6 70

macro avg 63 64 62 63 62 63

achieved, for both datasets, an F1-score of more
than 70%. For Tunisian dialects (SFX, TUN),  Table 6: Best Results for the Test and Dev datasets, in
more than 69%. For Morrocan ones (FES, RAB), terms of Precision, Recall and F1.

the best result was around 64%. The last results for

both (AMM and MUS) showed an accuracy below

49%.
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In figure 3, we show the average accuracy of
the 5-regions and MSA, as described in (Salameh
et al., 2018), for both development and test set.
We notice that the best results were achieved for
Yemen region with an accuracy of 75%, and an av-
erage accuracy of over 67% for the Maghreb Re-
gion.
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Figure 3: Average accuracy per region

6 Conclusion

In this paper, we proposed an Arabic fine-grained
dialect identification system. Our best run on the
test data yielded an F1-Macro score of 62% using
Naive Bayes classifier and word n-gram features.
Despite the simplicity of these features, the re-
sults were promising. In order to improve perfor-
mance, we intend to investigate alternative meth-
ods as deep learning architectures and rule-based
techniques in future work.
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