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Abstract

Assessing the credibility of online content has
garnered a lot of attention lately. We focus on
one such type of online content, namely we-
blogs or blogs for short. Some recent work
attempted the task of automatically assessing
the credibility of blogs, typically via machine
learning. However, in the case of Arabic blogs,
there are hardly any datasets available that can
be used to train robust machine learning mod-
els for this difficult task. To overcome the
lack of sufficient training data, we propose
deep co-learning, a semi-supervised end-to-
end deep learning approach to assess the cred-
ibility of Arabic blogs. In deep co-learning,
multiple weak deep neural network classifiers
are trained using a small labeled dataset, and
each using a different view of the data. Each
one of these classifiers is then used to classify
unlabeled data, and its prediction is used to
train the other classifiers in a semi-supervised
fashion. We evaluate our deep co-learning ap-
proach on an Arabic blogs dataset, and we re-
port significant improvements in performance
compared to many baselines including fully-
supervised deep learning models as well as en-
semble models.

1 Introduction

Weblogs, also known as blogs, are gaining popu-
larity, as alternative sources of news and informa-
tion. The size of the blogosphere is exponentially
increasing. For instance, as of October 2018, the
popular blogging website Tumblr estimates the to-
tal number of blogs on the website to be above 450
million blogs with over 167 billion blog posts1.
With the surge in misinformation, disinformation
and fake news on the Web, and their adverse ef-
fects on spreading rumors, tampering with elec-
tion results and promoting propaganda, an impor-
tant research question is how to assess the credibil-

1https://www.tumblr.com/about

ity of blog posts. This is particularly crucial in the
case of the Arabic speaking world given its recent
and constant turmoil.

There has been thus an increased interest in the
machine learning and data mining communities
to tackle the problem of fake news (Rubin et al.,
2016; Wang, 2017; Ruchansky et al., 2017; Zhang
et al., 2018; Wang et al., 2018) and the credibil-
ity of content in social media in general (Castillo
et al., 2011; Gupta and Kumaraguru, 2012; Gupta
et al., 2014; El Ballouli et al., 2017; Ma et al.,
2016). Some works also focused on the credibility
of blog posts (Kolari et al., 2006a,b; Salvetti and
Nicolov, 2006; Lin et al., 2007). Most such ap-
proaches relied on careful feature-engineering. In
this paper, we propose to utilize end-to-end deep
learning to assess the credibility of Arabic blog
posts. Deep Learning is a type of machine learning
that uses deep neural networks to automatically
learn features without spending an undue effort to
engineer these features as is custom in traditional
machine learning. It has been shown to perform
significantly better than any other approaches for
various NLP tasks. However, deep learning mod-
els require a large amount of training data. As-
sessing the credibility of blog posts is a difficult
task and one that has not yet received enough at-
tention from the research community. This has led
to only scarce datasets of blogs that are labeled for
credibility. This is again particularly true in the
case of Arabic blogs, with hardly any such datasets
available, with the exception of (Al Zaatari et al.,
2016), which only consists of few hundreds of an-
notated blog posts.

To overcome the lack of sufficient training data,
we propose a semi-supervised deep learning ap-
proach, which we refer to as deep co-learning.
Deep co-learning is based on co-training, an ap-
proach first introduced by Blum and Mitchell
(Blum and Mitchell, 1998) that utilizes multiple
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classifiers that learn from each other using differ-
ent views (i.e., features) of the data. In particu-
lar, the classifiers are all initially trained in a com-
pletely supervised manner using a small training
dataset. Each trained classifier is then used to la-
bel some unlabeled data, and this automatically la-
beled data by each classifier is then used to re-train
the other classifiers in a semi-supervised fashion.

In our approach, we use a small fully-labeled
dataset to train two deep learning models for as-
sessing the credibility of Arabic blog posts. The
two classifiers are based on a convolutional neural
network (CNN) architecture. The first model uses
continuous bag of words (CBOW) word embed-
dings as features, while the second uses character-
level embeddings. We then iteratively retrain our
classifiers by applying each classifier on an unla-
beled dataset of Arabic blog posts and use the out-
put of each classifier to re-train the other classi-
fier. We evaluate our approach on an Arabic blogs
dataset (Al Zaatari et al., 2016) and compare it to
various baselines.

Our contributions can be summarized as fol-
lows:

• We build an end-to-end deep learning model
to assess the credibility of Arabic blog posts

• We utilize semi-supervised learning to train
our model even in the lack of sufficient train-
ing data

• We evaluate our approach on an Arabic blogs
dataset (Al Zaatari et al., 2016) and demon-
strate its effectiveness compared to many
baselines

The paper is organized as follows. We start by
reviewing related work, then describe our deep co-
learning approach for assessing the credibility of
blog posts. We then present our experimental re-
sults where we evaluate our approach on a pub-
licly available Arabic blogs dataset. Finally, we
conclude and present future directions.

2 Related Work

Assessing information credibility on the Web is
becoming a very hot area of research. Related
work that addresses this general problem can be
classified into a number of overlapping classes.
One such class of works focuses on assessing cred-
ibility in social media such as tweets. Another
family of works addresses the specific issue of

fake news detection. Finally, there are some scarce
works on the issue of blog credibility, in which our
work also falls.

2.1 Credibility in Social Media
To date, several studies have developed ap-
proaches to assess the credibility in Social Media.
Castillo et al. (Castillo et al., 2011) implemented
automatic methods to predict the level of credibil-
ity of a given set of tweets, which was based on
various types of features including message-based
features, user-based features, topic-based features,
and propagation-based features. Gupta and Ku-
maraguru (Gupta and Kumaraguru, 2012) devel-
oped a ranking algorithm to rank tweets, which
occurred during high impact events, according to
a credibility score. They first identified different
features that were used to train a supervised learn-
ing model. Their approach is based on a rankSVM
model and a relevance feedback method. In a
follow-up study, Gupta et al. (Gupta et al., 2014)
updated their method to run in a real-time sys-
tem so that the machine learning model can be
retrained from the feedback provided by the user.
El Ballouli et al. (El Ballouli et al., 2017) pro-
posed a decision-tree classification model to pre-
dict the credibility of Arabic tweets. They ex-
tracted different features from tweets and users.
Other researches focused on detecting rumors in
social media. Ma et al. (Ma et al., 2016) in-
vestigated a deep learning approach to detect ru-
mors in microblog platforms such as Twitter and
Weibo. They designed a neural network consist-
ing of 2 Gated Recurrent Unit layers that outper-
formed different baselines.

2.2 Fake News Detection
One of the most important events in 2016 was
the U.S presidential election. During this elec-
tion, fake news began to emerge on social media
to sway the votes of electors. Rubin et al. (Ru-
bin et al., 2016) proposed an SVM approach to
detect fake news. They used TF-IDF and other
features such as absurdity, humor, grammar, neg-
ative affect and punctuation. Wang (Wang, 2017)
created a benchmark dataset for fake news detec-
tion. The dataset consists of 12.8K labeled short
political news statements with their meta data. He
tested different deep learning models and his best
model was a hybrid convolutional and recurrent
neural network composed of a convolutional neu-
ral network (CNN) trained on the text and another
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consisting of a convolutional and a bidirectional
long short term memory neural network (CNN-
Bi-LSTM) that takes as input the meta data. The
outputs of the two models were concatenated and
passed to a fully connected layer. Ruchansky et
al. (Ruchansky et al., 2017) proposed a hybrid
deep learning model to detect fake news. Their
model consisted of a recurrent neural network that
captures the temporal aspects of articles and a
feed-forward fully-connected one that takes as in-
put user features. The output of both neural net-
works were concatenated and used for classifica-
tion. Zhang et al. (Zhang et al., 2018) proposed a
new deep learning architecture for fake news de-
tection called deep diffusive network. This neural
network is based on a gated diffusive unit, which
takes as input multiple different sources simulta-
neously such as news articles, creators and sub-
jects, and then is able to learn to fuse them and
output a vector representation that is then used for
classification. Finally, Wang et al. (Wang et al.,
2018) investigated a deep learning method to de-
tect fake news from newly emerged events.

2.3 Credibility of Weblogs

There is a relatively small body of literature that
investigated the assessment of weblogs credibil-
ity. Kolari et al. (Kolari et al., 2006a) proposed
a machine learning approach to detect spam blogs.
They employed a linear support vector machines
(SVM) approach that takes as input different fea-
tures such as TF-Normalized features as well as
binary features. Similarly, Salvetti and Nicolov
(Salvetti and Nicolov, 2006) implemented a ma-
chine learning model to identify spam blogs. They
segmented a blog URL into tokens, which were
then passed to a Naive Bayes for classification.
Lin et al. (Lin et al., 2007) extracted time-based
and content-based features that were passed to an
SVM classifier. Finally, Al Zaatari et al. (Al Za-
atari et al., 2016) constructed a dataset of Arabic
blogposts that were labeled for credibility using
crowdsourcing. They also manually extracted a
handful of features such as bias, sentiment, rea-
sonability and objectivity, and they used these fea-
tures to train various machine learning models
such as Naive Bayes and Decision Tables. How-
ever none of these approaches employed end-to-
end deep learning as we do in this paper.

3 Deep Co-learning Approach

An overview of our deep co-learning approach is
depicted in Figure 1. We use a small fully-labeled
dataset to train two deep learning models for as-
sessing the credibility of blog posts. The two clas-
sifiers are based on a convolutional neural network
(CNN) architecture. The first model uses contin-
uous bag of words (CBOW) word embeddings as
features, while the second one uses character-level
embeddings. We then iteratively retrain our clas-
sifiers by applying each classifier on an unlabeled
dataset of blog posts and use the output of each
classifier to re-train the other classifier.

In our deep co-learning algorithm (Algorithm
1), we make use of three different datasets. The
first dataset Dl, which is a small but fully-
annotated dataset. This dataset is used to initially
train our two CNN models M1 and M2 described
above. Next, for each one of the two models M1

and M2, we pick m random instances from our
unlabaled dataset Dul. We then apply each of the
models M1 and M2 on the corresponding m in-
stances we picked for each model.

Next, we iteratively train each of the two co-
learning models M1 and M2 as follows. We pick
k instances out of the m instances on which one
of the two models was applied and use them to
train the other model. Our goal is to pick the k
instances that have the highest accuracy. Once
we have computed the score for each instance on
which one of the co-learning models were applied,
we pick the top-k highest scored instances that
were tagged by one model and use it to train the
other model and vice versa. Then we use an en-
semble averaging of the two models and apply it
on our third dataset Dvl, which is also a fully-
annotated dataset that is used for validation. The
validation score of the ensemble average of the
two models M1 and M2 is stored in the variable
f1 score in each iteration of the deep co-learning
algorithm. We check if f1 score is higher than
the current best f1 score and if it is higher, we
update the models and augment their datasets with
the top-k instances. Then, we set best f1 score
to f1 score. Note that the best f1 score is ini-
tially set to the validation score of an ensemble
averaging of the initial models M1 and M2 that
were trained using the fully-labeled dataset Dl.
We keep repeating this whole process of retrain,
apply and pick highest-scored instances for t iter-
ations, which is a hyperparameter in our approach.
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Figure 1: Overview of the Deep Co-Learning Approach

Our approach ends up returning two deep neural
network models M1 and M2. To be able to use
these two models on unseen data, we apply both
models and then use ensemble averaging to finally
predict the labels of the instances.

In our proposed deep co-learning approach, we
utilize two convolutional neural network models.
Both of them have the same architecture, except
that the first layer of each network utilizes differ-
ent embeddings. The first model uses pre-trained
word-level embeddings that are not retrained in
each iteration. However, the second model uses
character-level embeddings that are retrained in
each iteration. Each model consists of a two 1D
convolution layers followed by a max pool layer,
and then a 1D convolution layer followed by a
global max pool layer. Each convolution layer is
composed of 64, 128, and 256 filters, respectively,
and a kernel size of 3 and a stride of 1. The max
pool layer uses a pool size of 2 and a stride of 2.
The output of the global max pool layer is passed
to a fully connected layer of 150 neurons. The
last layer is a softmax layer of dimension 3. In
this architecture, all the hidden layers use RELU
as an activation function. In addition, we regular-
ize the neural networks using dropout, and we use
a batch normalization layer between all the hid-
den layers. Figure 2 shows the architecture of the
convolutional neural networks used by our deep
co-learning approach.

4 Evaluation

To evaluate our deep co-learning approach, we use
a dataset of Arabic blog posts constructed by Al
Zaatari et al. (Al Zaatari et al., 2016). It con-
sists of 268 Arabic blog posts. The collected blog
posts were based on trendy topics at the time of

construction, such as Lebanese parliament elec-
tions, FIFA world cup, Lebanese residential elec-
tions, the Gaza war, the Syrian war, and conflicts
in Egypt. To annotate the blogs for credibility, the
authors relied on crowdsourcing and the annota-
tors had to label each blog post as credible, fairly
credible, or not credible. Note that to the best of
our knowledge, this is the only dataset that is pub-
licly available and contains credibility assessment
for Arabic blog posts.

We divided the dataset described above as fol-
lows: 60% training, 20% validation, and 20% test-
ing. The data was split in a stratified fashion re-
serving the percentage of samples for each class.
Our two deep learning models were bootstrapped
using the fully-annotated training dataset, which
was used to initially train the co-learning mod-
els in the first iteration of the deep co-learning
algorithm. We then used the validation dataset
to tune the different hyperparameters of our ap-
proach. These included the number of instances m
we picked at each iteration of the deep co-learning
algorithm and the number of instances k with the
highest scores. It also included the low-level hy-
perparameters of the neural networks such as the
number of neurons, epochs, and batch size.

In addition to the labeled dataset, we created a
large corpus of unlabeled data, which was used to
re-train our two deep learning models as described
in the previous section. We developed a script
to download a set of blog posts from Al Arabiya
Blogs 2 and Al Hudood 3. This dataset consists of
20392 blogs.

We compared our deep co-learning approach
to various baselines. The first baseline is a lin-

2https://www.alarabiya.net/
3https://alhudood.net/
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Data: Labeled Data Dl, Unlabeled Data Dul,
Validation Data Dvl, Iteration t

Dl
1 ← Dl

Dl
2 ← Dl

M1 ← train(Dl
1,WordLevelEmbeddings)

M2 ← train(Dl
2, CharLevelEmbeddings)

best f1 score← Avg(M1,M2, D
vl)

repeat
Dsl

1 ← Pick m random instances from
Dul

Dsl
2 ← Pick m random instances from
Dul

Apply (M1, D
ul
1 , CBOW )

Apply (M2, D
ul
2 , Skip− gram)

for i = 1 to m do
Compute si for each instance i ∈ Dul

1

Compute si for each instance i ∈ Dul
2

end
TmpDl

1 ← Dl
1 ∩ top-k2

TmpDl
2 ← Dl

2 ∩ top-k1
TmpM1 ←
train(TmpDl

1,WordLevelEmbeddings)
TmpM2 ←
train(TmpDl

2, CharLevelEmbeddings)
f1 score←
Avg(TmpM l

1, TmpM l
2, D

vl)
if f1 score > best f1 score then

top− k1 ← Remove top-k instances
with highest si from Dul

1

top− k2 ← Remove top-k instances
with highest si from Dul

2

Dl
1 ← TmpDl

1

Dl
2 ← TmpDl

2

M1 ← TmpM1

M2 ← TmpM2

best f1 score← f1 score
end

until t iterations;
return M1,M2
Algorithm 1: Deep Co-learning Algorithm

ear SVM that is trained using the TF-IDF scores
of the words in the blog posts, and we set the
soft-margin weight C to 5 based on the valida-
tion set. This baseline is used to evaluate the ef-
fectiveness of a deep-learning approach such as
ours compared to a more simple model such as
SVM. The second and third baselines are word-
level convolution neural networks (Word-CNN),
and a character-level convolution neural networks
(Char-CNN), respectively. The last baseline we
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Figure 2: Convolutional Neural Network Architecture

compared our deep co-learning approach to is an
ensemble model of Word-CNN and Char-CNN
(Ensemble CNN). All the model were trained on
the same training dataset, and their hyperpareme-
ters were tuned using the same validation set.

We trained all supervised models (i.e., the first
two baselines and the initial models of the deep co-
learning approaches) for 500 epochs with a batch
size of 16, a dropout of 0.2 after each hidden
layer, and we used Adagrad (Duchi et al., 2011) as



135

Model F1-Score
SVM TF-IDF 0.57
Word-CNN 0.52
Char-CNN 0.54
Ensemble CNN 0.50
Deep Co-learning 0.63

Table 1: Evaluation Results

the optimization algorithm. All experiments were
run on a Ubuntu machine with a 24 GB RAM, a
CPU Intel Core I7 and a GPU NVIDIA GeForce
GTX 1080 Ti 11GB. For the deep co-learning ap-
proaches, we repeated the process of co-learning
for 50 times since retraining the models was tak-
ing significant time which is around 24 hours. In
each iteration of the co-learning algorithm, we
randomly picked 1000 sentences from the unla-
beled data and used the top-50 scored sentences
to retrain the other model. All the other parame-
ters were adjusted using the validation set. Note
that we also experimented with variations of the
above, but we only report here the best perform-
ing ones based on validation data.

Table 1 shows the results of our deep co-
learning approach and the baselines on the testing
dataset. We observe that an SVM model trained
with TF-IDF scores as features has an F1-score of
0.57, which is higher than all the fully supervised
deep learning approaches. This can be mainly at-
tributed to the small size of the training dataset,
which makes it harder to train more complex
models such as the fully-supervised deep learn-
ing models. Comparing the fully-supervised deep
learning models to each other, we observe that
the deep learning model trained on character-level
representations has an F1-Score of 0.54, while the
deep learning model trained on word-level rep-
resentations has a lower F1-score of 0.52. The
advantage of character-level models over word-
level models is that they can learn misspellings,
emoticons, and n-grams. Interestingly, the en-
semble model of Word-CNN and Char-CNN (En-
semble CNN in Table 1) performs worse than all
other models. This indicates that with the lack of
enough training data, even ensemble models are
not able of generalizing well. On the contrary,
our deep co-learning approach, which combines
the best of both worlds, the complexity of deep
learning approaches and the ability to generalize
well even when no sufficient training data is avail-

able through semi-supervision, significantly out-
performs all the baselines with an F1-Measure of
0.63.

5 Conclusion and Future Work

In this paper, we proposed a deep learning ap-
proach to assess the credibility of Arabic blog
posts. Our method, deep co-learning, is based on a
semi-supervised learning algorithm known as co-
training that we adopted to the realm of deep learn-
ing. To train our deep co-learning approach, we
generated an unlabeled dataset that was then used
to train our deep co-learning approach. We evalu-
ated our approach on an Arabic blogs dataset and
compared it to different baselines. Our deep co-
learning approach significantly outperformed all
other compared-to approaches including both deep
and traditional machine learning models.

In future work, we plan to train the deep co-
learning approach for a more extended period to
improve its performance. We also plan to label
some of our unlabelled blog posts that we used
for training our deep co-learning approach using
crowdsourcing and to make the labeled dataset
publicly available to advance research in this area.
Finally, we also plan to experiment with other neu-
ral network architectures and to incorporate more
linguistic features in our models.
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