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Abstract

Arabic is a complex language with limited re-
sources which makes it challenging to pro-
duce accurate text classification tasks such as
sentiment analysis. The utilization of transfer
learning (TL) has recently shown promising
results for advancing accuracy of text classi-
fication in English. TL models are pre-trained
on large corpora, and then fine-tuned on task-
specific datasets. In particular, universal lan-
guage models (ULMs), such as recently devel-
oped BERT, have achieved state-of-the-art re-
sults in various NLP tasks in English. In this
paper, we hypothesize that similar success can
be achieved for Arabic. The work aims at sup-
porting the hypothesis by developing the first
Universal Language Model in Arabic (hUL-
MonA - A

	
J Ò Ê g meaning our dream), demon-

strating its use for Arabic classifications tasks,
and demonstrating how a pre-trained multi-
lingual BERT can also be used for Arabic. We
then conduct a benchmark study to evaluate
both ULM successes with Arabic sentiment
analysis. Experiment results show that the
developed hULMonA and multi-lingual ULM
are able to generalize well to multiple Arabic
data sets and achieve new state of the art re-
sults in Arabic Sentiment Analysis for some
of the tested sets.

1 Introduction

Transfer learning (TL) with universal language
models (ULMs) have recently shown to achieve
state of the art accuracy for several natural lan-
guage processing (NLP) tasks (Devlin et al., 2018;

Howard and Ruder, 2018; Radford et al., 2018).
ULMs are trained unsupervised to provide an in-
trinsic representation of the language using large
corpora that do not require annotations. These
models can then be fine-tuned in a supervised
mode with much smaller annotated training data
to achieve a particular NLP task. The established
success in English with limited data sets makes
ULMs an attractive option for Arabic consider-
ation since Arabic has limited amount of anno-
tated resources. Early language models focused
on vector embeddings for words and provided
word-level vector representations (Mikolov et al.,
2013; Pennington et al., 2014; Bojanowski et al.,
2017), sentence embeddings (Cer et al., 2018), and
paragraph embeddings (Le and Mikolov, 2014;
Kiros et al., 2015). These early models were
able to achieve success comparable to models that
were trained only on specific tasks. More re-
cently, the language model representation was ex-
tended to cover a broader representation for text.
BERT (Devlin et al., 2018), ULMFiT (Howard
and Ruder, 2018), and OpenAI GPT (Radford
et al., 2018) are examples of such new pre-trained
language models and which were able to achieve
state of the art results in many NLP tasks.

However, in the field of Arabic NLP, such
ULMs have not been explored yet. The use of
transfer learning in Arabic has been mainly fo-
cused on word embedding models (Dahou et al.,
2016; Soliman et al., 2017). Among the recently,
developed ULM models, BERT (Devlin et al.,
2018) built a multilingual language version using
104 languages including Arabic but this model has
only been tested on Arabic ”sentence contradic-
tion” task. One advantage of the multi-lingual
BERT is that it can be used for many languages.
However, one important limitation is that it was
constrained to parallel multi-lingual corpora and
did not take advantage of much larger corpora set
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available for Arabic, making its intrinsic repre-
sentation limited for Arabic. As a result, there
is an opportunity to further improve the potential
for ULM success by developing an Arabic specific
ULM.

In this paper, we aim at advancing perfor-
mance and generalization capabilities of Arabic
NLP tasks by developing new ULMs for Ara-
bic. We develop the first Arabic specific ULM
model, called hULMonA. Furthermore, we show
how pre-trained multi-lingual BERT can be fine
tuned and applied for Arabic classification tasks.
We also conduct a benchmark study to evaluate
the success potentials for the ULMs with Arabic
sentiment analysis. We consider several datasets
in the evaluation and show the superiority of the
methods’ generalization handling both MSA and
dialects. The results show the superiority of the
models compared to state of the art. We further
show that even though the multi-lingual BERT
was not trained for dialects, it still achieves state
of the art for some of the dialect data sets.

In summary, our contributions are: 1. The de-
velopment of hULMonA, the first Arabic specific
ULM, 2. the fine tuning of multi-lingual BERT
ULM for Araic sentiment analysis, and 3. the col-
lection of a benchmark dataset for ULM evalua-
tion with sentiment analysis

The rest of the paper is organized as follows:
Section 2 provides a survey of previous work in
language development for English and Arabic.
Section 3 presents a description of the method-
ologies to develop the targeted ULMs and the de-
scription of the benchmark data set. Section 4
presents the experiment results. Finally, section
5 concludes the paper.

2 Related Work

This section describes the use of language models
for NLP tasks. Historically, language models can
be categorized into representations at word level
and representation of larger units of text such as
phrases, sentences, or documents. We will call the
second sentence level representation.

2.1 Language Models for English

2.1.1 Word-level Models for English
The word-level language model is based on the
use of pre-trained embedding vectors as additional
features to the model. The most common em-
bedding vectors used are word embeddings. With

word embeddings, each word is linked to a vector
representation in a way that captures semantic re-
lationships (Mikolov et al., 2013). The most com-
mon word embeddings used in deep learning are
word2vec (Mikolov et al., 2013), GloVe (Penning-
ton et al., 2014), and FastText (Bojanowski et al.,
2017). Other embedding vectors have been also
proposed for longer texts such as vectors at the
sentence level (Cer et al., 2018) and at the para-
graph level (Le and Mikolov, 2014; Kiros et al.,
2015). The use of these embedding vectors has
shown significant improvement compared to train-
ing models from scratch (Turian et al., 2010). One
of the recent feature-based approaches is ELMo
(Peters et al., 2018) which is based on the use
of bidirectional LSTM models. Unlike the tradi-
tional word embedding representations mentioned
previously, ELMo word embeddings are functions
of the whole sentence which enables capturing
context-related meanings. The use of these word
embeddings was shown to improve the state-of-
the-are results in six NLP tasks such as sentiment
analysis and question answering.

2.1.2 Sentence-level Language Models for
English

In contrast to word-level representation, sentence
level representation develops language model
which can then be fine-tuned for a supervised
downstream task (Devlin et al., 2018). The ad-
vantage of these pre-trained language models is
that very few parameters have to be learned from
scratch. The use of the pre-trained language
models has shown to result in a better perfor-
mance than the use of the feature-based approach
(Howard and Ruder, 2018). Several pre-trained
language models have been proposed recently that
were able to achieve state-of-the-art results in
many NLP tasks. One of these language models is
OpenAI GPT (Radford et al., 2018) which uses the
Transformer network (Vaswani et al., 2017) that
enables them to capture a long range of linguistic
information. This is in contrast with ELMo (Pe-
ters et al., 2018) which uses the short-range LSTM
models. OpenAI GPT was able to achieve state-
of-the-art results in several sentence-level NLP
tasks from the GLUE benchmark (Wang et al.,
2018) such as question-answering and textual en-
tailment.

Another proposed pre-trained language model
is ULMFiT (Howard and Ruder, 2018) which is
based on a three-layer LSTM architecture, called
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AWD-LSTM (Merity et al., 2017). This language
model was able to achieve state-of-the-art results
in six text classification tasks with just a few task-
specific fine-tuning.

In addition to these language models, one of the
most recent and innovative pre-trained language
models is BERT (Devlin et al., 2018). BERT is
based on the use of the recently introduced Trans-
former attention networks (Vaswani et al., 2017).
BERT uses the bidirectional part of the Trans-
former architecture which is the encoder which
enabled the language model to capture both left
and right context. This innovation enabled BERT
to achieve remarkable improvements compared to
previous models and to achieve state-of-the-art re-
sults in eleven NLP tasks with the addition of just
one output layer.

2.2 Language Models for Arabic
Some word embedding models were built us-
ing multiple languages such as Polyglot (Al-Rfou
et al., 2013) which was built using 117 languages
including the Arabic language. This model was
then tested in multilingual NLP tasks. In addition
to that, building on the word embedding methods
developed for English, several approaches were
done to build word embeddings for MSA and di-
alectal Arabic. The first approach is AraVec (Soli-
man et al., 2017) which was built using a large
Arabic corpus collected from Twitter, Internet, and
Wikipedia articles. Another model was proposed
by Dahou et al. (Dahou et al., 2016) in which Ara-
bic word embeddings were built using a 3.4 billion
words corpus.

For sentence-level representations, there has
been a development of multi-lingual models us-
ing parallel corpora. As an example, multilingual
BERT (Devlin et al., 2018) was built using 104
languages including Arabic. However, there has
not been any Arabic only language models. More-
over, Bert was experimented on several NLP tasks,
but sentiment analysis was not one of them.

2.3 Arabic Sentiment Analysis
In (Abdul-Mageed and Diab, 2014), a large-scale,
multi-genre, multi-dialect lexicon named SANA
was built for the sentiment analysis of Arabic di-
alects. This lexicon covers the MSA, the Egyptian
dialect, and the Levantine Arabic. SANA has sev-
eral features which are the part of speech (POS)
tagger and diacritics, number, gender, and ratio-
nality. Despite this lexicons coverage, it was still

not complete, and many terms were not present. In
(Abdul-Mageed and Diab, 2012), Abdul Majeed et
al. worked on expanding a polarity lexicon which
was built on MSA using existing English polarity
lexica. The problems faced with this lexicon was
that many terms that existed in social media were
not found in the lexicon. Hence, the coverage of
dialectical Arabic was poorly achieved using this
lexicon.

In the work of Duwairi (Duwairi, 2015), senti-
ment analysis was done on tweets where dialec-
tical Arabic words were present. This work used
both the supervised and unsupervised approaches
to build the model. To deal with dialectical words,
a dialect lexicon was created in which two an-
notators mapped each dialectical word to its cor-
responding Modern Standard Arabic word. Two
classifiers were used to train the model which
are the Naive Bayes (NB) and the Support Vec-
tor Machines (SVM). The model was then tested
using a dataset of 22,550 tweets written in Arabic
and that contain dialectical Arabic words. Test-
ing was done on the dataset when the dialect lex-
icon was used and when it was not used. Results
showed some improvement on the Macro-Recall
when the dialect lexicon was used on the NB clas-
sifier. However, the improvement was negligible
on the SVM classifier and the precision and the
recall were even negatively affected when classi-
fying the negative and the Neutral classes using
both classifiers.

Recently, deep learning models were the main
focus of Arabic NLP researchers (Badaro et al.,
2019). The first deep learning attempt was con-
ducted by (Al Sallab et al., 2015) who explored
four deep learning models, namely Deep Neural
Network (DNN), Deep Believe Network (DBN),
Deep Auto Encoder (DAE), and RAE. The sen-
timent lexicon ArSenL (Badaro et al., 2014) was
utilized to represent the text vector space. In a fol-
low up work, (Al-Sallab et al., 2017) proposed a
recursive deep learning model for opinion mining
in Arabic (AROMA) to address some limitations
of using RAE for Arabic. To address the morpho-
logical richness and orthographic ambiguity of the
Arabic language, (Baly et al., 2017) proposed the
first Arabic Sentiment Treebank (ARSENTB) and
trained RNTN to outperform AROMA. AraVec
word embeddings (Soliman et al., 2017) were uti-
lized by (Badaro et al., 2018) to win SemEval
2018 (Mohammad et al., 2018). (Dahou et al.,
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2016) and (Dahou et al., 2019) investigated a CNN
architecture similar to (Kim, 2014) trained on lo-
cally trained word embeddings to achieve signifi-
cant results.

Despite all this emerging progress in Arabic
sentiment analysis, transfer learning was utilized
by only using a single layer of weights - usually
the first layer - known as embeddings. However,
typical neural network architecture consists of sev-
eral layers, and utilizing transfer learning for only
the first layer was clearly just scratching the sur-
face of what is possible.

3 Methodology

In this section, we describe how we constructed
hULMonA and how we then tuned both hUL-
MonA and the multi-lingual BERT ULM for Ara-
bic classification tasks.

The high-level architecture for using a ULM
model is shown in Figure 1. The complete model
consists of the combination of a pre-trained ULM
model and additional task-specific layers for the
desired tasks. Once a ULM model is developed,
the learning process becomes limited to learning
the parameters of the additional layers. This trans-
fer learning process is referred to as fine-tuning
with ULM and this is the main benefit of using
ULMs.

Figure 1: High Level Architecture for ULM Tranfer
Learning

Below, we describe the data pre-processing step
required for Arabic and the fine tuning process for
the additional layers.

3.1 Arabic Specific ULM: hULMonA

Transfer Learning implies that training a model
which already has some language knowledge per-
forms better, converges faster, and requires less
data for new task when comparing to training

from raw text. Language modeling is consid-
ered the ideal task to obtain general understand-
ing of a particular language due to its ability of
capturing many aspects of language relevant for
downstream tasks, such as long-term dependen-
cies (Linzen et al., 2016), hierarchical relations
(Gulordava et al., 2018), and sentiment orientation
(Radford et al., 2017).

Inspired by the Universal Language Model
Fine-tuning (ULMFiT) (Howard and Ruder,
2018), we propose, develop, and make available
for public1, the first ULM in Arabic (hULMonA -
A

	
J Ò Ê g ) that is trained on large general-domain

Arabic corpus and can be fine-tuned on any tar-
get task to achieve significant results. hULMonA,
illustrated in Figure 2, consists of three main
stages: 1. pretraining the state-of-the-art language
model AWD-LSTM (Merity et al., 2017) on a
huge Wikipedia corpus (section 3.1.1), 2. fine-
tuning the pretrained language model on a target
dataset (section 3.1.2), 3. and adding a classi-
fication layer on top of the fine-tuned language
model for the purpose of text classification (sec-
tion 3.1.3).

3.1.1 General domain huLMonA pretraining
To capture the various properties of a language,
we constructed a large scale Arabic language
modeling dataset by extracting text from Arabic
Wikipedia. The 600K Wikipedia articles were
used to train a three layers of the start-of-the-
art language model architecture, namely AWD-
LSTM (Merity et al., 2017). The output of this
stage is the model weights and the distributional
representations of each word in the constructed
corpus, also know as word embeddings. Although
Wikipedia text is mainly in MSA, the resultant
pretrained model can be fine-tuned later on differ-
ent text text genres (e.g., tweets) and Arabic di-
alects to outperform training from scratch. Due
to the huge amount of text and model parameters,
especially at the last softmax layer which has as
many neurons as the vocabulary size, the pretrain-
ing stage consumes much time and computational
power. Fortunately, pretraining is done once, and
the resultant model is made available to the com-
munity.

3.1.2 Target task huLMonA fine-tuning
Regardless of the diversity of the general-domain
data, the target task data will likely come from

1http://www.oma-project.com/

http://www.oma-project.com/
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(a) LM pre-training (b) LM fine-tuning (c) classification

Figure 2: Three-step Process for Creating hULMonA

a different distribution. Although the general-
domain LM is trained on MSA, most Arabic
datasets and social media platforms contains di-
alects. Unlike MSA, dialects have no standard or
codified form and are influenced by region specific
slang. Thus, fine-tuning the pretrained general-
domain LM on the target task data is necessary
for the LM to adapt to the new textual properties.
One difference though is that fine-tuning utilizes
different learning rates for different layers, which
is referred to as discriminative fine-tuning. This
is crucial since different layers capture different
types of information (Yosinski et al., 2014). Dis-
criminative fine-tuning updates the model param-
eters as follows:

θlt = θlt−1 − ηl · ∇θlJ(θ)

where θl is the model parameters of layer l, and ηl

is the learning rate of layer l.

3.1.3 Augmenting hULMonA with target
task classification layers

Finally, two fully connected layers are added to
the LM for classification with ReLU and Softmax
activations respectively. At first, the two fully con-
nected layers are trained from scratch, while pre-
vious layers are frozen. After each epoch, the next
lower frozen layer is unfrozen and fine-tuned until
convergence. This is known as gradual unfreezing,
and it is essential to avoid catastrophic forgetting
of the information captured during language mod-
eling.

3.2 Multi-lingual BERT ULM for Arabic
tasks

3.2.1 Data Pre-processing

The ULM BERT model requires a special format
for the data before feeding the model. A special
token, called [CLS], is added at the beginning of
every sentence and a special token, called [SEP]
is added at the end of every sentence. For Ara-
bic tokenization, we chose WordPiece(Wu et al.,
2016) tokenizer as it was also used during the pre-
training of BERT. Figure 3 presents a sentence be-
fore and after going through the BERT tokenizer.

Figure 3: BERT Tokenizer Results

The tokenizer splits sentences into WordPiece
tokens separated by ##. After tokenization, each
word is mapped to an index using a 110k token
vocabulary file that is provided by BERT for all
the languages.
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3.2.2 Model Fine Tuning
For sentiment analysis, or other Multi-label classi-
fication problems, a linear (fully-connected) layer
with a standard softmax activation function is
added to the last hidden state of the first token (the
[CLS] token) as shown in Figure 4. With a hidden
state vector C ∈ RH where H is the dimension of
the hidden state and a fully-connected classifica-
tion layer with weights W ∈ RK×H where K is
the number of classification labels, the label prob-
ability after applying the softmax function is then
P = softmax(CW T ).

Figure 4: BERT Fine-Tuning Model Architecture

3.3 Benchmark Dataset for ULM Evaluation
with Sentiment Analysis

To provide credible evaluation for the performance
of the two ULM’s, we catalog a benchmark dataset
for Arabic which can also be used for future re-
search benchmark evaluations. The data sets vary
in size allowing us to demonstrate the ULM’s abil-
ities to fine tune with little data and achieve high
performance. The benchmark data set is summa-
rized in table 1 along with statistics on its content.

3.3.1 HARD data set
The Hotel Arabic Reviews Dataset (HARD) (El-
nagar et al., 2018) is a dataset of hotel reviews
written in Modern Standard Arabic and Arabic di-
alect classified into positive and negative. The
dataset consists of a corpus of 93,700 hotel re-
views which are equally divided into 46,850 pos-
itive reviews and 46.850 negative reviews. The

dataset is structured in columns containing the
number of the review, the name of the hotel, the
rating given by the user, the type of the user, the
type of the room, the number of nights stayed, and
the review. Reviews have been classified into pos-
itive and negative according to the rating given by
the user. A negative review is defined by a rating
of 1 or 2 and a positive review is defined by a rat-
ing of 4 or 5. Neutral reviews of rating 3 were
ignored in this dataset.

3.3.2 ASTD data set

The Arabic Sentiment Tweets Dataset (ASTD)
(Nabil et al., 2015) is a corpus of 10,000 tweets
written in MSA and Egyptian dialect. The un-
balanced dataset has been manually annotated and
structured in columns containing the tweet and its
sentiment whether it is objective, neutral, positive,
or negative. The dataset consists of 777 positive
tweets, 1,642 negative tweets, 805 neutral tweets,
and 6,466 objective tweets. A balanced version,
called ASTD-B, is created as well taking into ac-
count positive and negative tweets only.

3.3.3 ArSenTD-Lev

(Baly et al., 2018) developed The Arabic Sen-
timent Twitter Dataset for LEVantine dialect
(ArSenTD-Lev), a corpus of 4,000 tweets col-
lected from Levantine countries (Palestine, Jordan,
Syria, and Lebanon) and annotated for sentiment,
topic, target, etc.

4 Experiments and Results

In this section, we discuss in detail the experi-
ments that were conducted to evaluate the devel-
opment of hULMonA, fine-tuning of hULMonA
and BERT, and and testing the performance of the
models with sentiment analysis. The benchmark
data set was used to fine tune both models and pro-
vide different evaluations.

4.1 Experimental Setup

We evaluate our work on four widely-studied Ara-
bic sentiment analysis datasets, with varying num-
bers of sentences and dialects. All used datasets
are described in details in section 3.3, and datasets
statistics are shown in table 1. Following previous
works, 20% of the data was held out for testing for
some datasets, while other datasets were tested on
10%.
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Dataset Resource # samples # classes MSA || Dialect
HARD Hotel reviews 93,700 2 MSA & Gulf

(Elnagar et al., 2018) (www.booking.com)
ASTD Twitter 10,000 4 MSA & Egyptian

(Nabil et al., 2015)
ASTD-B Twitter 1,600 2 MSA & Egyptian

(Nabil et al., 2015)
ArSenTD-Lev Twitter 4,000 5 Levantine Dialect

(Baly et al., 2018)

Table 1: Datasets statistics

Initial tokens Generated sequence
Pñ

�
J»YË@ ñJ


	
KñK
 ú




	
¯ YËð , ø



Xñª�

�
IkAK. ð I.

�
KA¿ , 	á�mÌ'@ YÔg@ Pñ

�
J»YË@

(Doctor) (Doctor Ahmad Al Hassan is a Saudi writer and researcher. He was born in June)

ÐY
�
¯ èQ» I. «B ¡�ð I. «C¿ I. ªÊK
 ú



¾K
QÓ@ ÐY

�
¯ èQ» I. «B

(football player) (American football player plays as midfield)

éËðX ©
�
®

�
Kð ¡�ðB@

�
�Qå

�
�Ë @ ú




	
¯ èYj

�
JÖÏ @ éJ
K. QªË@

�
H@PAÓB@ éËðX ©

�
®
�
Kð

(The country is located) (United Arab Emirates is located in the middle east)

Table 2: generating text using the pretrained Arabic language model

4.2 hULMonA Model Training
hULMonA was constructed by first extracting and
preprocessing all Arabic Wikipedia articles up to
March of 2019. Articles images, links, and HTML
were removed using an online tool2, and articles
with less than 100 characters were excluded result-
ing in 600,559 Arabic articles consisting of 108M
words, 4M of which were unique.

The large number of unique words requires
more parameters to be learnt and is more prone to
overfitting. This problem is called lexical sparsity,
and it is a well-known challenge in Arabic NLP.
Therefore, text was preprocessed by replacing
numbers by a special token, normalizing Alif and
Ta-marbota, separating punctuations from words
by a white space, and removing diacritics and non-
Arabic tokens. Moreover, MADAMIRA (Pasha
et al., 2014), an Arabic morphological analyzer
and disambiguator, was utilized to separate words
prefixes, such as Al-taareef (the), and suffixes,
such as possessive pronouns, resulting in words
stems, thus, reducing lexical sparsity. Table 3
shows the number of unique words before and af-
ter preprocessing Arabic text using MADAMIRA.
Finally, tokens that appeared less than 5 times
were replaced by a special token.

The preprocessed text was then fed to train a
2https://github.com/attardi/

wikiextractor

Example
Unique
tokens

Before �
ém�



' @QË @ð

	
àñÊË @

�
éÖß
Y«

��
é
	
¯A

	
®

�
�

��
èXAÓ ZAÖÏ @ 4.1M

After
éÖß
Y« é

	
¯A

	
®

�
� èXAÓ ZAÓ + È@

ékZ@P + È@ +ð
	
àñË + È@

9.1K

Table 3: preprocessing reduces lexical sparsity

three layers AWD-LSTM for 4 epochs to predict
next token given current sequence of tokens. Each
epoch took around 200 minutes on an i7 CPU with
32 GB of RAM and Nvidia GTX 1080 GPU. We
used a dropout of 0.1 with learning rate of 3e-3,
and to account for GPU VRAM limitations, we
were limited with batch sizes equal to 32. 10%
of the data was held out for testing. Table 2
demonstrates the capabilities of the pretrained lan-
guage model of generating Arabic sequence based
on initial tokens. The Arabic language model
dataset, code, and pre-trained weights are publicly
available through the Opinion Mining for Arabic
(OMA) website3.

4.3 hULMonA Evaluation for Arabic
Sentiment Analysis

To perform sentiment analysis, we fine-tuned the
pretrained ULMs on a target dataset; meaning we

3http://www.oma-project.com/

https://github.com/attardi/wikiextractor
https://github.com/attardi/wikiextractor
http://www.oma-project.com/
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Dataset SOTA Results hULMonA BERT
HARD 93.1-93.2 (Elnagar et al., 2018) 95.7-95.7 95.7-95.7
ASTD 62.0-68.7 (Nabil et al., 2015) 67.7-69.9 67.0-77.1

ASTD-B 82.5-82.4 (Dahou et al., 2019) 85.8-86.5 80.0-80.1
ArSenTD-Lev 50.0-51.0 (Baly et al., 2018) 51.1-52.4 51.0-51.0

Table 4: Comparison of results (F1-Accuracy) obtained using hULMonA and other state-of-the-art models

resume training the language model to predict the
next token but with a sentiment dataset instead of
Wikipedia. Fine-tuning improved the model by
adapting to new words (e.g., dialects) or words
that may convey several meanings. Fine-tuning
was done on each of the data sets in the afore-
mentioned benchmark data separately and utiliz-
ing different learning rates for different layers,
ranging from 2e-5 to 1e-3. Finally, after adding a
classification layer, the network was trained by un-
freezing one layer after each epoch, starting from
the output layer. Results are reported in table 4.
Note that hULMonA outperformed the state-of-
the-art in four Arabic sentiment analysis datasets,
demonstrating the benefit of transferring knowl-
edge from a large corpus into small and dialectal
datasets.

4.4 BERT ULM Model Fine Tuning for
Arabic Sentiment Analysis

BERT was fine-tuned on the different datasets in-
dependently. The learning rate and number of
epochs used for each dataset are shown in table
5. Batch size was also fixed for BERT at 32 due
to our hardware memory limitations. Fine-tuning
took 90 ~100 seconds for every 3000 data-point on
Google’s Colaboratory TensorFlow environment
with GPU acceleration. BERT Base Multilin-
gual Cased used as it is recommended in BERT’s
github repository4 and the pre-trained weights
were downloaded from TensorFLow’s Hub5.

Dataset Learning Rate # of Epochs
HARD 10−5 3
ASTD 10−5 5

ASTD-B 10−5 5
AJGT 2× 10−5 6

ArSenTD-Lev 2× 10−5 5

Table 5: Learning rate and number of epochs used for
training each dataset

4https://github.com/google-research/
bert/blob/master/multilingual.md

5https://tfhub.dev/f/google

4.5 BERT ULM Evaluation for Arabic
Sentiment Analysis

The results obtained are compared to state-of-
the-art models and presented in Table 4. Even-
though BERT achieved state-of-the-art results on
two benchmark datasets, during the evaluation,
we noticed that the BERT multilingual tokenizer
failed to tokenize Arabic sentences as seen in
Figure 3. This tokenizer could have limited the
model’s accuracy and compromised the model’s
Arabic pre-training.

5 Conclusion

This works aims at utilizing transfer learning to
develop the first Arabic universal language model,
hULMonA, that can be fine-tuned for almost any
Arabic text classification task. Language knowl-
edge learnt unsupervisedly from general-domain
dataset is transferred to target task to improve
overall performance and generalization. We show
that hULMonA outperforms several state-of-the-
art Arabic sentiment analysis datasets, and we
make hULMonA available for the community. In
addition, we evaluate another ULM, BERT, and
compare results.

As a future work, we aim at utilizing hULMonA
to improve more Arabic NLP tasks such as emo-
tion recognition, cyberbullying detection, question
answering, etc. Moreover, we plan to develop Ara-
bic specific BERT by improving its limited tok-
enizer and training on Arabic only instead of mul-
tiple languages at once.
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