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Abstract

Parallel corpora available for building ma-
chine translation (MT) models for dialectal
Arabic (DA) are rather limited. The scarcity
of resources has prompted the use of Modern
Standard Arabic (MSA) abundant resources
to complement the limited dialectal resource.
However, clitics often differ between MSA
and DA. This paper compares morphology-
aware DA word segmentation to other word
segmentation approaches like Byte Pair En-
coding (BPE) and Sub-word Regularization
(SR). A set of experiments conducted on Egyp-
tian Arabic (EA), Levantine Arabic (LA), and
Gulf Arabic (GA) show that a sufficiently ac-
curate morphology-aware segmentation used
in conjunctionwith BPE or SR outperforms the
other word segmentation approaches.

1 Introduction

Building machine translation models for resource
constrained languages can benefit from parallel
corpora available in related languages. Vocabu-
lary adaptation (Passban et al., 2017) has been used
to train statistical and neural machine translation
models for Azeri, a resource constrained language,
leveraging its similarity to Turkish. Projection to a
universal representation language (Gu et al., 2018)
generates high quality machine translation model
for a resource constrained language given a set of
related resource-rich languages.
Research in dialectical Arabic translation tried

to leverage the resources available in Modern
Standard Arabic (MSA) using several techniques.
Starting with statistical and rule-based methods
for transforming DA to MSA (Al-Gaphari and Al-
Yadoumi, 2012), and evolving to generating DA
data from MSA parallel data using semantic pro-
jections (Hassan et al., 2017), andmulti-task learn-
ing of part-of-speech tagging and machine transla-
tion to guide the translation model towards lever-

aging the grammatical roles in translation (Ba-
niata et al., 2018). While earlier statistical and
rule-based cross-dialectical techniquesmanaged to
leverage morphological word segmentation, more
recent attempts have largely abandoned morpho-
logical segmentation in favor of language agnostic
segmentation techniques like Byte Pair Encoding
(BPE) (Sennrich et al., 2016) and Sub-word Regu-
larization (SR) (Kudo, 2018). In fact, these learned
language agnostic word segmentation have proved
that they can rival morphological segmentation in
neuralMT. In a translation task from languageD to
language E, if language D (say an Arabic dialect)
and language A (say modern standard Arabic) are
two closely related languages such that a wordWA

in language A is semantically equivalent to a word
WD in language D. Moreover, we assume that
these two words share a common stem but have
different clitics. So, the two words can be morpho-
logically segmented as follows: WA = PARSA,
and WD = PDRSD where PA is a sequence of
zero or more characters forming the prefix ofWA.
Similarly, SA is a sequence of characters forming
the suffix ofWA, while PD and SD denote the pre-
fix and suffix of WD, and R is the shared root or
stem.
Due to the limited training data for the language

pair {D,E}, the rootR is one that we hope to learn
from the abundant data for the pair {A,E}. In-
tuitively, a morphology-aware word segmentation
is more likely to produce the correct prefixes and
suffixes, making it easier to learn the translation
of R to E. As clitics tend to occur frequently,
the MT model would have learned their transla-
tion from the scarce resources for the pair {D,E};
thus, successfully translation an out-of-vocabulary
word for the {D,E} pair. For illustration con-
sider the example in Table1 below. The dialectal
Egyptian word “هيقولوا” [hayqwlwA] is segmented
into four segments. Similarly, the correspond-
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Segmented Dialectal Word هـ#يـ#قولـ#وا
ha#y#qwl#wA

Segmented MSAWord سـ#يـ#قولـ#ون
sa#ya#qwl#wn

English Translation They will say
Alignment MSA-EN 0-1;2-2; 1,3-0
Alignment DA-EN 0-1;2-2; 1,3-0

Table 1: Illustrative word segmentation example

ing MSA word .[sayaqwlwn]“سيقولون” Both words
share the same stem “قولـ” [qwl], that can be learned
from the resource rich MSA, while the dialectal
future marking dialectal prefix “هـ#” [ ha#] can be
learned from other future tense verb in the training
data. Similarly, the plural 3rd person markers can
be learned from other verbs in the resource con-
strained parallel data. The alignments in the table
are zero based word index alignment from Arabic
to English.
The question that this paper aims to address

is whether morphological word segmentation still
has an advantage over language agnostic meth-
ods, in the context of leveraging parallel data in
a resource-rich language to improve the MT of
a related resource constrained one. This ques-
tion is particularly interesting when we consider
morphologically-rich languages like Arabic and its
dialects. The remainder of this paper introduces
the role of word segmentation in machine transla-
tion in Section 2. This section also reviews pop-
ular word segmentation techniques and introduces
themorphology-aware segmentation approach that
is used in our experiments. Section 3 reviews the
neural machine translation approach that we use
to train and adapt translation models for dialectal
Arabic. Section 4 presents the experiments that we
conducted along with their results. Section 5 re-
views some related works. Finally, Section 6 sum-
marizes the findings and concludes the paper.

2 Word Segmentation in NMT

The size of vocabulary found in a typical English
dictionary is less than 100,000 words. A vocab
around 16,000 words, provides 98% coverage for
the Brown corpus. However, due to its agglutina-
tive nature, the size necessary to achieve similar
coverage for Arabic, whether standard or dialec-
tal, is much larger. The size of the vocabulary ex-
tracted from the Arabic Gigaword corpus (Parker
et al., 2009) exceeds 800,000 words.
Such vocab sizes are well beyond what current

technology can handle efficiently. Therefore, it is
common to use word segmentation for highly ag-
glutinative languages like Arabic, or highly com-
pounding languages like German (Huck et al.,
2017), and more generally, for any large vo-
cab NMT system. Two popular language agnos-
tic word segmentation techniques are Byte-Pair-
Encoding (BPE) (Sennrich et al., 2016) and Sub-
word Regularization (SR) (Kudo, 2018).

2.1 Byte-Pair-Encoding (BPE)

Originally conceived as compression algorithm
(Gage, 1994), BPE is a greedy technique often
used to segment words into common subwords as
a preprocessing step in a NMT training pipeline
(Sennrich et al., 2016). BPE starts by splitting
all the words in the training lexicon into indi-
vidual characters, and proceeds by merging fre-
quent character sequences until reaching a spec-
ified number of merge operations. Thus, by the
end of the algorithm most frequent word segments
would have been joined into a single symbol. The
resulting trained segmenter is stored and applied to
test and runtime inputs.

2.2 Subword Regularization (SR)

Subword Regularization (Kudo, 2018) generates
probabilistic word segmentations to make the
NMT training more robust. The probabilities of
the segments are computed from a unigram lan-
guage model defined over subword symbols. The
intuition behind it is that if a sentence is repre-
sented by using multiple subword sequences it will
produce some regularization during the training
thus making the machine translation model more
robust. The results achieved using SR, depends on
the setting of three parameters: the vocab size, the
size of n-best segmentation, and a smoothing pa-
rameter that controls the probabilistic sampling of
segmentation.

2.3 Linguistically Motivated Segmenter

The problem with BPE and Subword Regular-
ization is that they don’t take into consideration
any information about the language which might
cause a loss of semantic and syntactic proper-
ties such as inflection and composition. These
syntactic features are potentially useful in ma-
chine translation as semantic modifiers. The im-
portance of using a linguistically motivated seg-
menter has been shown previously (Huck et al.,
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2017) as they assist greatly in reduction of vo-
cabulary size while helping improve the transla-
tion of unseen words (open vocabulary transla-
tion problem). The linguistically aware dialec-
tal Arabic segmenter used in this work is a re-
trained version of the Unified Dialectal Arabic
Segmenter (UDAS) (Samih et al., 2017). The uni-
fied segmentationmodel is based on a bidirectional
Long Short-Term Memory (bi-LSTM) Recurrent
Neural Network (RNN) that is coupled with Con-
ditional Random Fields (CRF) sequence labeler
trained to segment words from four different di-
alects namely Egyptian (EGY), Levantine (LEV),
Gulf (GLF), andMaghrebi (MGR). The segmenter
leverages the observation that different Arabic di-
alects do not only share vocabulary and some mor-
phological properties with MSA, but they also
share some commonalities amongst each other.
Thus, a single model provides higher accuracy
than a dialect specific model while eliminating
the need for dialect identification before segmen-
tation. This segmenter operates directly on raw
text without requiring any preprocessing or word
normalization while employing a lookup scheme
that use segmentations that are seen in training di-
rectly during testing in order to improve the per-
formance and the accuracy of segmenting a words
into prefixes, stems and suffixes. To improve
the segmentation model, we added to the training
data, publicly available data from the LDC-Arabic
Treebank (LDC2010T08, LDC2010T13, and LDC
2011T09), as well as dialectal Arabic treebanks
(LDC2016T02, LDC2016T18, and LDC2018T23)
to reach a total of 231,846 segmented sentences.
Table 2 presents the accuracies of the segmentation
for each dialect compared to the accuracy in the
baseline model (Samih et al., 2017). To measure
the accuracy, a 20% subset of the original UDAS
training data is set aside as unseen testset. De-
spite some inconsitencies in segment labeling in
the various datasets, the addition of data has re-
sulted in improvements for all dialects. Like the
original UDAS model, a lookup table has proved
helpful in improving the trained model. We pop-
ulated the lookup table with words found in the
training data that the trained model fails to seg-
ment. The accuracy improvements were slightly
higher for Egyptian which can be attributed to the
fact that the added data had a large portion in that
dialect (LDC2018T23).

EGY GLF LEV MGR
Retrained Model 99.4 98.9 96.2 96.1
Baseline 95.3 93.1 93.9 91.4

Table 2: Accuracy of the retrained unified dialectal seg-
menter compared to the baseline model (Samih et al.,
2017).

3 NMT Training for Dialectal Arabic

To train Neural Machine Translation (NMT)
for Arabic dialects, we use the now ubiquitous
encoder-decoder structure. In these structures,
the encoder maps a source language input to a
dense internal vector representation, that the de-
coder maps to a corresponding target language
output. Like other languages, a recurrent neural
network (RNN-based) with attention (Bahdanau
et al., 2015) or a feed-forward network with multi-
attention (Transformer-based) (Vaswani et al.,
2017), Sequence to Sequence architectures are
used for the encoder and the decoder. Dialectical
Arabic parallel resources are very scarce compared
to the amount of data necessary to train general
purpose NMT models. The parallel data publicly
available for Arabic dialects used in this work are
limited to:

• Crowd sourced translations for Levantine and
Egyptian (LDC2012T09, (Zbib et al., 2012)),

• BOLT Egyptian Arabic parallel discussion
forums data (LDC2019T01),

• Qatari Arabic Corpus that includes English
translation for several hours of Qatari TV
broadcast conversations.

• Dialectal contents extracted from the Arabic
subtitles using a dialect ID trained fastText
language ID type model (Joulin et al., 2017).

• Translation of the Egyptian Callhome (Ku-
mar et al., 2014) a crowd-sourced translation
of a conversational telephony dataset.

The total number of parallel sentences for each
dialect ranges from tens of thousands for gulf to
several hundreds of thousands for Egyptian and
Levantine. These amounts are well below the min-
imum required for an adequate coverage for a lan-
guage. Therefore, to leverage the abundant MSA
resources, we train a base model using MSA data
along with the limited amount of dialectal data.
We use domain adaptation techniques to fine tune
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Dialect Training Set DevTest
MSA 2.5 M sent. -
Gulf 38 K sent. 2 K sent.
Levantine 219 K sent. 2 K sent.
Egyptian 502 K sent. 2 K Callhome.

Table 3: Training and test corpora sizes

the base model (Freitag and Al-Onaizan, 2016).
Our methodology is different in that whereas they
train the model on the out-of-domain data only
and then adapt to the in-domain data, we train on
the joint data to allow the model to learn dialect-
specific vocab and then adapt using the in-domain
data. Also, whereas they use an ensemble of the
base model and the adapted model, we use an en-
semble of two adapted models. Arabic dialects
have some common words and idioms which over-
lap with MSA. So, when training a dialectical
models it’s beneficial to first train the model with
the high-resourced MSA data jointly with the di-
alectical data with optional duplication so that the
dialectical vocab is significant in the training data
and doesn’t get pruned or overwhelmed by the
MSA vocab, and then adapting the model by train-
ing it for a few epochs with a small learning rate
on the relatively small dialectical data to bias the
model further to the dialect in the cases where the
meaning in the dialect is different from the mean-
ing in MSA.

4 Experiments and Results

Several experiments were conducted to examine
the impact of the dialectical segmenter on the qual-
ity of the MT system built with it for a resource
constrained languages, and how it compares to
other segmentation techniques like BPE and SR.
The experiments were carried out using Marian
v1.7.6 (Junczys-Dowmunt et al., 2018) a public
neural machine translation framework which sup-
ports sentence piece tokenization with its two vari-
ant BPE and SR (unigram language model) as well
as word tokenization which is basically tokenizing
the corpus on white spaces. Most parameters of
Marian were the same as the defaults except for
the validation set settings which were adapted to
each dialect according to the size of its data.
Table 3 shows the distribution of the training

and test data sizes used in the experiments. For
the Gulf and Levantine dialects, 2000 sentences
are set aside and equally divided into validation
and test. For Egyptian, the callhome validation

Gulf – English Results
Word Base Adapt
Segmentation BLEU BLEU
Dialectal segmenter 12.36 12.64
BPE 13.19 13.36
SR 14.08 14.30
Dialectal segmenter + BPE 14.58 14.58
Dialectal segmenter + SR 14.18 14.18

Levantine – English Results
Word Base Adapt
Segmentation BLEU BLEU
Dialectal segmenter 19.41 19.98
BPE 20.83 21.56
SR 20.42 21.81
Dialectal segmenter + BPE 21.9 22.47
Dialectal segmenter + SR 22.07 23.08

Egyptian – English Results
Word Base Adapt
Segmentation BLEU BLEU
Dialectal segmenter 37.22 37.86
BPE 36.19 36.83
SR 36.79 37.76
Dialectal segmenter + BPE 36.93 38.2
Dialectal segmenter + SR 37.44 37.68

Table 4: The word segmentation technique, base model
BLEU score, and adapted model BLEU score for each
of the three dialects.

and test split is used after disfluency removal. The
disfluency removal consists of removing incom-
plete words, filler words, and repeated words. This
processing is necessary because we started with
the speech transcripts (LDC97T19, LDC2002T38)
which have full verbatim transcripts of the corre-
sponding speech corpora. As described in Section
3, the base model training merges Arabic dialect
sentences and MSA. Therefore, special care was
needed to train the MT system for the Gulf dialect
because it has far fewer sentences than MSA we
needed to duplicate the Gulf data 10 times in or-
der to make the sizes of the data of the Gulf di-
alect and other dialects comparable. The adapta-
tion uses the dialect data only to fine-tune the base
model trained for that dialect at a lower learning
rate.
As summarized in Table 4, for each dialect, we

evaluated five word segmentation approaches:

1. The dialectal segmenter as the only seg-
menter.

2. Byte-Pair Encoding (BPE) as the only seg-
menter.
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3. Subword Regularization (SR) as the seg-
menter.

4. Byte-Pair Encoding applied to dialectically
segmented corpora.

5. Subword Regularization applied to dialecti-
cally segmented copora.

In all cases, the vocab was kept at 40 K sub-
words. For the base models in all three dialects,
the best performing word segmentation combined
dialectal segmentation with either BPE or SR. This
continued to be the case after adaptation. The gain
attributable to dialectal segmentation1 was 0.28
BLEU point for Gulf, 1.27 for Levantine, and 0.44
for Egyptian. It also worth noting that Subword
Regularization has consistently outperformed BPE
alone. The low scores for the Gulf dialect are
due to the small size of the test set and the use
of a highly dialectal spelling in the data that lim-
ited the model’s ability to benefit from the MSA
training. While Levantine and Egyptian training
data are comparable in size, the BLEU scores re-
ported for Egyptian are based on 4 reference trans-
lations, while Levantine scores use a single refer-
ence. To assess the similarity of word segmenta-
tion obtained by the various approach, we com-
puted the Levenshtein edit distances between the
segmented sentences for a random subset of 150
dialectal Arabic sentences. In this set, no two seg-
mentation techniques produced the sameword seg-
mentation for all the words in any sentence. How-
ever, applying SR or BPE to a dialectically seg-
mented sentences gives very similar segmentations
with an average edit distance of 2.55 per sentence.
The segmentations obtained by BPE and SR were
also relatively similar with an average edit distance
of 5.03.
Table 5 summarizes the average number of ed-

its necessary to map a segmented sentence using
one approach to the others. In the table, DS is the
dialectal segmenter. The relatively large number
of edits between the dialectal segmenter and both
BPE and SR suggest that these language agnostic
approaches have not fully captured themorpholog-
ical aspects of Arabic dialects.

1Calculated as BLEU difference between the best adapted
model with dialectal segmentation and the best adaptedmodel
without dialectal segmentation

5 Related Research

Translating Arabic dialects has been a focus
with the machine translation community. In sta-
tistical machine translation (SMT), the use of
morphology-aware word segmentation for Arabic
has been studied (Lee et al., 2003),and (Habash,
2007). Sajjad et al. 2013 maps DA closer to MSA
prior to translation. Sawaf 2010 also uses dialect
normalizations and uses morphological for the di-
alects as well as MSA. This technique has signifi-
cantly reduced the vocabulary size. However, the
new vocab size restriction imposed by NMT and
the advent of newer language independent word
segmentation techniques like BPE and SR, as well
as the advances in dialectal Arabic word segmen-
tation prompted us to revisit the topic. Within the
NMT context, Huck et al. 2017 studied the im-
pact of linguistically-aware word segmentation on
the translation from English to German. In their
work, the linguistically aware techniques show
some gains from combining linguistically-aware
segmentation with BPE. In our work, we have ob-
served similar gains from the combination with
BPE, which suggests that such gains may be re-
producible for other morphologically complex lan-
guages.

6 Conclusions and Future Work

Learning dialectal segmentation using a unified
model (Samih et al., 2017) for the various dialects
can achieve high accuracies provided sufficient
training data. In our experiments, a segmentation
accuracy of 99.4% was reached for Egyptian Ara-
bic. Significant improvements were also achieved
for other dialects. Our hypothesis has been that
a high accuracy dialectal segmenter would maxi-
mize the transfer between the resource rich MSA
machine translation and the resource restricted
Arabic dialects. The experimental results seem to
confirm that there is some advantage from using
a high accuracy dialectal segmenter jointly with
a language independent word segmentation tech-
nique like Byte-Pair Encoding or Subword Reg-
ularization. However, in using Subword Regular-
ization in our experiments, we relied on the default
values for the n-best size and smoothing as imple-
mented in Marian. It would be interesting to see
if our observations will continue to hold if these
parameters are carefully tuned.



16

BPE Only BPE + DS SR + DS SR only
DS Only 11.47 10.91 11.51 9.71
BPE Only 15.10 16.37 5.03
BPE + DS 2.55 14.64
SR + DS 14.10

Table 5: Average Lenvenshtein Edit Distance between segmented sentences
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