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Abstract

Pre-trained word embeddings are used in
several downstream applications as well as
for constructing representations for sentences,
paragraphs and documents. Recently, there
has been an emphasis on improving the pre-
trained word vectors through post-processing
algorithms. One improvement area is re-
ducing the dimensionality of word embed-
dings. Reducing the size of word embed-
dings can improve their utility in memory
constrained devices, benefiting several real-
world applications. In this work, we present a
novel technique that efficiently combines PCA
based dimensionality reduction with a recently
proposed post-processing algorithm (Mu and
Viswanath, 2018), to construct effective word
embeddings of lower dimensions. Empirical
evaluations on several benchmarks show that
our algorithm efficiently reduces the embed-
ding size while achieving similar or (more of-
ten) better performance than original embed-
dings. To foster reproducibility, we have re-
leased the source code along with paper .

1 Introduction

Word embeddings such as Glove (Pennington
et al., 2014) and word2vec Skip-Gram (Mikolov
et al., 2013) obtained from unlabeled text cor-
pora can represent words in distributed dense real-
valued low dimensional vectors which geometri-
cally capture the semantic ‘meaning’ of a word.
These embeddings capture several linguistic regu-
larities such as analogy relationships. Such em-
beddings are of a pivotal role in several natural
language processing tasks.

Recently, there has been an emphasis on apply-
ing post-processing algorithms on the pre-trained
word vectors to further improve their quality. For
example, algorithm in (MrkSic et al., 2016) tries
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to inject antonymy and synonymy constraints into
vector representations, while (Faruqui et al., 2015)
tries to refine word vectors by using relational in-
formation from semantic lexicons such as Word-
Net (Miller, 1995). (Bolukbasi et al., 2016) tries
to remove the biases (e.g. gender biases) present
in word embeddings and (Nguyen et al., 2016)
tries to ‘denoise’ word embeddings by strength-
ening salient information and weakening noise.
In particular, the post-processing algorithm in
(Mu and Viswanath, 2018) tries to improve word
embeddings by projecting the embeddings away
from the most dominant directions and consider-
ably improves their performance by making them
more discriminative. However, a major issue re-
lated with word embeddings is their size (Ling
et al., 2016), e.g., loading a word embedding ma-
trix of 2.5 M tokens takes up to 6 GB memory
(for 300-dimensional vectors, on a 64-bit system).
Such large memory requirements impose signifi-
cant constraints on the practical use of word em-
beddings, especially on mobile devices where the
available memory is often highly restricted. In this
work we combine the simple dimensionality re-
duction technique, PCA with the post processing
technique of (Mu and Viswanath, 2018), as dis-
cussed above.

In Section 2, we first explain the post processing
algorithm (Mu and Viswanath, 2018) and then our
novel algorithm and describe with an example the
choices behind its design. The evaluation results
are presented in section 3. In section 4, we discuss
the related works, followed by the conclusion.

2 Proposed Algorithm

We first explain the post-processing algorithm
from (Mu and Viswanath, 2018) in section 2.1.
Our main algorithm, along with the motivations is
explained next, in the section 2.2.
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2.1 Post-Processing Algorithm

(Mu and Viswanath, 2018) presents a simple post-
processing algorithm that renders off-the-shelf
word embeddings even stronger, as measured on
a number of lexical-level and sentence-level tasks.
The algorithm is based on the geometrical obser-
vations that the word embeddings (across all rep-
resentations such as Glove, word2vec etc.) have a
large mean vector and most of their energy, after
subtracting the mean vector is located in a sub-
space of about 8 dimensions. Since, all embed-
dings share a common mean vector and all embed-
dings have the same dominating directions, both of
which strongly influence the representations, elim-
inating them makes the embeddings stronger. De-
tailed description of the post-processing algorithm
is presented in Algorithm 1 (PPA).

Algorithm 1: Post Processing Algorithm PPA(X, D)

Data: Word Embedding Matrix X, Threshold Parameter
D

Result: Post-Processed Word Embedding Matrix X

/* Subtract Mean Embedding */
1 X=X-X;

/* Compute PCA Components */
2 u; = PCA(X), wherei=1,2,....d.;

/* Remove Top-D Components */
3 forallvinXdo
4 vzv—Zil(uiTw)ui
5 end

Figure 1 demonstrates the impact of the post-
processing algorithm (PPA, with D= 7) as ob-
served on wiki pre-trained Glove embeddings
(300-dimensions). It compares the fraction of
variance explained by the top 20 principal com-
ponents of the original and post-processed word
vectors respectively . In the post-processed word
embeddings none of the top principal components
are disproportionately dominant in terms of ex-
plaining the data, which implies that the post-
processed word vectors are not as influenced by
the common dominant directions as the original
embeddings. This makes the individual word vec-
tors more ‘discriminative’, hence, improving their
quality, as validated on several benchmarks in (Mu
and Viswanath, 2018).

2.2 Proposed Algorithm

This section explains our algorithm, 2 that effec-
tively uses the the PPA algorithm, along with PCA
for constructing lower dimensional embeddings.
2 the total sum of explained variances over the 300 principal
components is equal to 1.0
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Figure 1: Comparison of the fraction of variance ex-
plained by top 20 principal components of the Original
and Post-Processing (PPA) applied Glove embeddings
(300D).
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Figure 2: Comparison of the fraction of variance ex-
plained by top 20 principal components of the PPA +
PCA-150D baseline and Further Post-Processed Glove
embedding (150D).

We first apply the algorithm 1 (PPA) of (Mu and
Viswanath, 2018) on the original word embed-
ding, to make it more ‘discriminative’. We then
construct a lower dimensional representation of
the post processed ‘purified’” word embedding us-
ing Principal Component Analysis (PCA (Shlens,
2014)) based dimensionality reduction technique.
Lastly, we again ‘purify’ the reduced word embed-
ding by applying the algorithm 1 (PPA) of (Mu and
Viswanath, 2018) on the reduced word embedding
to get our final word embeddings.

To explain the last step of applying the algo-
rithm 1 (PPA) on the reduced word embedding,
consider the Figure 2. It compares the variance ex-
plained by the top 20 principal components for the
embeddings constructed by first post-processing
the Glove-300D embeddings according by Algo-
rithm 1 (PPA) and then transforming the embed-
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dings to 150 dimensions with PCA (labeled as
Post-Processing + PCA); against a further post-
processed version by again applying the Algo-
rithm 1 (PPA) of the reduced word embeddings
3. We observe that even though PCA has been
applied on post-processed embeddings which had
their dominant directions eliminated, the variance
in the reduced embeddings is still explained dis-
proportionately by a few top principal compo-
nents. The re-emergence of this geometrical be-
havior implies that further post-processing (Al-
gorithm 1 (PPA)) could improve the embeddings
further. Thus, for constructing lower-dimensional
word embeddings, we apply the post-processing
algorithm on either side of a PCA dimensionality
reduction of the word vectors in our algorithm.

Finally, from Figures 1 and 2, it is also ev-
ident that the extent to which the top principal
components explain the data in the case of the re-
duced embeddings is not as great as in the case of
the original 300 dimensional embeddings. Hence,
multiple levels of post-processing at different lev-
els of dimensionality will yield diminishing re-
turns as the influence of common dominant direc-
tions decreases on the word embeddings. Details
of reduction technique is given in Algorithm 2.

Algorithm 2: Dimensionality Reduction Algorithm
Data: Word Embedding Matrix X, New Dimension N,
Threshold Parameter D
Result: Word Embedding Matrix of Reduced
Dimension N: X

/* Apply Algorithm 1 (PPA) %/
1 X=PPAX,D);

/* Transform X using PCA */
2 X=PCAX);

/* Apply Algorithm 1 (PPA) %/

3 X=PPAX,D);

3 Experimental Results

In this section, we evaluate our proposed algo-
rithm on standard word similarity benchmarks and
across a range of downstream tasks. For all our
experiments, we used pre-trained Glove embed-
dings of dimensions 300, 200 and 100, trained
on Wikipedia 2014 and Gigaword 5 corpus (400K
vocabulary) (Pennington et al., 2014) 4 and fast-
Text embeddings of 300 dimensions trained on
Wikipedia using the Skip-Gram model described
in (Bojanowski et al., 2017) (with 2.5M vocabu-

3 the total sum of variances  over
the 150 principal equal to 1.0

4 nlp.stanford.edu/projects/glove/

explained
components  is
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lary) . The next subsection also presents results
using word2vec embeddings trained on Google
News dataset ©.

3.1 Word Similarity Benchmarks

We use the standard word similarity benchmarks
summarized in (Faruqui and Dyer, 2014) for eval-
uating the word vectors.

Dataset: The datasets (Faruqui and Dyer, 2014)
have word pairs (WP) that have been assigned sim-
ilarity rating by humans. While evaluating word
vectors, the similarity between the words is calcu-
lated by the cosine similarity of their vector repre-
sentations. Then, Spearman’s rank correlation co-
efficient (Rho x 100) between the ranks produced
by using the word vectors and the human rankings
is used for the evaluation. The reported metric in
our experiments is Rho x 100. Hence, for bet-
ter word similarity, the evaluation metric will be
higher.

Baselines: To evaluate the performance of our al-
gorithm, we compare it against different schemes
of combining the post-processing algorithm with
PCA 7 as following baselines:

e PCA: Transform word vectors using PCA.

o P+PCA: Apply PPA (Algorithm 1) and then
transform word vectors using PCA.

o PCA+P: Transform word vectors using PCA
and then apply PPA.

These baselines can also be regarded as ab-
lations on our algorithm and can shed light on
whether our intuitions in developing the algorithm
were correct. In the comparisons ahead, we rep-
resent our algorithm as Algo-N ,where N is the
reduced dimensionality of word embeddings. We
use the scikit-learn (Pedregosa et al., 2011) PCA
implementation.

Evaluation Results: First we evaluate our algo-
rithm on the same embeddings against the 3 base-
lines, we then evaluate our algorithm across word
embeddings of different dimensions and different
types. In all the experiments, the threshold param-
eter D in the PPA algorithm was set to 7 and the
new dimensionality after applying the dimension-
ality reduction algorithms, IV was set to %, where

5 github.com/facebookresearch/fastText/

¢ https://code.google.com/archive/p/word2vec/ 7 Generic
non-linear dimensionality-reduction techniques performed
worse than baselines, presumably because they fail to
exploit the unique geometrical property of word embeddings
discussed in section 2.


nlp.stanford.edu/projects/glove/
github.com/facebookresearch/fastText/

Table 1: Performance (Rho x 100) of Algo. 2 on different embedding and dimensions across multiple datasets.

Bold represent the best value in each column.

Dataset M WS M VE WS RW Men RG MC Sim WS YP
Turk 353 Turk RB -353 Stan -TR -65 -30 Lex -353 -130

-771 SIM -287 -143 | -ALL | ford -3K -999 -Rel
Glove-300D 65.01 | 66.38 | 63.32 | 30.51 | 60.54 | 41.18 | 73.75 | 76.62 | 70.26 | 37.05 | 57.26 | 56.13
PCA-150D 52.47 | 52.69 | 56.56 | 28.52 | 46.52 | 27.46 | 63.35 | 71.71 | 70.03 | 27.21 | 41.82 | 36.72
P+PCA-150D | 65.59 | 70.03 | 63.38 | 39.04 | 66.23 | 43.17 | 75.34 | 73.62 | 69.21 | 36.71 | 62.02 | 55.42
PCA-150D+P | 63.86 | 70.87 | 64.62 | 40.14 | 66.85 | 40.79 | 75.37 | 74.27 | 72.35 | 33.81 60.5 50.2
Algo-150D 64.58 | 71.61 | 63.01 | 42.24 | 67.41 | 4221 | 758 | 7571 | 74.8 | 35.57 | 62.09 | 5591
FastText-300D | 66.89 | 78.12 | 67.93 | 39.73 | 73.69 | 48.66 | 76.37 | 79.74 | 81.23 | 38.03 | 68.21 | 53.33
Algo-150D 67.29 | 774 | 66.17 | 34.24 | 73.16 | 47.19 | 76.36 | 80.95 | 86.41 | 3547 | 69.96 | 50.9
Glove-200D 62.12 | 6291 | 61.99 | 28.45 | 57.42 | 3895 | 71.01 | 71.26 | 66.56 | 34.03 | 54.48 | 52.21
Algo-100D 61.99 | 6843 | 63.55 | 36.82 | 65.41 | 39.8 | 74.44 | 71.53 | 69.83 | 34.19 | 61.56 | 49.94
Glove-100D 58.05 | 60.35 | 61.93 | 30.23 | 52.9 | 36.64 | 68.09 | 69.07 | 62.71 | 29.75 | 49.55 | 4543
Algo-50D 58.85 | 66.27 | 64.09 | 33.04 | 62.05 | 36.64 | 70.93 | 64.56 | 68.79 | 29.13 | 59.55 | 41.95

d is the original dimensionality. The value of pa-
rameter D was set to 7, because from Figure 1,
we observe that the top 7 components are dispro-
portionately contributing to the variance. Choos-
ing a lower D will not eliminate the disproportion-
ately dominant directions, while choosing a higher
D will eliminate useful discriminative information
from the word vectors. We choose N = %l as
we observed that going below half the dimensions
(N < %) significantly hurts performance of all
embeddings.

Results Across Different Baselines: Table 1
shows the results of different baselines on the 12
datasets. As expected from discussions in Sec-
tion 2, our algorithm achieves the best results on
6 out of 12 datasets when compared across all
other baselines. In particular, the 150-dimension
word embeddings constructed with our algorithm
performs better than the 300-dimension embed-
dings in 7 out of 12 datasets with an average im-
provement of 2.74% across the 12 datasets, thus
performing significantly better than PCA, PCA+P
baselines and beating P+PCA baseline in 8 out of
the 12 tasks.

Results Across Different Embeddings: Table 1
also shows the results of our algorithm on 300-
dimension fastText embeddings, 100-dimension
Glove embeddings and 200-dimension Glove em-
beddings. In fastText embeddings, the 150-
dimension word vectors constructed using our al-
gorithm gets better performance on 4 out of 12
datasets when compared to the 300-dimension em-
beddings. Overall, the 150-dimension word vec-
tors have a cumulative score of 765.5 against the
771.93 of the 300-dimension vectors. The per-
formance is similar to the 300-dimension em-
beddings with an average performance decline of

0.53% across the 12 datasets. With Glove em-
beddings of 100 and 200 dimensions, our algo-
rithm leads to significant gains, with average per-
formance improvements of 2.6% and 3% respec-
tively over the original embeddings and achieves
much better performance on 8 and 10 datasets re-
spectively. Another observation is the embeddings
generated by reducing Glove-200D to 100 dimen-
sions using our algorithm outperform the original
Glove-100D embeddings, with an average perfor-
mance improvement of 6% across all 12 datasets.
Hence, empirical results validate that our algo-
rithm is effective in constructing lower dimension
word embeddings, while maintaining similar or
better performance than the original embeddings.

3.2 Downstream Tasks

Embeddings obtained using the proposed dimen-
sionality reduction algorithm can be used as direct
features for downstream supervised tasks. We ex-
perimented with textual similarity tasks (27 data-
sets) and text classification tasks (9 data-sets) to
show the effectiveness of our algorithm. We used
the SentEval (Conneau and Kiela, 2018) toolkit for
all our experiments. In all cases, sentences were
represented as the mean of their words’ embed-
dings and in the classification tasks, logistic re-
gression was used as the classifier. Table 2 give
an overview of the downstream tasks we evaluated
our reduced representation.

Table 2: Downstream Task Overview

Task # of Datasets
Textual Classification Task 9
Sentence Similarity Task 527

238



Sentence Similarity Task: We further evaluate
our algorithm against the baselines on the Se-
mEval dataset (2012-2016) which involved 27 se-
mantic textual similarity (STS) tasks (2012 - 2016)
(Agirre et al., 2012), (Agirre et al., 2013), (Agirre
et al., 2014), (Agirre et al., 2015), and (Agirre
et al., 2016). The objectives of these tasks are to
predict the similarity between two sentences. We
used the average Spearmans rank correlation coef-
ficient (Rho x 100) between the predicted scores
and the ground-truth scores as the evaluation met-
ric. Table 4 show performance of all reduction
methods with varying reduction dimensions. Fig-
ure 3 - 8 compare performance of all reduction
methods with varying reduction dimensions (in
all these figures, X-axis represents the number of
dimensions of reduced embeddings while Y-axis
represents the score: Rho x 100). Similar to pre-
vious observations® our reduction technique out-
performs all other baselines.

Textual Classification Task: We also performed
the experiments on several textual classifica-
tion tasks using SentEval (Conneau and Kiela,
2018) toolkit, which includes binary classification
(MR, CR, SUBJ, MPQA), multiclass classification
(SST-FG, TREC), entailment (SICK-E), seman-
tic relatedness (STS-B) and Paraphrase detection
(MRPC) tasks, across a range of domains (such as
sentiment, product reviews etc). We observe that
our embedding is effective on downstream clas-
sification tasks and can effectively reduce the in-
put size and the model parameters without distinc-
tively reducing the performance (<= 1.0%). Ta-
ble 3 compares the accuracy of reduced embed-
dings for multiple dimensions to the original em-
beddings on classification for several datasets. It
can be clearly seen that the reduced embeddings
at 200-D perform comparable to the orignal em-
beddings. The results confirm that ° one can ef-
fectively reduce the input size and the model pa-
rameters without distinctively reducing the perfor-
mance (<= 1.0%).

3.3 Analysis and Discussion

The performance of reduced embeddings matches
that of unreduced embeddings in a range of word

8 We only report the results with Glove embedding, how-
ever we obtain similar observations with other embeddings
such as fasttText and word2vec. ® We used the com-
monly used pre-trained 300 dimensional embeddings trained
on wikipedia for our experiments. Lower-dimensional pre—
trained embeddings trained on wikipedia were unavailable for
most embedding types.
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Table 3: Comparison of performance (in terms of test accuracy) on several classification datasets with original
embeddings and the reduced embeddings obtained using the proposed algorithm. Bold represents the reduced
embeddings performance with is within <= 1% of the original 300D dimensional embeddings.

Model MR CR | SUBJ | MPQA | STS-B | SST | TREC | SICK-E | MRPC
-FG

Glove-300D 75.59 | 7831 | 91.58 86.88 78.03 41 68 78.49 71.48
Algo-50D 66.52 | 7049 | 85.6 71.5 68.92 | 3548 50 73.25 71.01
Algo-100D 7043 | 7534 | 88.31 82.3 71.99 | 38.42 55 75.6 71.42
Algo-150D 7345 | 7743 | 89.86 85.59 76.33 | 40.18 59.6 76.76 71.54

Algo-200D 75.23 | 78.17 | 90.61 86.51 78.09 | 41.36 65.4 77.35 73.1
word2vec-300D | 77.65 | 79.26 | 90.76 88.3 61.42 | 42.44 83 78.24 72.58
Algo-50D 71.84 | 72.79 | 88.1 83.53 54.89 | 39.37 64.6 73.03 71.07
Algo-100D 73.89 | 75.65 | 89.56 84.81 59.54 | 39.95 69 74.97 71.42
Algo-150D 75.88 | 77.06 | 90.01 86.13 61.42 | 41.27 73.4 76.42 71.19
Algo-200D 76.77 | 77.88 | 90.15 86.9 61.5 41.45 71.4 76.98 71.77
fastText-300D | 78.23 | 80.4 | 92.52 87.67 68.33 | 45.02 85.8 79.2 73.04
Algo-50D 71.23 | 75.36 | 87.88 82.25 57.01 | 38.87 66.8 71.91 72.06
Algo-100D 73.94 | 77.64 | 89.88 84.34 62.67 | 40.86 72.8 74.79 73.16
Algo-150D 75.52 | 78.2 | 90.96 86.18 63.46 414 75.2 75.06 73.39
Algo-200D 7718 | 79.76 | 91.6 86.64 64.32 | 43.48 774 76.76 72.93
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and sentence similarity tasks. Considering the fact
that semantic textual similarity (Majumder et al.,
2016) is an important task across several fields,
the resulting gains in efficiency, resulting from an
efficient embeddings reduction, can prove useful
to a range of applications. We obtain good per-
formance on the similarity tasks since the pro-
posed algorithm effectively exploits the geome-
try of the word embeddings (Mu and Viswanath,
2018) to reduce irrelevant noise in the word rep-
resentations. In the sentence classification tasks,
the reduced embeddings suffer from a slight per-
formance loss in terms of test accuracy, which we
suspect is due to the limitation of variance based
techniques themselves in the context of word em-
beddings, i.e. owing to the disproprortionate dis-
tribution of linguistic features across the princi-
pal components themselves. Therefore, the loss of



STS-12 200 150 100 50
PCA 51.32 50.39 48.68 46.15
ALGO 53.76 53.34 51.56 48.46
PCA-PPA | 51.76 5126 49.12 4245
PPA-PCA | 5191 5091 49.27 46.73
Glove 5142 5126 51.1 51.33
STS-13 200 150 100 50
PCA 46.51 44.16 40.8 3547
ALGO 5847 58.08 53.51 48.42
PCA-PPA | 56.71 5426 50.11 43.46
PPA-PCA | 56.98 55.12 5243 4594
Glove 47.1 46.19 45.27 45.06
STS-14 200 150 100 50
PCA 53.33 51.66 49.86 44.95
ALGO 62.33 62.32 60.85 564
PCA-PPA | 61.62 61.04 58.59 54.24
PPA-PCA | 61.66 61.13 58.84 54.67
Glove 52.56 51.44 5031 49.71
STS-15 200 150 100 50
PCA 57.11 55.82 53.81 4991
ALGO 68.1 6735 6646 60.95
PCA-PPA | 6549 64.78 61.17 56.23
PPA-PCA | 6548 6492 6249 57.55
Glove 56.18 55.04 53.89 53.29
STS-16 200 150 100 50
PCA 5432 52.86 49.16 44.56
ALGO 67.3 6689 64.48 60.01
PCA-PPA | 65.06 63.86 60.07 55.27
PPA-PCA | 65.36 64.12 61.16 54.89
Glove 53.52 5233 51.14 51.8
STS Average | 200 150 100 50
PCA 52.52 5098 48.29 3531
ALGO 6199 61.6 59.37 54.85
PCA-PPA | 60.13 59.04 55.81 50.33
PPA-PCA | 60.28 59.24 56.84 51.96
Glove 52.16 51.25 50.34 50.24

Table 4: Performance in terms of (Rho x 100) be-
tween the predicted scores and the ground-truth scores
for STS tasks.

information which is decorrelated with principal
components (or the amount of variance explained)
leads to decline in performance, since those prop-
erties of the embedding space are lost upon dimen-
sionality reduction.

Another interesting analysis is to compare the
performance of the reduced embeddings against
state-of-the-art neural techniques on each of the
datasets in Tables 3 and 4. In particular, the per-
formance of the reduced embeddings of 200 di-
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mensions (using Glove) obtained using the pro-
posed algorithm suffers from an average drop of
4.1% in Spearman’s Rank correlation scores (x
100) across the five sentence similarity datasets in
Table 4, when compared against 4096 (20X more)
dimensional sentence encoding obtained using In-
ferSent '° (Conneau et al., 2017). In the 9 sen-
tence classification datasets, described in Table 3,
the 200 dimensional reduced embeddings lead to
an average drop of 7.3% in accuracy scores when
compared against the 4096 dimensional Infersent
encodings. If we exclude TREC (on which all pre-
trained embeddings perform poorly), then the 200
dimensional embeddings lead to an average drop
of 5.4% when compared against the 4096 dimen-
sional InferSent encodings, across the remaining 8
sentence classification tasks in Table 3.

4 Comparison with Related Work

Most of the existing work on word embedding
size reduction focuses on quantization (e.g. (Lam,
2018), which requires retraining with a different
training objective), compression or limited preci-
sion training. In particular, (Ling et al., 2016)
tries to reduce the embeddings’ memory footprint
by using limited precision representation during
word embedding use and training while (Andrews,
2016) tries to compress word embeddings using
different compression algorithms and (Shu and
Nakayama, 2017) uses compositional coding ap-
proach for constructing embeddings with fewer
parameters. There hasn’t been much study on di-
mensionality reduction for word embeddings, with
a general consensus on the use of publicly re-
leased pre-trained word embeddings of 300 di-
mensions, trained on large corpora (Yin and Shen,
2018). A recent work (Yin and Shen, 2018) has
addressed the issue of exploring optimal dimen-
sionality by changing the training objective, in-
stead of dimensionality reduction. However, in
this paper we mainly focus on the dimensionality
reduction of the widely used pre-trained word em-
beddings (word2vec, Glove, fastText) and show
that we can half the standard dimensionality by
effectively exploiting the geometry of the embed-
ding space. Therefore, our work is the first to
extensively explore directly reducing the dimen-
sionality of existing/pre-trained word embeddings,
making it both different and complementary to the
existing methods.

1 https://github.com/facebookresearch/InferSent



5 Conclusions and Future Work

Empirical results show that our method is effec-
tive in constructing lower dimension word embed-
dings, having similar or (more often) better perfor-
mance than the original embeddings. This could
allow the use of word embeddings in memory-
constrained environments. In future, an interest-
ing area to explore would be the application of
compressed and limited precision representations
on top of dimensionality reduction to further re-
duce the size of the word embeddings. Deriv-
ing an algorithm to choose D, N and the lev-
els of post-processing automatically, while opti-
mizing for performance could also make the di-
mensionality reduction pipeline simpler for down-
stream applications. Further, owing to the growing
popularity of contextualized embeddings such as
ElMo (Peters et al., 2018) and BERT (Devlin et al.,
2018), it would be interesting to explore whether
the geometric intuitions used for developing the
proposed algorithm for word embedding dimen-
sionality reduction could be leveraged for contex-
tualized embeddings as well.
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