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Abstract

Lexical simplification systems replace com-
plex words with simple ones based on a model
of which words are complex in context. We
explore how users can help train complex word
identification models through labelling more
efficiently and reliably. We show that us-
ing an interface where annotators make com-
parative rather than binary judgments leads
to more reliable and consistent labels, and
explore whether comparative judgments may
provide a faster way for collecting labels.

1 Introduction

In this paper, we address the use of machine
learning (ML) for natural language readability as-
sessment concerned with the identification of fac-
tors that affect a reader’s understanding, reading
speed and level of interest (Dale and Chall, 1949).
We focus on lexical simplification, which aims
to adapt text by replacing contextually complex
words with more accessible meaning-equivalent
alternatives: e.g. replacing ameliorate with im-
prove in the context like “They aimed to amelio-
rate — improve the situation.” Lexical simpli-
fication can be framed as a two step procedure,
where the algorithm needs to first identify which
words (or more specifically word senses) in con-
text require simplification, and then replace them
with simpler alternatives. The first step is com-
monly referred to as complex word identification
(CWI) (Shardlow, 2013).

In supervised ML, algorithms are trained us-
ing data that is labelled according to a target con-
cept (Kulesza et al., 2014). In the CWI task, the
concept is word complexity in context, which for
a human reader may combine multiple factors that
a machine tries to learn from the data. Labelling
of large data sets is time-consuming and costly,
and often carried out using crowd-sourcing plat-
forms such as Amazon Mechanical Turk (Paolacci
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et al., 2010). For the CWI task, crowd-source
workers have in the past been employed to iden-
tify which words within a training dataset are com-
plex: for example, given a sentence “They aimed
to ameliorate the situation”, the annotators might
identify ameliorate as complex. Labelled datasets
collected this way are then used to train a model
that can predict previously unseen words’ com-
plexity. Prior work on labelling of CWI datasets
has found that annotation of word complexity is
challenging, yielding relatively low levels of inter-
annotator agreement such as a = 0.244 (Paetzold
and Specia, 2016) and x = 0.398 (Specia et al.,
2012).

In this paper, we show that representing the con-
cept of word complexity in a continuous manner
results in higher inter-annotator agreement than
using binary labels. In particular, we investigate
the following hypothesis:

Hypothesis 1 (H1): Do comparative judgments
for CWI lead to higher inter-annotator agreement
and higher quality labelled data than binary judg-
ments?

Furthermore, this paper poses the following
questions regarding the general setting of the CWI
annotation experiments:

1. Does controlling for the homogeneity of the
group of annotators with respect to their
age, education level and native language con-
tribute to higher agreement?

2. Can comparative judgments be made in a sig-
nificantly shorter period of time than binary
judgments for word complexity?

2 Background
2.1 Collecting Complex Word Labels

CWI is an essential first step in the lexical simpli-
fication pipeline, and has recently received signif-
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icant attention (Shardlow, 2013). However, there
are few labelled datasets suitable for CWI training,
and those that exist have a number of drawbacks:

e The homogeneity of the annotator group is
usually not controlled for, meaning that la-
bels are provided by individuals with vari-
ous backgrounds, conflating factors such as
age, native language and education. We be-
lieve that it is important to clearly define and
control for such factors, especially since the
reading needs of different groups vary sub-
stantively;
The annotation task is often presented as a bi-
nary decision, with annotators being asked to
label each word as either complex or not. In-
tuitively, word complexity is expected to be
a continuum, meaning that scalar or rank ap-
proaches should be more appropriate;
Perhaps as a consequence of these two fac-
tors, the inter-annotator agreement for the la-
bels is very low — lower than would be ex-
pected to support consistent empirical results
when training ML algorithms (Cohen, 1968;
Krippendorft, 2004; Bhowmick et al., 2008).

The first labelled CWI dataset was collected for
the 2012 iteration of the SemEval Task 1 (Specia
et al., 2012). This dataset was based on the data
from McCarthy and Navigli (2007) which focused
on word substitutions. The training set was anno-
tated by 4 people while the test set was annotated
by 5. In the labelling task, annotators were shown
a short input text and a target word in English. For
the target word, several possible substitutions were
provided and annotators were asked to rank these
substitutions according to their simplicity, e.g.:
(1) Gold: clear, bright, light, well-lit
Since the original words were provided as the in-
put, this task was primarily focused on ranking
substitution candidates rather than the CWI step.
The inter-annotator agreement was measured us-
ing Cohen’s Kappa coefficient by calculating « for
each pair of annotators, and then averaging over
all pairs to derive the final score. The  value was
0.386 for the training and k=0.398 for the test set.
Cohen’s suggested interpretation is that values in
the range of 0.21—0.40 represent minimal agree-
ment (Cohen, 1968). Specia et al. (2012) report
that, while these scores are low, they correctly re-
flect the highly subjective nature of the annotation
task.

A second CWI dataset was collected and an-
notated for the 2016 SemEval Task 11 (Paetzold
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and Specia, 2016). Rather than aiming for a mea-
sure of word complexity, this task was designed
to evaluate systems that would identify if target
words in context were complex or not. Labels
were collected from 400 non-native annotators
aged between 18 and 66, having 45 language back-
grounds. Annotators were asked to select words
within a sentence that they considered to be com-
plex. The total dataset contained 9, 200 sentences.

Inter-annotator agreement was calculated using
Krippendorff’s « agreement coefficient (Hayes
and Krippendorff, 2007) for each set of 10 sen-
tences, and each sentence was annotated by 20
volunteers. Krippendorff’s « is more appropri-
ate than the x coefficient for multiple annotators
as well as binary and ordinal labelling schemes
(Antoine et al., 2014). When interpreting the «
coefficient, Krippendorff suggests that «>0.667
is the lowest conceivable limit for tentative con-
clusions (Krippendorff, 2004). F-scores showed
significant difference in annotations (p<<0.05) be-
tween the age bands. Paetzold and Specia (2016)
reported the quantitative differences in the annota-
tion by the different age and language proficiency
groups of annotators, however these differences
were not further investigated or controlled for.

Finally, the CWI dataset in the CWI 2018
shared task (Yimam et al.,, 2018) was based
on the dataset by Yimam et al. (2017) and
contained data representing three different gen-
res: Wikipedia, professionally-written and non-
professionally written news.  Annotations for
this data were collected from 20 annotators us-
ing the MTurk platform. To counteract previ-
ous low inter-annotator agreement, the annotators
were incentivized to maximize agreement. The
inter-annotator agreement (IAA) was not reported,
meaning that this dataset cannot be directly com-
pared with the other two datasets. However, it is
worth noting that nearly 30% of the words were
annotated as complex by only a single annotator,
while only 1.1% were annotated as complex by all
20 annotators.

Data | IAA Statistic Interpretation
2012 | k = 0.386, 0.398 | minimal agreement
2016 | a = 0.244 inconclusive

2018 | 1% unanimous idiosyncratic

Table 1: Standard of inter-annotator agreement in pre-
vious CWI datasets

In summary, Table 1 shows low values of the



statistical measures for each of the three previous
datasets. High inter-annotator agreement is a key
requirement for the usability of an annotated cor-
pus, whereas inconsistent or noisy annotation con-
tributes to poor classifier performance (Bhowmick
et al., 2008).

2.2 Approaches to Labelling

It is widely understood that machine learning sys-
tems are limited by the quality of the labelled
training data. One approach to improving the per-
formance of such systems is to treat the human la-
beller(s) as a source of noise (Frénay and Verley-
sen, 2014) who can be modelled statistically (Yan
etal., 2010) in order to more accurately identify an
underlying ground truth. Noise estimation can be
improved if multiple labels are obtained for each
item in the training set in order to model incon-
sistency (Ipeirotis et al., 2014), or if a distribu-
tion of label values can be used as a basis for re-
jecting outliers (Brodley and Friedl, 1999). How-
ever, these approaches presume that there is a sin-
gle correct label for each data point. For our task
of word complexity, different reports of complex-
ity may be equally valid for different raters, which
means that rather than a single underlying ground
truth, the concept itself is individually variable.

Several of the human factors elements can be
addressed through the use of pairwise compari-
son, where labellers make relative judgments to
compare training items, rather that attempting to
characterize each item independently against an
abstract conceptual category, for which they are
expected to have a stable definition and associ-
ated membership criteria. In the context of la-
belling, comparative judgments are used to com-
pare how well the training items correspond to the
required concept. Carterette et al. (2008) demon-
strate that this method can facilitate judgments
for information retrieval applications. Compara-
tive judgments have also been used in gamified
labelling (Bennett et al., 2009), where cooperat-
ing players reduce the set of alternative items until
agreement is reached.

Recent work has looked into the application of
comparative judgments to labelling as opposed to
assignment of categorical values and scores on
a scale (Simpson et al., 2019; Yang and Chen,
2011; Kingsley and Brown, 2010). Simpson et al.
(2019) note that comparative judgments are suit-
able for abstract linguistic properties, whose na-
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eoe Study
Task 1 INSTRUCTIONS

Assume the following sentences are meant for non-native language learners, children, or
people with disabilities.

Please mark words that you think would be hard to understand by clicking them.

Select at least 3 words per section.

Regime forces launched an offensive on Rastan at the
weekend but met with sharp resistance from rebels seeking

the ouster of the regime of President Bashar al-Assad.

Click for next sentence

Task 2 INSTRUCTIONS
Assume the following sentences are meant for non-native language learners, children, or people
with disabilities.

Please rank the highlighted words according to their complexity by typing them in the below
boxes, if equal complexity place words next to each other.

Most Complex | Ouster

Regime

offensive resistance

Least Complex

Regime forces launched an offensive on Rastan at the

weekend but met with sharp resistance from rebels seeking

Click for next
sentence

the ouster of the regime of President Bashar al-Assad.

Figure 1: Labelling interfaces used in the study: Task
1 represents the binary annotation task, Task 2 — the
ranking annotation task.

ture can cause inconsistencies in the assigned nu-
merical scores. In this work, we assume that word
complexity is an instance of such abstract linguis-
tic property. In addition, it has been showed be-
fore that comparative labelling allows a total sort-
ing of items and can reduce the time taken to
label a dataset (Yang and Chen, 2011; Kingsley
and Brown, 2010; Kendall, 1948). In the context
of CWI and text simplification systems, the rela-
tive nature of word complexity and comparative
labels can be utilized to help the systems focus
on the most complex words in text (Gooding and
Kochmar, 2019).

Finally, such factors as interface design (the
simplicity of the interface and clarity of the in-
structions), representation of target concept, and
recruitment of annotators (expertise or knowledge
found in specific subgroups) are key to the relia-
bility of annotation (Sarkar et al., 2016).

3 Study

In this paper we aim to study three points of
interest: (1) whether controlling for such fac-
tors as age, level of education and native lan-
guage of the annotator group in the task of com-
plex word identification would yield higher inter-
annotator agreement than reported in the previous
studies; (2) whether modelling the labelling con-



cept as a comparative judgment better represents
the concept of word complexity than categorical
judgment, thus improving inter-annotator agree-
ment measures; and (3) whether using compara-
tive judgments is a more time-efficient way of la-
belling complex words. To investigate these, we
performed a study using 30 annotators. The entire
annotation process took approximately 25 minutes
per participant. The participants were selected ac-
cording to the following criteria: the same first
language (English), the same level of educational
background (graduate degree) and within a similar
age range of 21-30. These initial criteria were mo-
tivated by the high availability of native speaking
participants. In addition, by restricting the back-
ground of the participants, we aimed to show that
homogeneity of the group of annotators can lead
to higher inter-annotator agreement.

Two alternative interfaces, shown in Figure 1,
were designed. We used a within-subjects design,
in which each of the 30 annotators labelled 20 sen-
tences (10 sentences per interface). The 20 sen-
tences were extracted from the dataset of Yimam
et al. (2017), which was chosen as the most re-
liable dataset for the task of CWI having yielded
the best empirical results to date (Yimam et al.,
2018). All sentences used in this study were se-
lected from professionally written news, and were
chosen to contain hard, medium and low complex-
ity words as illustrated in Example 2. These words
were selected using previous annotations reported
for this dataset (Yimam et al., 2017). The propor-
tion of annotators that mark a word as complex
indicates the likelihood of the word being com-
plex. We approximate the complexity strength us-
ing these measures, where the class boundaries are
defined as: hard € [10,20], medium € [6,9], low
€ [1,5].

2) Hard: politicizing (14)
Medium: warily (9)
Low: trip (2)

This example shows words of different levels of
complexity with the number of annotators that
have marked them as complex (Yimam et al.,
2017). Note that contrary to the study of Spe-
cia et al. (2012), where the annotators were asked
to rank synonyms of approximately equal com-
plexity, we ask them to rank words of different
complexity. Having clear category differences has
been shown to reduce cognitive load, thereby in-
creasing labelling efficiency (Sarkar et al., 2016).
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The first interface presented the labelling task
as a classification exercise, allowing annotators to
choose and label complex words by clicking on
them. At least three words had to be selected be-
fore moving to the next sentence to ensure annota-
tors’ engagement in the task. The second interface
presented the labelling task as a ranking exercise
where words could be ordered according to their
relative complexity. Words were ordered by re-
entering them into a table with the position indi-
cating the least to most complex words.

In both experiments, participants were asked to
assume that the textual content was intended for a
target audience of non-native language learners or
people with reduced reading skills. To control for
order effects, half the participants performed task
1 first, and half performed task 2 first.

4 Results

For the binary task, 62 distinct words from the 10
sentences were marked as complex by annotators.
Two inter-annotator agreement measures are cal-
culated for the binary and ranking tasks — Cohen’s
Kappa and Krippendorff’s Alpha. The Kappa co-
efficient represents the average of scores across all
pairs of raters for consistency with previous CWI
studies. The inter-annotator agreement scores as
well as the average labelling time per sentence are
shown in Table 2.

Comparative  Binary

Judgment Judgment
Kappa Coefficient 0.6775 0.3937
Alpha Coefficient 0.6821 0.4960
Avg Time (s) 28.77 38.69

Table 2: Results of the study

Using the Kappa interpretations (Cohen, 1968),
the comparative (ranking) labelling task has a
moderate level of agreement, whereas the agree-
ment in the binary annotation task is minimal,
showing that the comparative judgment leads to a
higher level of agreement than the binary categori-
sation judgment. At the same time, according to
McHugh (2012), since the annotations obtained in
our comparative judgment study result in a x value
above 0.60, they can be considered reliable. The
a coefficient for the comparative judgment data
also reflects this finding as it is above the required
0.667 threshold. This supports our hypothesis HI.

We note that the level of agreement in our bi-
nary annotation task is higher than the level of



agreement for the previously reported binary an-
notation tasks (o« = 0.496 vs @ = 0.244 in Paet-
zold and Specia (2016)). We also note that the
level of agreement in our comparative judgment
annotation task is higher than that in the previ-
ously reported studies (x = 0.6775 vs k = 0.398
in Specia et al. (2012)). We hypothesize that this
is due to the more homogeneous group of annota-
tors in our study, though this requires a more thor-
ough investigation of the contributing factors and
we leave the more controlled experimentation with
various annotator backgrounds to the future.

We also note, that the average time per sen-
tence for the ranking task is 9.92 seconds shorter
than that for the binary task. Whilst this is partly
expected due to the complex words being pre-
selected, the annotator is still required to read and
consider the words within context. These results
suggest that ranking is a more efficient mecha-
nism for collecting complex word annotations that
results in a higher annotator reliability than tradi-
tional approaches. The statistical significance be-
tween annotation times was tested using an un-
paired t-test and was found to be highly signifi-
cant (p=0.001). We note that the current setting
does not control for the differences in the two user
interfaces or take into account the pre-annotation
required to identify words in the ranking task, and
leave more thorough experimentation on the com-
parative efficiency of the different approaches to
labelling to the future.

5 Discussion and Future Work

This study demonstrates the advantage of annotat-
ing datasets using comparative judgments rather
than binary classifications, both for efficiency and
accuracy. Comparative labels are used relatively
rarely in ML research at present, but our results
suggest that this may be a more reliable basis for
training such models in future, especially where
the phenomenon to be modelled relies on human
experience (Simpson et al., 2019).

A further advantage of constructing rankings
rather than classifications is that we are able to
infer additional labels without the need for fur-
ther annotation, by using a pre-labelled framework
(Sarkar et al., 2016). In particular, whereas we
only get binary labels for the words in a binary
setting, the relative ranking can be extended to
the full dataset, thus increasing the size of the la-
belled data without additional effort. A number
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of methods for learning total sorting from sparsely
annotated data have been proposed in the litera-
ture (Simpson and Gurevych, 2018; Marley and
Louviere, 2005; Thurstone, 1927).

Our results also show higher agreement coeffi-
cients for both binary and relative judgment tasks
when compared to previously collected datasets.
This supports the case that the concept of word
complexity, and thus the level of agreement, is
aligned between individuals that share a common
background, as for our sample. This empha-
sizes the importance of considering the annota-
tor group carefully when constructing annotated
training corpora, or carrying out labelling exper-
iments. This paper sets the benchmarks for the
CWI annotation experiments with a homogeneous
group of native speaking annotators using inter-
faces for collecting comparative and binary judg-
ments. The future steps for this research include:
(1) more thorough investigation of effects of an-
notator group homogeneity on the inter-annotator
agreement, and (2) more detailed study of the ef-
ficiency of the comparative judgments as opposed
to binary judgments.

Finally, although in this work we have focused
on the CWI task, our results are potentially appli-
cable to other natural language tasks where spe-
cific user experiences like simplicity must be mod-
elled as an ordering so that they can be optimized
or personalized.
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