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Preface

This volume contains the papers presented at BSNLP-2019: the Seventh Workshop on Balto-Slavic
Natural Language Processing. The workshop is organized by ACL SIGSLAV—the Special Interest
Group on NLP in Slavic Languages of the Association for Computational Linguistics.

The BSNLP workshops have been convening for over a decade, with a clear vision and purpose. On
one hand, the languages from the Balto-Slavic group play an important role due to their widespread
use and diverse cultural heritage. These languages are spoken by about one-third of all speakers of the
official languages of the European Union, and by over 400 million speakers worldwide. The political
and economic developments in Central and Eastern Europe place societies where Balto-Slavic languages
are spoken at the center of rapid technological advancement and growing European consumer markets.

On the other hand, research on theoretical and applied NLP in some of these languages still lag behind the
“major” languages, such as English and other Western European languages. In comparison to English,
which has dominated the digital world since the advent of the Internet, many of these languages still lack
resources, processing tools and applications—especially those with smaller speaker bases.

The Balto-Slavic languages pose a wealth of fascinating scientific challenges. The linguistic phenomena
specific to the Balto-Slavic languages—complex morphology and free word order—present non-trivial
problems for the construction of NLP tools, and require rich morphological and syntactic resources.

The BSNLP workshop aims to bring together researchers in NLP for Balto-Slavic languages from
academia and industry. We aim to stimulate research, foster the creation of tools and dissemination of
new results. The Workshop serves as a forum for the exchange of ideas and experience and for discussing
shared problems. One fascinating aspect of Slavic and Baltic languages is their structural similarity, as
well as an easily recognizable lexical and inflectional inventory spanning the groups, which—despite the
lack of mutual intelligibility—creates a special environment in which researchers can fully appreciate
the shared problems and solutions.

In order to stimulate research and collaboration further, we have organized the second BSNLP Challenge:
a shared task on multilingual named entity recognition. We have built a new and significantly larger
dataset than for the first shared task, organized in 2017. The data allows systems to be evaluated
on recognizing mentions of named entities (NEs) in documents, lemmatization of NEs, and cross-
lingual linking of NEs. This edition of the Challenge covers four Slavic languages—Bulgarian, Czech,
Polish and Russian—and five named entity types, namely: persons, organizations, locations, events, and
products.

We received 20 regular paper submissions, 11 of which were accepted for presentation.

The papers cover a range of topics. Two papers are related to lexical semantics, four to the development
of linguistic resources, four to information filtering, information retrieval, and information extraction.
Another group of four papers cover topics related to the processing of non-standard language or user-
generated content. Finally, one paper describes the NE Challenge.

Sixteen teams expressed interest in participating in the NE Challenge, of which eight submitted results.
Seven teams worked on NE recognition in all four languages. Five of the teams that participated in the
shared task also submitted system description papers. They are included in this volume, and their work
is discussed in the special session dedicated to the Challenge.

This Workshop’s presentations—the regular Workshop papers and the Shared Task Challenge—cover at
least nine Balto-Slavic languages: Bulgarian, Croatian, Czech, Polish, Russian, Slovak, Slovene, Serbian
and Ukrainian.
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This Workshop continues the proud tradition established by the earlier BSNLP workshops, which were
held in conjunction with the following venues:

1. ACL 2007 Conference in Prague, Czech Republic;

2. 1IS 2009: Intelligent Information Systems, in Krakéw, Poland;

3. TSD 2011: 14th International Conference on Text, Speech and Dialogue in Plzen, Czech Republic;
4. ACL 2013 Conference in Sofia, Bulgaria;

5. RANLP 2015 Conference in Hissar, Bulgaria;

6. EACL 2017 Conference in Valencia, Spain.

We sincerely hope that this work will help stimulate further growth of our rich and exciting field.

The BSNLP’2019 Organizers
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Unsupervised Induction of Ukrainian Morphological Paradigms for the
New Lexicon: Extending Coverage for Named Entities and Neologisms
Using Inflection Tables and Unannotated Corpora

Bogdan Babych
Centre for Translation Studies
University of Leeds

UK

b.babych@leeds.ac.uk

Abstract

The paper presents an unsupervised method
for quickly extending a Ukrainian lexicon by
generating paradigms and morphological fea-
ture structures for new proper names and ne-
ologisms, which are not covered by existing
static morphological resources. This approach
addresses a practical problem of modelling
paradigms for entities created by the dynamic
processes in the lexicon: this problem is es-
pecially serious for highly-inflected languages
in domains with specialised or quickly chang-
ing lexicon. The method uses an unanno-
tated Ukrainian corpus and a small fixed set
of inflection tables, which can be found in
traditional grammar textbooks. The advan-
tage of the proposed approach is that updat-
ing the morphological lexicon does not require
training or linguistic annotation, allowing fast
knowledge-light extension of an existing static
lexicon to improve morphological coverage on
a specific corpus. The method is implemented
in an open-source package on a GitHub repos-
itory. It can be applied to other low-resourced
inflectional languages which have internet cor-
pora and linguistic descriptions of their inflec-
tion system, following the example of inflec-
tion tables for Ukrainian. Evaluation results
show consistent improvements in coverage for
Ukrainian corpora of different corpus types.

1 Introduction

"Our language can be regarded as an
ancient city: a maze of little streets
and squares, of old and new houses,
of houses with extensions from various
periods, and all this surrounded by a
multitude of new suburbs with straight
and regular streets and uniform houses."
(Wittgenstein, 2009)

This metaphor from Wittgenstein’s ‘Philosophical
Investigations’ may be applied to two aspects of

the natural language lexicon, which so far have re-
ceived little attention in computational linguistics.
Firstly, like a city, the lexicon constantly evolves,
reflecting political and technical changes in the so-
ciety that take place very rapidly, so it may be in-
sufficient to design static lexical resources and to
expect that they would give the same high level
of corpus coverage once and for all: the lexi-
con needs to be constantly updated to reflect live
changes in the system. Secondly, even though
there may be many irregularities in the lexicon,
similar to ‘a maze of little streets’, this more of-
ten happens with an older lexical core, while new
words typically follow more ‘straight and regular’
patterns, so the task of updating the lexicon for
natural language applications may be facilitated
by this tendency.

This paper investigates the extent of the new
lexicon problem for different types of Ukrainian
corpora and further proposes and evaluates a
knowledge-light approach to extending lexical
coverage of morphological resources to neolo-
gisms (new words, meanings or usages) and new
single-word Named Entities (proper names) which
follow regular inflectional patterns. The scripts
and datasets which implement and evaluate the
proposed methodology are available on Github
(Babych, 2019).

Morphological annotation of the lexicon is an
important component for many natural language
processing pipelines, such as part-of-speech tag-
ging, morphological disambiguation, parsing, se-
mantic analysis, as well as for applications such
as machine translation, information extraction, ter-
minology detection, etc. For example, in part-
of-speech tagging the morphological lexicon nor-
mally supplies lemmas and associated sets of pos-
sible parts-of-speech and values of morphological
categories for each token (e.g., for Ukrainian this
would be values for the grammatical case: nom-

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 1-11,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



inative, genitive, dative, accusative, instrumental,
locative, vocative; number: singular, plural; gen-
der: masculine, feminine, neuter; person: 1st,
2nd, 3rd; mood: indicative, imperative, subjunc-
tive; tense: past, present, future, etc.). The tagger
then resolves any potential ambiguity using tran-
sition probabilities, trained neural networks, etc.
For any language the creation of a morphological
lexicon is difficult, because of a large number of
lexical types needed to achieve good corpus cov-
erage and also because of irregularities in word
paradigms (systems of inflected word forms, lem-
mas and associated morphological features). For
highly inflected Slavonic languages the creation of
the morphological lexicon is even more challeng-
ing, since most words have complex morphologi-
cal paradigms, which require fine-grained annota-
tion of parts-of-speech and their grammatical sub-
categories. Creation of high-quality morphologi-
cal resources for these languages often requires an
extensive effort over many years.

Like the majority of other Slavonic languages,
Ukrainian is a highly inflected language with the
‘synthetic’ grammar structure (where grammatical
relations are predominantly marked within con-
tent word forms), so the task of morphological
paradigm generation for it is not trivial. It is also
more critical for the accuracy of related tasks, such
as part-of-speech tagging, because of a larger po-
tential number of combinations of possible mor-
phological values: it is harder to guess the cor-
rect part-of-speech tag based on neighbouring tags
in the case of a missing word form. Ukrainian
paradigms for inflected parts of speech have be-
tween 7 and 28 distinct morphological feature
combinations and associated word forms for a sin-
gle lemma, and there is both regular and irreg-
ular ambiguity within and across different parts-
of-speech and lexicogrammatical classes of words
(i.e., animate vs. inanimate nouns, perfective vs.
imperfective verbs). In Ukrainian, as in other
highly-inflected languages most morphological in-
formation is supplied within the word rather than
by the context, so lexical gaps are more detrimen-
tal for correct prediction of inflected word forms
and their morphological characteristics.

For Ukrainian there exist wide-coverage lexi-
cal resources (see Section 2), however, extend-
ing them in a traditional rule-based way would in-
volve continuous annotation effort requiring lin-
guistic expertise and near-native knowledge of the

language, making it hard to keep up with most re-
cent lexical developments.

The approach proposed in this paper is designed
for the scenario where for a highly-inflected lan-
guage there exists a hand-crafted static morpho-
logical lexicon that covers potentially irregular
and more frequent lexical core. For extending this
lexicon to cover new regularly inflected entities
I use an internet corpus and small inflection ta-
bles from grammar textbooks, e.g., (Hryshchenko
et al., 1997), (Press and Pugh, 2015): such re-
sources would often be available for other low-
resourced languages, since the tasks that would
require linguistic expertise (i.e., creating the core
lexicon and inflection tables) need to be done only
once, so paradigms for new entities can be auto-
matically created whenever a new corpus becomes
available. Core static morphological lexicons have
been developed for several low-resourced lan-
guages, either as stand-alone resources or within
shared frameworks, such as Universal Dependen-
cies (Nivre et al., 2016), Apertium (Forcada et al.,
2011) (in the context of Machine Translation) or
Grammatical Framework (Ranta, 2011) (in limited
subject domains). However, the task of extend-
ing morphological lexicon in response to dynamic
processes in the lexical system, emergence of ne-
ologisms, new terminology or Named Entities has
not been systematically addressed so far.

The paper is organised as follows. In Section 2
I review some of the previous work in the area,
in Section 3 I describe the algorithm, datasets and
an experiment on generating paradigms, in Sec-
tion 4 I present experimental results on compara-
tive evaluation of lexical coverage on different cor-
pora for the baseline static morphological lexicon
and for the extended paradigms which cover the
new lexicon. Section 5 presents a discussion of ex-
amples of identified new entities and in Section 6
I summarise conclusion and ideas for future work.

2 Previous Work

Several projects have addressed the problem of de-
veloping the Ukrainian morphological lexicon and
morphological disambiguation strategies: (Pere-
byjnis et al., 1989), (Gryaznukhina, 1999), (Rysin
and Starko, 2019), (Kotsyba et al., 2009), (Kot-
syba et al., 2010), (Babych and Sharoff, 2016).
For the experiments presented in this paper I use
the most complete morphological toolkit from
(Rysin and Starko, 2019), which in its current



Corpus No of words No of sent
News 461,451,019 31,021,650
Wikipedia 185,645,357 15,786,948
Fiction 18,323,509 1,811,548
Law 578,988,264 29,208,302
Total 1,244,408,149 77,828,448

Table 1: Description of Ukrainian corpora from (Dy-
omkin et al., 2019).

implementation contains a wide-coverage lexicon:
366,846 Ukrainian lemmas, which are expanded
into 5,690,688 word forms with corresponding
morphological feature combinations.

We evaluate the coverage of this lexicon on
large Ukrainian corpora collected in lang-uk
project (Dyomkin et al., 2019), Table 1 is taken
from this source, it describes these collections.

Detailed overviews of different approaches to
developing morphological lexicons can be found
in (Ahlberg et al., 2015), (Koskenniemi et al.,
2018) and (Fam and Lepage, 2018). For our
purposes the existing approaches can be char-
acterised by their application scenarios and as-
sumptions about available datasets. Interesting
work has been done within the neural, supervised
and semi-supervised frameworks, e.g., (Ahlberg
et al., 2015), (Ahlberg et al., 2014), (Koskenniemi
et al., 2018), (Silfverberg et al., 2018), (Wolf-
Sonkin et al., 2018), (Kirov and Cotterell, 2018),
(Faruqui et al., 2016), (Faruqui et al., 2015), (Aha-
roni and Goldberg, 2016), (Cotterell et al., 2017).
Much of this work assumes availability of par-
tially labelled data, such as word paradigms and/or
clean datasets, such as lists of ‘headwords’ (lem-
mas) from which paradigms are generated. (Fam
and Lepage, 2018) identify three main approaches
to learning morphological inflection: the hand-
engineered rule-based approach, which requires
much cost and time for construction, the super-
vised approach, which relies on initial labelled
datasets and the neural approach, which needs
more training time and even more data. However,
for low-resource scenarios more attention need to
be given to unsupervised knowledge-light meth-
ods, which could make strong assumptions, e.g.,
based on compact linguistic descriptions of the in-
flection systems, but for the most part rely only un-
labelled data or resources that would be typically
available for low-resource languages.

A terminological note: in several papers, such

as (Ahlberg et al., 2015), (Silfverberg et al., 2018),
the term ‘paradigm’ is used to describe a gener-
alised inflection pattern, which could apply to a
class of words, while the term ‘inflection table’
characterises an individual system of inflection for
a single word. This usage differs from the tradi-
tional understanding of the notion of a paradigm
as a system of word forms for a given word, see
e.g., (Spencer, 2001). In this paper I adhere to
the traditional terminological usage for the term
‘paradigm’ as a system of word forms, and use the
term ‘inflection tables’ referring only to tables of
inflections, which may be attached to a class of
stems.

The problem of characterising dynamic pro-
cesses in the Ukrainian lexicon has been discussed
in (Klymenko et al., 2008), (Karpilovs’ka et al.,
2008), where these changes are attributed to polit-
ical, cultural and technical developments in the so-
ciety — the active ‘social dynamics’, which causes
the active ‘linguistic dynamics’: renewal and addi-
tions to nominative and communicative resources
of the language and changes in linguistic norms.
While the grammar or phonology remain more
conservative, the lexicon is very open to such
changes. There is an ongoing work to record these
lexical developments for Ukrainian and other lan-
guages, however, so far there is no systematic
computational linguistic framework for modelling
morphological features and inflections for neolo-
gisms and new Named Entities.

3 Algorithm Description

The proposed algorithm uses small set of inflec-
tion tables for inflected parts-of-speech which
accepts new entities (i.e., nouns, adjectives and
verbs, but not numerals or pronouns, which are
closed class entities) and unannotated corpus (or
a frequency list compiled from such a corpus).
It attempts to split each token in the corpus into
its stem and inflection using all inflections in all
available inflection tables. When a split is suc-
cessful, it generates a full hypothetical paradigm
consistent with the split, using the identified stem
and all other inflections for the given table. Then
these hypotheses are checked against available
word forms in the corpus: whether a sufficient
number of forms can be found to confirm the
hypothetical paradigm. In this approach for
the paradigms to be generated reliably, the new
entities need to have a sufficient morphological



Given: a list L= {t/ ... tN} // tokens from the corpus
aset /={il...iM} // inflection tables from grammar descriptions,
where:
iX={fll:mfl... fIP:mfP} //inflections set mapped to m-features
for all tokens ¢ in L do:
for all tables i in I do:
for all inflections /7 in each iX do:
if token ¢ = [stem] + inflection fI:
// generate paradigm expectations:
for all inflections f7 in iX do:
expectedToken = [stem) + f1Y and
expectedToken=[stem]<distortion|+/T}
if expectedToken in list L: // corpus
paradigmHypothesis(stem,iX)++
end
end
end
end
// generation of paradigms for paradigm hypotheses above a threshold:
for all paradigmHypothesis(stem,iX) > Threshold do: // stems + inflection sets
for all inflections:morhFeatures fl:mf'in iX do:
wordForm = stem + fl : mf or
wordForm = stem|distortion> + fl : mf’
end
end

Figure 1: Algorithm description.

diversity in the corpus: it has been experimentally
established that at least 3 or 4 different word forms
are needed to make a reasonably accurate predic-
tion of a paradigm and its remaining unseen word
forms. For confirmed paradigms the algorithm
generates all remaining word forms, their lemma
(as a designated ‘dictionary’ word form in the
paradigm, e.g., the nominative singular form for
nouns) and their sets of morphological category
values associated with inflections, based on the
expected structure of the paradigm. Multiple splits
of a token are possible, so hypothetical paradigms
are ranked by the number of confirmed word
forms, and the paradigm with the highest number
is selected among the competing paradigms.
Figure 1 shows the general overview of the algo-
rithm. Scripts are released on GitHub repository:
https://github.com/bogdanbabych/
paralex4morphosyntax.

For a general case to cover less regular
paradigms with stem alternations the algorithm
may be complemented with a distortion model
which modifies tested tokens and hypothetical
word forms according to morphonological rules of
the language, for Ukrainian this would cover his-
torical alternations such as [o0,e] -> [i] in ‘newly
closed’ syllables, e.g., [kon’a] (horse.Gen.sing) -
> [kin’] (horse.Nom.sing), [h, k, x] before [i] ->
[z, ts, s], e.g., [ruka] (hand.Nom.sing) -> [rutsi]
(hand.Dat.sing), etc.

The example in Figure 2 illustrates working of
the algorithm. In this example I assume that the
current token is pyka (ruka = ‘hand’), for which
the algorithm will try to generate paradigms. In

this dataset I have inflection tables for the ‘hard’,
‘soft’, ‘iotated’ and ‘mixed’ groups of the 1st dec-
lination of nouns, taken from a Ukrainian gram-
mar textbook (Hryshchenko et al., 1997):  da-
Opuka, pobOirtHurs, Hamisg, mwioma (fabryka =
‘factory’, robitnyts’a = ‘worker’, nadija = ‘hope’,
ploshcha = ‘town square’): I use only inflection
sets and morphological values from these tables
(the stems in the inflection tables are only for il-
lustration).

In the first stage the algorithm tries every in-
flection in every table to split the current token
(’ruka’). A possible split is found in the inflec-
tion table for the 1st declination of nouns, for the
‘hard’ and ‘mixed’ groups illustrated by examples
‘fabryka’ and ‘ploshcha’. The split separates the
stem ‘ruk’ and the inflection ’a’.

In the second stage, trying the split for the
‘hard’ group, the word form hypotheses are gen-
erated from the inflection table: ruk+y, ruk+u,
ruk+oju, ruk-o, ruk, ruk+amy, ruk+ax and with
the distortion model: [k] /_[i] -> [ts] — ruts+i. For
the split defined by the ‘mixed’ group inflection
table, in addition two incorrect word forms will
be generated *ruk+eju, *ruk-e, but the following
three correct forms will not be generated: ruk-y,
ruk-oju, ruk-o. Therefore, two paradigms for the
split rukla will be competing with each other.

In the third stage, each of the competing
paradigms will be verified against the corpus: in
this example, for the ‘hard’ group the following
four hypothesised word forms are actually found:
ruk, ruk+am, ruk+ax, ruk+y, which, together with
the 5th original form ruk+a, correspond to 7 mor-
phological feature combinations, since ruk+y is
ambiguous having three interpretations. While for
the ‘mixed’ group only three hypothesised forms
will be confirmed + initial ruk+a = 4, because the
existing form ruk+y has not been predicted by the
‘mixed’ paradigm. As a result, the correct ‘hard’
paradigm will be ranked higher, with 5 confirmed
word form hypotheses vs. 4 confirmed hypothe-
ses for the wrong ‘mixed’ paradigm. When the
corpus gets larger, more clues may differentiate
such closely competing paradigms and more cor-
rect rankings may be produced.

In the fourth stage the top-ranking paradigm
is confirmed and previously unseen word forms
are generated, as well as possible part-of-speech
code, lemma and all possible morphological fea-
ture combinations for both seen and unseen word



~¢pabpuk-a~D1lh po6iTHuy-a~D1s Hapgi-s~D1j nnow-a~D1m N.nom.sing.fem D1 hs jm
babpukm~D1lh po6iTHuMy-i~D1ls Hapgi-i~D1j nnow-i~Dlm N.gen.sing.fem D1 hs jm
pabpuufi~Dih po6iTHuu-i~D1ls Hapi-i~D1j nnow-i~D1m N.dat.sing.fem D1 h s j m
$abpukFy= po6iTHuu-~D1s Hapgi-w~D1j nnow-y~D1lm N.acc.sing.fem D1 hs jm
¢abpurf-o~D1lh pob6iTHuy-ew~Dls Hapi-ew~D1lj nnow-ew~Dlm N.ins.sing.fem D1 h s j m
¢abpuy-i~D1h po6iTHuy-i~D1ls Hapi-i~D1j nnow-i~D1lm N.loc.sing.fem D1 h s jm
$abpu=-0~ po6iTHuu-e~D1ls Hapgi-€~D1j nnow-e~D1lm N.voc.sing.fem D1 h s jm

- #

¢abpuk-u~D1h po6iTHuy-i~D1ls Hapi-i~D1j nnow-i~D1lm N.nom.plur.fem D1 h s jm
¢abpuk-~D1h po6iTHuMy-b~D1s Hagi-i~D1j nnow-~D1im N.gen.plur.fem D1 hs jm
dabpyk=am~D1ih po6iTHuy-sim~Dls Hagi-sM~D1j nnow-am~Dlm N.dat.plur.fem D1 h s j m
# ¢aGpuk-"~Dlh po6iTHuy-b~Dls Hagi-i~D1j nnow-i~D1lm N.acc.plur.fem D1 h s jm
¢abphik-amu~D1lh po6iTHuy-amMu~Dls Hapi-samu~D1j nnow-ammu~D1lm N.ins.plur.fem D1 hs jm
$abphk-aX~DIh pob6iTHuy-ax~D1ls Hapi-ax~D1lj nnow-ax~D1lm N.loc.plur.fem D1 hs jm
$abpuk-T=DIR po6iTHMU-i~D1ls Hapgi-i~D1j nnow-i~D1lm N.voc.plur.fem D1 hs jm

For each token:
pyk|a (‘ruka’, hand)
1. try splitting with every inflection

pyK 28

(WLE] 7/
pykasa 1
pyKaBUYKH

pyKam 1
pykamu 12

4. Found 7 forms + 2

pykax
PYKH 87

| Paradigm confirmed

pyk-y~D1lh
¢ pyk-ow~D1lh
3. verify hypotheses  pyx-i-n1h

in corpus +? distortion}’

53 forms with distortion =

2. For each split:
generate word-form hypotheses from infl. table:

pyk-a~D1lh N.nom.sing.fem D1 h s jm
pyk-u~D1lh N.gen.sing.fem D1 h s jm
*pyk-i~D1lh N.dat.sing.fem D1 h s j m --> pyuyi
N.acc.sing.fem D1 hs jm
N.ins.sing.fem D1 hs jm
N.loc.sing.fem D1 h s j m --> pyui
Kk-0~D1h N.voc.sing.fem D1 hs jm
pyk-u~D1lh N.nom.plur.fem D1 hs jm
pyk-~D1h N.gen.plur.fem D1 hs jm
pyk--am~D1h N.dat.plur.fem D1 hs jm
# pyk-u~Dlh N.acc.plur.fem D1 hs jm
pyKk-amn~D1h N.ins.plur.fem D1 hs jm
pyk-ax~D1lh N.loc.plur.fem D1 hs jm
pyk-u~D1lh N.voc.plur.fem D1 hs jm

Figure 2: Illustration of the algorithm.

forms, such as values for case, number, gender,
e.g., the unseen word form ruk+u will be gener-
ated with its morphological information ruk-u :
lem=ruka; PoS=N.acc.sing, etc.

Note that for a single token it is not possible
to clearly distinguish between a competing
wrong paradigm and an alternative legitimate
paradigm, which corresponds to a different
reading of an ambiguous word form.  For
example, the word form prykladly belongs
both to PoS=N.nom.plur;  lemma=pryklad
(‘example’) and to PoS=V.imperpers2.sing;
lemma=pryklasty/pryklad+u (‘to attach’). The
limitation of the algorithm is that only one of
these correct paradigms is confirmed for the given
word form pryklady, depending on how many
hypothesised word forms are found in corpus for
each of the verbal or nominal paradigms. How-
ever, the same paradigm is confirmed via different
routes, i.e., through splitting other word forms
belonging to the same paradigm, e.g., in Figure 2
the paradigm for lemma=ruka, PoS=N will be
also confirmed via splitting the corpus tokens
ruklam, ruklamy, ruklax. This gives the proposed
algorithm an advantage, compared to the approach
described in (Ahlberg et al., 2015) for the case

of overlapping paradigms with ambiguous word
forms: alternative readings will be confirmed by
the tokens in corpus which are unique for each
of the alternative paradigms, e.g., pryklad+ut’
(‘they will attach’) vs. pryklad+om (‘with an
example’). Interestingly, ambiguous word forms
are not discarded: when unambiguous tokens
are split for each of the overlapping paradigms,
the ambiguous tokens will count in both cases to
confirm both of the correct paradigms. This will
not happen for competing wrong paradigms: their
wrong word form predictions (such as *ruk+eju
in the example above) will simply not be found in
corpus, so they will not initiate the process for the
alternative paradigm.

For the purposes of this experiment I evalu-
ate the coverage given by the algorithm without
a distortion model, as such alternations are more
typical for the older lexicon and often do not
occur in recently borrowed items, e.g. [portu]
(port.Gen.sing) - port (port.Nom.sing): [o] -> [i]
alternation does not take place, as the word was
borrowed after the phonological law of the ‘open
syllable’ no longer worked in Ukrainian. How-
ever, in future the distortion models may be learnt
from data or directly coded as explicit linguistic



Corpus No of generated word forms
dict_uk 5,690,688
News 3,292,591
Wikipedia 3,765,774
Fiction 958,233
Law 1,788,288
All corpora 6,626,004

Table 2: Size of lexicon extracted from corpora.

knowledge, and in this way the older paradigms
and live stem alternations may also be covered.

4 Evaluating Algorithm with Corpus
Coverage

The algorithm is used for extending the Ukrainian
morphological lexicon from four corpora: news,
wikipedia, law and fiction, and from a combined
corpus that merges these four corpora. Table 2
shows the number of word forms extracted from
each of the corpora presented in Table 1.

We measure the coverage (in terms of lexical
types) in four corpora and in the merged cor-
pus, with gradually filtering out lower frequency
ranges. The rationale for this evaluation method is
that it is usually harder for the lexicon to cover
low-frequent items, so I test this lexicons on a
range of tasks of varying difficulty.

Another important aspect of evaluation would
be the accuracy of the generated paradigms,
e.g., the proportion of correctly generated entries,
which in this paper is evaluated only indirectly,
as the coverage on previously unseen corpus, as
correctly generated paradigms should cover more
types in the unseen corpora. Direct evaluation of
accuracy will be a matter of future work, as it re-
quires systematic sampling for different frequency
ranges and more extensive manual annotation ef-
fort, which is beyond the scope of this paper.

Note that the accuracy evaluation for the algo-
rithm would require a more complex potentially
multidimensional metric, which would need to ad-
dress the following aspects of accuracy: (a) cor-
rectness of the whole paradigm vs. correctness of
individual forms and morphological codes, such
as the case labels for animate vs. inanimate nouns
that, e.g., may overlap in accusative and genitive
or nominative, depending on this morphological
category; (b) partial overlaps of sub-paradigms,
e.g., soft, hard and mixed phonological groups, or
the regular masculine vs. neuter overlap in sev-
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Figure 3: The baseline: Percent of non-covered types
(y) in dict_uk lexicon, with filtered out lower frequen-
cies, up to (x).

eral indirect case values in nominal and adjecti-
val paradigms, etc.; (c) defective paradigms and
potential word forms; (d) morphological variants
in paradigms; (e) word forms determined by inde-
pendent parameters but not by the paradigm-wide
inflection class, e.g., vocative case in Ukrainian;
(f) different impact of errors in paradigms, de-
pending on syntagmatic frequency, which may
be determined stylistically, grammatically or lexi-
cally (e.g., the imperative is less frequent in narra-
tive texts, so imperative errors should be counted
as less serious then errors in more common 3rd-
person-singular forms).

Even though the accuracy evaluation would be
important for understanding theoretical value of
the proposed approach, it is less relevant for the
practical scenario of updating the morphological
lexicon for specialised domain, compared to the
evaluation of coverage: incorrect (overgenerated)
word forms in paradigms normally should not
cause any additional errors compared to the base-
line, as they would simply not match, the same as
without the added lexicon.

As the baseline, Figure 3 shows the coverage of
the existing static lexicon from the dict_uk project
developed by (Rysin and Starko, 2019) (also char-
acterised in the first row in Table 2). The horizon-
tal axis indicates which frequency range has been
filtered out. (Note the change of scale in the mid-
dle of the graph from 1 to 10 in one unit of length).

It can be seen from the figure that the Wikipedia
corpus that contains many Named Entities and
specialised terminology is the most problematic in
terms of coverage: up to 80% of its types are not
covered, which goes down only to around 50% if
the frequency threshold is reduced to 10. At the
same time a ‘static’ corpus of fiction texts is cov-
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Figure 4: Percent of non-covered types (y) in Wiki cor-
pus, with dict_uk (‘wiki’ line), with only proposed al-
gorithm and paradigms generated from News corpus
(‘Par(w)’ line), and with the two morphological lexi-
cons combined (wiki+Par(w) line); filtered out lower
frequencies, up to (x).
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Figure 5: Percent of non-covered types (y) in Wiki
corpus, with dict_uk (‘wiki’ line), with only proposed
algorithm and paradigms generated from Law corpus
(‘Par(w)’ line), and with the two morphological lexi-
cons combined (wiki+Par(w) line); filtered out lower
frequencies, up to (x).

ered the best by the existing morphological lexi-
con.

We evaluate the effect of the proposed algorithm
via measuring improvements in coverage of lexi-
cal types across the frequency ranges for filtered
out items. I use different corpora for the devel-
opment and evaluation, so the following figures
show the corpus coverage for these different com-
binations (lower lines indicate better results). Fig-
ure 4 and Figure 5 show coverage levels for the
Wiki corpus with paradigms generated from the
News and Law corpora respectively. Figure 6 and
Figure 7 show coverage for the News corpus with
paradigms developed from the Wiki and Law cor-
pora. Finally, Figure 8 and Figure 9 show cov-
erage for the Law corpus with paradigms devel-
oped from the Wiki and News corpora. In these
figures the baseline graphs labelled ‘wiki’, ‘news’
and ‘law’ are the same as shown in Figure 3.
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Figure 6: Percent of non-covered types (y) in News
corpus, with dict_uk (‘news’ line), with only proposed
algorithm and paradigms generated from Wiki corpus
(‘Par(n)’ line), and with the two morphological lexi-
cons combined (news+Par(n) line); filtered out lower
frequencies, up to (x).
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Figure 7: Percent of non-covered types (y) in News
corpus, with dict_uk (‘news’ line), with only proposed
algorithm and paradigms generated from Law corpus
(‘Par(n)’ line), and with the two morphological lexi-
cons combined (news+Par(n) line); filtered out lower
frequencies, up to (x).
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Figure 8: Percent of non-covered types (y) in Law cor-
pus, with dict_uk (‘law’ line), with only proposed al-
gorithm and paradigms generated from Wiki corpus
(‘Par(l)’ line), and with the two morphological lexicons
combined (law+Par(l) line); filtered out lower frequen-
cies, up to (x).
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Figure 9: Percent of non-covered types (y) in Law cor-
pus, with dict_uk (‘law’ line), with only proposed al-
gorithm and paradigms generated from News corpus
(‘Par(1)’ line), and with the two morphological lexicons
combined (law+Par(l) line); filtered out lower frequen-
cies, up to (x).
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Figure 10: Improvement rates (y), of different corpora
with the paradigms generated from New corpus; fil-
tered out lower frequencies, up to (x).

It can be seen from the figures that for the pro-
posed algorithm the morphological and lexical di-
versity of the corpus are essential: the Law cor-
pus has very little effect on the coverage of both
News and Wikipedia corpora, while the News and
Wikipedia consistently improve the coverage of all
the corpora on which they are evaluated. This may
be due to the small type/token ratio (i.e., small lex-
ical diversity) of the Law corpus.

Finally, Figures 10 and 11 summarise improve-
ment rates (i.e., the difference between the base-
line and the proposed approach) for all the corpora
using the News and Wiki corpora for generating
paradigms.

It can be seen from these figures that the cover-
age of Fiction and Law corpora is harder to im-
prove, while News and Wiki corpora are most
complementary, improving each other well. Also
an interesting effect can be observed when a cor-
pus is used to improve itself: the improvement rate
peaks at the value of filtered frequencies up to 4,
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Figure 11: Improvement rates (y), of different corpora
with the paradigms generated from Wiki corpus; fil-
tered out lower frequencies, up to (x).

which may be interpreted as improvement in re-
liability of paradigm prediction for more frequent
items, and as an indication of a possible thresh-
old for the minimal number of slots for predicting
Ukrainian paradigms.

The results indicate that the proposed approach
gives consistent improvements in coverage with
paradigms generated from a lexically diverse cor-
pora with sufficient number of neologisms and
new proper names. The highest improvement rates
across different corpora has been achieved for
paradigms generated from the Wiki corpus used
to test the News corpus — 16.3% for lexical items
with frequencies 10 and higher.

5 Discussion

The algorithm proposed in this paper uses the fun-
damental idea that “the existence of a hypothetical
lemma can be guessed if several different words
found in the corpus are best interpreted as mor-
phological variants of this lemma" (Clément et al.,
2004). This idea has been developed for auto-
mated induction of morphological lexica for dif-
ferent languages and implemented in practical ap-
plications such as spell checking (e.g., ispell) and
information retrieval systems: (Krovetz, 1993),
(Grefenstette et al., 2002), (Segalovich, 2003),
(Clément et al., 2004), (Oliver and Tadié, 2004),
(Sagot, 2005); recent work in this area uses more
accurate machine learning approaches: (Snajder,
2013), (Ljubesic et al., 2015).

The approach proposed in this paper develops
these ideas further by explicitly focussing on the
following conceptual points:

(1) The extracted units are paradigms, and not
lemmas or mappings from inflected word forms
to lemmas or paradigms. The advantage of such



approach is that inflected word forms in the cor-
pus provide only indirect, latent justification for
the existence of paradigms, so there is a separa-
tion between a form which initiates generation of
hypotheses and those (possibly ambiguous) word
forms that are used as evidence: they can inde-
pendently justify the existence of several differ-
ent paradigms, which avoids the artificial pres-
sure to choose a single top-ranked paradigm and
lemma for each inflected form, as it is the case in
(Oliver and Tadi¢, 2004) or (Ahlberg et al., 2014).
This latent paradigm induction is also more robust
against potential noise in the corpus, since mis-
spellings would not normally collect enough in-
flected forms.

(2) The proposed approach focusses only on
the regular dynamic component of the lexicon,
which enables a clean separation between the core
method of the paradigm induction and the exten-
sions or other methods needed to address histor-
ical or irregular features, such as stem alterna-
tions or suppletive forms, for which separate dis-
tortion models can be developed or learnt from
corpora. Also the inflection tables for generat-
ing paradigms hypotheses are derived from com-
prehensive grammatical descriptions rather than
from potentially noisy data. This reflects a typ-
ical scenario of morphological lexicon develop-
ment for many under-resourced languages, which
still have a smaller dictionary that covers most fre-
quent items and comprehensive inflection tables in
traditional grammars, but where it is hard to re-
cruit language specialists on a recurrent basis to
keep up with constant lexical developments in dif-
ferent subject domains of the language for which
applications need to be developed or updated.

(3) Evaluation in the proposed approach is part
of the development workflow: it focusses on the
dynamics of corpus coverage with generated word
forms for different maximum frequency thresh-
olds. Such comprehensive automated evaluation
indicates on the large scale where maximal im-
provement in coverage can be expected, so which
frequencies can be used as cut-off points to filter
out noisier and less reliable paradigms.

Most lexical items covered with the proposed
paradigm generation algorithm are single-word
Named Entities — names of organisations, geo-
graphical places or people, as well as techni-
cal terms, e.g.: mirnoxopouzmopos’ss  (‘The
Ministry of Health’) imTepbisHeckKoHCAJITHHT

(‘Internet business consulting’), KpemeHuy-
kM’sico (‘“The Meat of Kremenchuk’ company),
kpusbacBojonocradanas (‘Kryvbas Water Sup-
ply’), ©posapurerioBoioenepris  (‘Brovary
Heating, Water and Energy’ company), mora/i-
mo (‘Mogadishu’) ozonopyitayounx . (‘ozone-
destroying’).

However, the list also contains interesting polit-
ical lexicon, such as i#ioska (‘Christmas tree’:
the distorted ukrainized spelling of the Russian
word, which became a symbol of the people’s re-
sistance to political violence during the Ukrainian
revolution of dignity in 2013-2014) and mpodde-
cop (again, a distorted spelling of the word ‘pro-
fessor’, which was used for mocking the fugitive
pro-Russian president, who held this title, but al-
legedly misspelt it in an official document).

The appearance of this politically charged lexi-
con is in line with Karpilovs’ka et al.’s (2008) sug-
gestion that lexical changes are driven by the so-
cial dynamics, especially at the times of major po-
litical developments. However, it can be also seen
that this political lexicon is still much less frequent
and less changeable compared to Named Entities,
which dominate the new lexicon.

6 Conclusions and Future Work

The proposed algorithm complements static lin-
guistic resources and increases corpus coverage
for new entities, such as neologisms and proper
names. The highest improvements are achieved
for the corpus types that typically have many ne-
ologisms, specialised terminological lexicon and
Named Entities: the Wikipedia and News. These
corpora are not well covered by existing morpho-
logical resources. The advantage of the proposed
approach is that it uses unlabelled corpora and
small inflection tables for unsupervised induction
of paradigms. However, its limitation is that in this
stage it doesn’t predict irregular paradigms.

Future work will involve the development of
distortion models to cover less regular cases and a
systematic evaluation of the accuracy of paradigm
prediction for different frequency ranges: while
for more frequent items such prediction is highly
reliable, there is a need to experimentally estab-
lish frequency and coverage thresholds for differ-
ent error rates on this task for less frequent items.
Another area for future research is the use of con-
textual and syntactic features to verify predicted
morphological properties.
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Abstract

We present our work on the problem of detec-
tion Multiple Admissibility (MA) in language
learning. Multiple Admissibility occurs when
more than one grammatical form of a word fits
syntactically and semantically in a given con-
text. In second-language education—in partic-
ular, in intelligent tutoring systems/computer-
aided language learning (ITS/CALL), systems
generate exercises automatically. MA implies
that multiple alternative answers are possi-
ble. We treat the problem as a grammatical-
ity judgement task. We train a neural network
with an objective to label sentences as gram-
matical or ungrammatical, using a “simulated
learner corpus”: a dataset with correct text
and with artificial errors, generated automat-
ically. While MA occurs commonly in many
languages, this paper focuses on learning Rus-
sian. We present a detailed classification of
the types of constructions in Russian, in which
MA is possible, and evaluate the model using
a test set built from answers provided by users
of the Revita language learning system.

1

The problem of Multiple Admissibility (MA) oc-
curs in the context of language learning. In
“cloze” exercises (fill-in-the-blank), the learner re-
ceives a text with some word removed, and a base
form! of the removed word as a hint. The task is to
produce the correct grammatical form of the miss-
ing word, given the context. The answer given by
the user is checked automatically by the language
learning system. Therefore, the system should
be able to accept more than one answer, if there
are grammatically and semantically valid alterna-
tives in the given context. Otherwise, the language
learning system returns negative (actually incor-
rect) feedback to the learner. This is a problem,

Introduction

!The base or “dictionary” form will be referred to as
lemma in this paper.
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because negative feedback for an acceptable an-
swer misleads and discourages the learner.

We examine MA in the context of our language
learning system, Revita (Katinskaia et al., 2018).
Revita is available online? for second language
(L2) learning beyond the beginner level. It is in
use in official university-level curricula at several
major universities. It covers several languages,
many of which are highly inflectional, with rich
morphology. Revita creates a variety of exercises
based on input text materials, which are selected
by the users. It generates exercises and assesses
the users’ answers automatically.

For example, consider the sentence in Finnish:
“Ilmoitus ’vaaleista‘ ’tulee‘ ’kotiin‘ postissa |”’
(“Notice about elections comes to the house in the
mail.”)

In practice mode, Revita presents the text to the
learner in small pieces—“‘snippets” (about 1 para-
graph each)—with all generated exercises. This
is important, because grammatical forms in exer-
cises usually depend on a wider context.

For the given example, Revita can generate
cloze exercises hiding several tokens (surface
forms) and providing their lemmas as hints:

“Ilmoitus ’ vaali ‘ ’ tulla ‘ ’ koti ‘ posti |’

(“Notice | election || come || house || mail ).

For the verb "tulla” ("come”) and nouns “vaali”
(“election”), "koti” (“home”) and “posti” ("mail”)
the learner should insert the correct grammatical
forms. Revita expects them to be the same as the
forms in the original text, and will return negative
feedback otherwise. However, in this example,
postitse (“via email”) is also acceptable, although
it is not in the original text.

The MA problem is also relevant in the context
of exercises that require a free-form answer, such
as an answer to a question or an essay. The learner

https://revita.cs.helsinki.fi/

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 12-22,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



can produce “unexpected” but nevertheless valid
grammatical forms.

In the current work, we restrict our focus to
MA of multiple surface forms of the same lemma,
given the context; we do not consider synonyms,
which can also fit the same context. The latter
topic is part of the future work.

The structure of the paper is as follows: In sec-
tion 2 we formulate the problem and provide a de-
tailed classification of the types of MA found in
the learner data. In section 3 we describe our ap-
proach, in particular, the procedure for generating
artificial grammatical errors and creating test sets.
Section 4 presents previous work on artificial er-
ror generation. Section 5 describes our model and
experimental setup. In section 6 we discuss the re-
sults and error analysis, and conclude in section 7.

2 Multiple Admissibility: Problem
Overview

We use data from several hundred registered stu-
dents learning Russian (and other languages),
practicing with exercises based on texts, or an-
swering questions in test sessions. Currently, Re-
vita does not provide a mode for written essays,
because it does not check free-form answers.

Except for cloze exercises, Revita also gener-
ates exercises where the users are asked to se-
lect among various surface forms based on a given
lemma—a correct surface form and a set of auto-
matically generated distractors; or to type the word
they hear. This allows us to collect a wide range
of errors, though not all kinds of possible errors;
e.g., currently we do not track punctuation errors,
word order errors, insertion errors, errors resulting
from choosing an incorrect lemma, etc.

We annotated 2884 answers from the Revita
database, which were automatically marked as
“not matching the original text” This work
was done by two annotators (90% agreement)
both with native-level competency in Russian, and
background in linguistics and teaching Russian.
Among all annotated answers, 7.5% were actu-
ally correct, but differed from the original text.
Also, we checked answers given by three students
with C1 CEFR proficiency level in Russian (es-
tablished independently by their teachers); 15.8%
of these answers were grammatically and seman-
tically valid in the context. Thus, for advanced
users, the problem of MA is twice as relevant as on
average; we plan to investigate these results with a
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larger base of Revita users.

2.1 Types of Multiple Admissibility

In analyzing the answers given by our users, we
discovered several types of the most frequent con-
texts where MA appears.

Present/Past tense: The most clear case of MA
in Russian (as in many other languages) is the case
of interchangeable forms of present and past tense
of verbs. Russian has three tenses (present, past,
future), of which past and future tenses can have
perfective or imperfective aspect.

In the next example, if both verbs are chosen
for as exercises’ and the learner sees two lem-
mas (’3asepxkaTbes” and “BepHyTbhesi), she has
a possibility to produce verb forms in any tense de-
pending on the context beyond the given sentence.
It may be narrative past tense or present tense, or
the text may be a message where the communica-
tive goal of the speaker is to inform the reader
about future events, so future tense is expected.

“Mpr 3azepxamucs(PST)* vy apyseit u
sepuynucs(PST) gomoit mosguo.”

“We were delayed with friends and returned
home late.”

The following option may be acceptable:

“Mer 3agepxkanuch(PST) y apyseii u
sepaemcst(FUT) momoit nozauo.”

“We were delayed with
will return home late.”

friends and

The future cannot precede the past in this sen-
tence, so the next variant answer is grammatically
incorrect:

* “Mer zagepxkumest(FUT) y apyseit u
sepuysucs(PST) omoit moszamo.”

“We will be delayed with friends
25

and
returned home late.

Some cases are more difficult because the
choice of tense can depend on knowledge beyond
the text:

q9TO

(PST)

“YdeHBIM yHAJIOCH YCTAHOBUTH,
Y  MUHOWIEB  CYIIECTBOBAJIO
HECKOJILKO BHJIOB HHCHbMa.”

31f one of the verbs is chosen as an exercise, the user may
get a hint from the surface form of the other verb, that they
should be coordinated.

*We use standard abbreviations from the Leipzig
Glossing Rules.

S#Star is used to mark an incorrect sentence.



“Scientists were able to establish that the Mi-
noans had several types of writing systems.”

In a non-fictional narrative, only the past tense
can be used, since the Minoans do not exist in the
present. These examples show that deciding which
tenses are acceptable in the context is difficult.

Singular/Plural: Singular and plural nouns can
be grammatically valid in the same context, if
there is no dependency on words beyond the sen-
tence boundaries. For instance:

“N3 mocaemamx paspaboTok—cKadaHIp
Jutst paborsl (SG.) B OTKpbITOM KOcMoce.”

“Us mocmeannx pas3paboOTOK—CcKadaHIp
jutst pabor (Pl.) B orkpsiTOM KOCMOCE.”

“From the latest developments—the space-
suit for work in open space.”

Short/Full adjective:® in many constructions,
short and full forms of adjectives can be used as a
part of a compound predicate (Vinogradov, 1972).
The difference between these is that the short form
typically expresses temporal meaning and that it
is a phenomenon of literary language, whereas its
full alternative form sounds more colloquial.

“Bbr  yxacno Goarmser  (short)
Hernoce Bbl ¢ (short) (from I. Bunin)

“You are being terribly talkative (PRED) and
restless (PRED).”

“Bor V2KaCHO
HeIoce I InBLIe” .

“You are terribly talkative (DESCR) and
restless (DESCR)”.

We treat these examples as MA, because even
for native Russian speakers in many cases the
choice can be unclear. So it would be too strict
to treat one of the variants as incorrect.

Nominative/Instrumental case: nouns as part
of compound named predicates can be in the nom-
inative or instrumental case. The difference in
meaning is similar to that of short/full adjectives
(Rosenthal et al., 1994): nominative indicates a
constant feature of a subject, whereas instrumen-
tal indicates a temporary feature of a subject. We
consider the following examples as MA, because
of a subtle difference in meaning:

n

GosT/IuBLIC

“Ona Obuta  3saragounass (NOM) wm
nenongraasdg (NOM) mia mens”. (from L
Bunin)

8So-called full/short forms of adjectives correspond to de-
scriptive/predicative adjectives in other languages: compare
“the hungry(DESCR) dog” vs. “the dog is hungry(PRED)”.
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n

“Omna

menonsraoit (INS) st mens”.

6buta  saragounoii  (INS)
“She was mysterious and incomprehensible

to me”.

Genitive/Accusative case: usage of genitive
vs. accusative is a complex topic, beyond the
scope of this paper. We mention a few examples
briefly, where MA can appear—denotation of a
part of the whole and negation. Usually the gen-
itive is used to denote a part of the whole. In the
following example, usage of the accusative is in-
correct:

“IToxkauryiicta, orpexknb xJeba” (GEN)

* “Tloxkautyiicta, orpexknb xJsed” (ACC)
“Please, cut some bread.”

In some contexts both meanings are possible—
of a part and of the whole—resulting in MA:

“Ham octasuin xjaeba n puna’ (GEN)
“We were left with some bread and wine.”

“Ham ocrasumm xae6 n suno” (ACC)

“We were left with bread and wine.”

If both words appear in exercises, Revita should
accept genitive or accusative (if the context speci-
fies the expected meaning nowhere else).

The next case is negation constructions. The
genitive is usually used where negation is stressed,
whereas the accusative weakens the negation,
(Rosenthal et al., 1994). However, it is worth
noticing that the difference can be difficult to un-
derstand even for native Russian speakers.

“lo Bac HHKTO eIie 3TOro bpacsjera
(GEN) ne nazesas.” (from Kuprin.)

“No one has worn this bracelet before you.”
Compare with a similar example in the accusative:

“OH He OTBEPrHYJ TOTJAa C IpPE3PEeHHeM
st cro (ACC) pyb6uteit.” (Dostoevsky)
“He did not reject those one hundred rubles
with contempt.”

It is not always possible for the learner to know
which case expected in the sentence, because it
implies that she should know which type of nega-
tion was mentioned. always possible, and both op-
tions fit semantically.

Perfective/Imperfective aspect: errors in as-
pect are very common (Rozovskaya and Roth,



2019). Without going into detail, we show ex-
amples from (Rakhilina et al., 2014)—a heritage
learner corpus.” Both sentences can be interpreted
as correct, with a subtle difference in meaning:

“OH nuimer eff, 9ToOBI OHA He IepecTaja
(PFV) sobuts ero.”

“He writes to her that she should not stop lov-
ing him.”

“Ow nurer eif, 9TOOLI OHA He ITepecTaBaJIa
(IPFV) nrobuts ero.”

“He writes to her that she continue to love
him.”

Gerund/Other verb forms: MA occurs in
some contexts where gerunds are used. In the fol-
lowing example, both sentences can express the
meaning of two actions happening at the same
time. The only argument against using a past tense
verb form is that it sounds somewhat unnatural
without a conjunction “and” between verbs (“was
saying and thinking”):

113

rosopui 51 cebe, aymas (GERUND)
06 OxornoMm psige” (from Bunin)

113

I was saying to myself, thinking about
Okhotny Ryad”

113

rosopuit st cebe, myman (PST) o6
OxorHOM psijie”

113

I was saying to myself, was thinking
about Okhotny Ryad”

Prepositions with multiple cases: some prepo-
sitions can govern two different cases of the fol-
lowing noun, with no change in meaning:

“Omna cupsraiach mof ojesiiom.” (INS)
“Ouna cupsranach 1moj, ojestino.” (ACC)
“She hid under a blanket.”

Second Genitive (Partitive): and other forms
common in spoken language can be valid alterna-
tives, often unfamiliar to L2 learners.

“d mpumBO3MII el KOpPOOKM
(2GEN), noBble KHHTH...”

LIOKOJIaTy

“fl mpuBo3mIT el KOpOOKM
(GEN), HoBble KHUTH...”

IITOKOJIa 1A,

“I was bringing her boxes of chocolate, new
books...”

"Heritage learners are persons with a cultural con-
nection to or proficiency in the language through fam-
ily, community, or country of origin. (Definition from
http://www.cal.org/heritage/research/)
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Other cases: some examples of MA contexts
are exceptionally interesting and rare.

“Ha »T0it TOYBE XOPOIIIO pocia TpaBa, 9To
obecneunano (Neu) nmacrbumamu oserr.”

“Ha 970ii 109YBe XOPOIIIO POCJIA TPaBa, YTO
obecreunBaia (Fem) nmacrbumamu oserr.”

“The grass grew well on this soil, what
provided sheep with pasture.”

These sentences expresses similar meaning, al-
though the verb “obectieunBars” (“to provide”)
appears in the neuter gender in the first and fem-
inine in the second. This happens because in
the first sentence the subordinative pronoun “4aro”
(“which™) refers to the entire preceding clause,
whereas in the second it refers only to the word
“rpaBa’” (“grass”), which is feminine.

We observe many other types of constructions
with MA. This is not an exhaustive list, but covers
only some of the types actually found among the
answers given by the learners of Russian in Revita.
The list should give us some intuitions about the
problem of MA, and how difficult it is to identify
automatically.

3 Overview of the Approach

How can we identify instances of Multiple Admis-
sibility? One approach to this problem is to train
a model with a language modeling objective—
referred to as “LM-trained” in the literature. In
such a scenario, the task of the model is to pre-
dict the next word at every point in the sentence,
e.g., for the sentence "The keys to the cabinet
[is/are] here”® the task of the model is to pre-
dict that P(are|C) > P(is|C), where C is the
context. Linzen (2016) experimented with this
kind of language modeling in three setups: with-
out any grammatically relevant supervision, with
supervision on grammaticality (predicting which
of two sentences’ is grammatical/ungrammatical),
and number prediction—predicting between two
classes, singular” or ”plural”. The last two setups
are strongly supervised. The poorest results were
obtained using a LM-trained model, despite using
a large-scale language model (Jozefowicz et al.,
2016).

Later, Gulordava (2018) reevaluated these re-
sults for the task of predicting long-distance agree-
ment: for several languages, including Russian,

8The example is from (Linzen et al., 2016).

The keys to the cabinet are here” vs. ”The keys to the
cabinet is here”



an LM-trained RNN approached the accuracy of
the supervised models described in (Linzen et al.,
2016). Marvin (2018) performed a targeted evalu-
ation of several LMs—N-gram, LM-trained RNN,
and Multitask RNN'’—on the task of detecting er-
rors in several grammatical constructions for En-
glish.!! The results of even the strongest LM var-
ied considerably depending on the syntactic com-
plexity of the construction: 100% accuracy in the
case of simple subject-verb agreement, and 0.52%
accuracy for subject-verb agreement across an ob-
ject relative clause (without “that”).

In light of these results from prior research, we
decided to approach the problem as a supervised
grammaticality judgement task—a two-class clas-
sification task, (Linzen et al., 2016)).

Since MA answers are correct answers, sen-
tences with alternative grammatical forms of the
same lemma would be grammatically correct. One
of the problems with this approach is the lack of
annotated training data. The Revita database had
only 7156 answers labeled “incorrect” for Rus-
sian, at the time when these experiments began.
Therefore we generated a training dataset by sim-
ulating grammatical errors. We describe the sim-
ulation procedure in the following subsection, and
briefly review prior approaches to generating ar-
tificial errors for grammatical error detection and
correction tasks (GED/GEC). Every instance in
the simulated dataset is labeled as correct or in-
correct. The network reads the entire sequence in
a bidirectional fashion and receives a supervised
signal at the end. We describe the model and the
experiments in the following sections.

3.1 Generating Artificial Errors

First, we describe the process of generating train-
ing data: the source of data, preprocessing steps
and a brief analysis of what types of errors we ob-
tain in the simulated data. In the following sub-
section, we proceed to describe the test sets which
were build from real users’ data containing “natu-
ral” errors.

Generating training datasets with artificial er-
rors is a common approach, because obtaining
large error-annotated learner corpora is extremely
difficult and costly, (Granger, 2003): difficulties

'"Language modeling objective, combined with a super-
vised task of sequence tagging with CCG supertags.

""The authors expected that a LM would assign a higher
probability to a grammatical sentence than to an ungrammat-
ical one.
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relate to collecting data from language learners
and very expensive annotation procedures.

Revita at present creates exercises only for
words which do not exhibit lemma ambiguity (ho-
mography).'> Lemma ambiguity occurs when
a surface form has more than one lemma. An
example of this type of ambiguity is the token
“crekso”, which has two morphological analyses:

creusb (“to flow down”) Verb+Past+Sing+Neut,

crekio (“glass”) Noun+Sing+Nom/Acc.!3
In this setting, we do not need to generate errors
for surface forms with lemma ambiguity.

Training instances are generated by sliding a
window of radius r over the list of input tokens,
with the target token in the middle. The target is
every n-th token (n is the stride). If the target to-
ken is unambiguous, is above a frequency thresh-
old,'"* and has a morphological analysis, it is re-
placed by a random grammatical form from the
paradigm to which the token belongs.!?

We use r 10, which results in a window
wider than an average sentence in Russian, and we
are interested in including wide context in training
instances. All generated windows are labeled as
negative/ungrammatical. The training dataset con-
sists of a balanced number of grammatical and un-
grammatical instances. Part of the generated data
was removed from training dataset and used as a
validation set for training the model.

Of the automatically generated errors that we
checked, some appear very natural, while others
may be less likely to be made by real students.

As Linzen (2016) notes, some of the gener-
ated instances will not in fact be ungrammatical.
We analysed 500 randomly chosen generated win-
dows; 3% of them happened to be grammatical (in
Table 1 we refer to them as Multi-admissible). We
provide the interpretation for all labels in Table 1
in the following subsection.

3.2 Test Data Analysis

To create test sets, we took 2884 answers from Re-
vita’s database, which were automatically marked
as “incorrect,” and manually annotated them using
the labels below:

12Because it currently does not attempt to perform disam-
biguation, and only one lemma can be shown as the hint.

13This is an example not only of lemma ambiguity, but also
of word sense and morphological ambiguity.

“We count frequencies from the entire corpus used for
building the training set, to exclude words appearing once.

5We generate paradigms of inflected words using the py-
morphy2 morphological analyzer (Korobov, 2015).



Label (1) Training set  (2) Real student data  (3) Advanced students
Grammatical error 83.0% 21.4% 39.4%
Non-word error — 20.8% 12.2%
Multiple-choice — 12.0% 17.0%
Multi-admissible 3.0% 7.5% 15.8%
Pragmatic error 2% 1.6% 2.9%
Broken 12% 36.7% 12.7%
Total instances annotated 500 2884 170

Table 1: Data we annotated for verification and testing: (1) subset of the set of errors automatically generated for
training (randomly sampled and manually annotated), (2) learners’ answers (randomly sampled), marked by the
System as incorrect, (3) subset of learner’ incorrect answers—for advanced learners only (CEFR level C1/C2).
“Broken”: discarded instances (technical problems, too many unknown words, numbers, punctuation marks, etc.)

e Grammatical error: answer was a valid gram-

matical form of the word (exists in paradigm), but

incorrect in the given context. This group includes

only errors made in cloze exercises.

e Non-word error: spelling error—the word was

rejected by the morphological analyzer.

e Multiple-choice: error in a choice of word from

a list of options.

e Multi-admissible: as mentioned above, we con-

sider these to be correct answers.

e Pragmatic error: a separate type of error where

the given answer can fit grammatically, but is se-

mantically/pragmatically unnatural in the context.
We provide one example of the last kind of er-

ror; it requires further investigation:

“Y MeHs MalllMHa CcjoMaJjiach, W MHe
IpUILIOCh 3B0HUTH B aBrocepsuc (ACC)”.
“My car broke down and I had to call (to)

the auto repair”.

* Y MeHsI MaIllMHa, CJIOMaJach, W MHE
MPUIJIOCH  3BOHUTH B  aBTOCEPBUCE
(LOC)”.

* “My car broke down and I had to call (while
being) in a car-service station”.

[ ]

Preposition “B” (“in”) governs two cases—

Nominative and Locative—but the second sen-
tence does not make sense pragmatically. We have
begun a more detailed annotation of all learner an-
swers (i.e., the types of grammatical errors). This
topic is beyond the scope of this paper.
e Broken: discarded instances (technical prob-
lems, words not in our training vocabulary, too
many numbers, punctuation marks, answers given
in languages different from expected, etc).

Table 1 represents the number of all mentioned
data types in the real learners’ answers (the second
column) and in the subset of these real answers
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which were given only by advanced learners (the
third column).

We separate the real, manually annotated data
into four test sets (see Table 2).

A. The first test set contains only sentences ex-
hibiting MA.

B. The second test set is randomly chosen cor-
rect sentences from a separate corpus (for a total of
500 instances) which was not used for generating
training data.

C. The third test set is made to test the ability
of our model to distinguish between grammatical
and ungrammatical sentences (as it was trained to
do)—thus it contains:

C1. sentences with grammatical errors made by
Revita users;

C2. correct sentences from Revita’s database.

D. The fourth test set contains sentences only
with pragmatic errors.

In the next section, we shortly review prior work
related to artificial error generation (AEG) for the
grammaticality judgement task.

4 Related Work

Felice (2016) divides methods of AEG into deter-
ministic vs. probabilistic. The deterministic ap-
proach consists of methods that generate errors in
systematic ways, which do not make use of learner
error distributions. Izumi et al. (2003) introduced
a system for correction of article errors made by
English learners, native in Japanese. The system
was trained on artificial data where a, an, the or
the zero article were replaced with a different op-
tion chosen randomly.

Sjobergh and Knutsson (2005) created an artifi-
cial corpus consisting of two of the most frequent
types of errors among non-native Swedish speak-



ers: split compounds and word order errors.

Brockett et al. (2006) describe a statistical ma-
chine translation (SMT) system for correcting a set
of 14 countable and uncountable nouns which are
often confused by learners of English. They used
rules to change quantifiers (e.g. much—many), to
generate plural forms, and to insert unnecessary
determiners. Lee and Seneff (2008) created an ar-
tificial corpus of verb form errors. They changed
verbs in the original text to different forms, such
as to-infinitive, 3rd person singular present, past,
or -ing participle. Ehsan and Faili (2013) used
SMT for AEG to correct grammatical errors and
context-sensitive spelling mistakes in English and
Farsi. Training corpora were obtained by inject-
ing artificial errors into well-formed treebank sen-
tences using predefined error templates.

Probabilistic approach: Rozovskaya and Roth
describe several methods for AEG which include
creation of article (Rozovskaya and Roth, 2010b)
and preposition errors (Rozovskaya and Roth,
2010a, 2011) based on statistics from an English
as a Second Language (ESL) corpora. They in-
ject errors into Wikipedia sentences using differ-
ent strategies (e.g., distribution before and after
correction, L1-specific error distributions).

Rozovskaya et al. (2012) proposed an inflation
method, which preserves the ability of the model
to take into account learner error patterns. While
also increasing the model’s recall, this method
reduced the confidence that the system has in
the source word. Improvement in F-scores was
achieved by this method when correcting deter-
miners and prepositions. Further, this method was
used by other researchers (Felice and Yuan, 2014;
Putra and Szabd, 2013; Rozovskaya et al., 2013,
2014, 2017).

Dickinson (2010) introduce an approach to gen-
erate artificial syntactic errors and morphologi-
cal errors for Russian. Imamura et al. (2012)
adapt the method of Rozovskaya and Roth (2010b)
for particle correction in Japanese. Cahill et al.
(2013) examine automatically-compiled sentences
from Wikipedia revisions for correcting errors in
prepositions. Kasewa et al. (2018) use an off-the-
shelf attentive sequence-to-sequence NN (Bah-
danau et al., 2014) to learn to introduce errors.

S Model and Experiment

Data: For generating the training/validation
datasets, we use the open-source “Taiga” Russian
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corpus,'® which is arranged by genre into sev-
eral segments. We used all news segments, and
part of the literary text segment, for a total of
809M words. We exclude social media, film subti-
tles, and poems, because their language has more
deviations from the literary standard. All docu-
ments were lowercased, tokenized, and morpho-
logically analyzed using Crosslator (Klyshinsky
et al., 2011).!7 We replace all punctuation marks
with a special token, to preserve information about
sentence/clause boundaries. The size of the train-
ing vocabulary was around 1.2M words (after re-
moving words with frequency less than 2). For
validation, we randomly chose 5% of all generated
data.

Model architecture: our baseline neural net-
work (NN) is implemented in TensorFlow. Its ar-
chitecture is a one-layer bidirectional LSTM with
dropout (0.2), which has 512 hidden units. The
hidden state of the BiLSTM is then fed to an
Multi-layer Perceptron (MLP). The MLP uses one
hidden layer with 1024 neurons, and Leaky ReLU
activation function. The size of the output layer is
1, since we have only two classes to predict. The
output of the MLP is then fed to a sigmoid activa-
tion function to obtain a prediction for the entire
input sequence. To encode words, we use the Fast-
Text 300-dimensional pre-trained embeddings. '3

The network and the word embeddings were
trained in an end-to-end fashion. Optimization
was done using Adam, dropout, and early stopping
based on the loss on the validation set. We trained
the network over only half of an epoch, since it
was showing signs of overfitting—because we use
a sliding window, the number of training instances
was over 90M. The averaged accuracy on the val-
idation set was 95 %. Table 2 reports the accuracy
on the test sets, averaged across 5 runs.

6 Results

Table 2 shows the results of our experiments in
terms of accuracy. 85.9% accuracy was achieved
across all types of MA. However, we should stress
that in the test set marked Multi-admissible (MA),
the majority of the instances belong to the MA
types of Present/Past tense and Singular/Plural.
Since the test set has a small number of in-
stances of MA contexts with gerund/other verb

1https://tatianashavrina.github.io

" This analyzer was chosen because it is a part of Revita’s
text processing pipeline.

Bhttps://fasttext.cc/docs/en/crawl-vectors.html



Test set # Acc
A.  Multi-admissible 178 859
B. Random correct 500 923
C. Correct & incorrect 1290 81.0
Cl. Grammatically correct 650 73.3
C2. Grammatically incorrect 640 88.6
D.  Pragmatic errors 46 543

Table 2: Percent accuracy of our NN model. Random
correct: test set built from sentences which were not in-
cluded in the training and validation sets and did not ap-
pear in Revita’s database, randomly selected sentences
from normal texts. Grammatically incorrect: test set
with real grammatical errors from students’ data. Prag-
matic errors: test set with real pragmatic errors from
students’ data.

MA types # Acc
1. Perf/Imperf + Gerund/Other 14 92.8
2. Case 24 91.7
3. Present/Past 53 88.7
4. Singular/Plural 78 82.0
5. Short/Full adj 9 777

Table 3: Percent accuracy of our NN model for dif-
ferent MA contexts. Case combines all types of MA
contexts listed in the Subsection 2.1 which differ by
case (Nominative/Instrumental, Genitive/Accusative
and others).

forms and MA contexts which differ by perfec-
tive/imperfective aspect, we grouped them to-
gether for testing the model. On these two types
of MA the model achieved the highest accu-
racy, 92.8% (see Table 3). For the same rea-
sons we grouped together MA contexts which
differ by case (Nominative/Instrumental, Geni-
tive/Accusative, Second Genitive and other). The
overall accuracy for these contexts is 91.7%.

We plan to test all combined MA types sepa-
rately as soon as we have more annotated data.
The accuracy for Present/Past tense is 88.7%.
The accuracy for Number agreement (including
subject-verb agreement on number) is 81.0%.
The lowest accuracy was achieved for Short/Full
adjectives—77.7%. Some discussion of errors is
in the following subsection.

We use additional test sets to assess other as-
pects of the trained NN model. The “Random cor-
rect” test set (B.) contains 500 randomly sampled
sentences without errors, to compare with the MA
test set. These sentences were sampled from a
corpus which was not used for generating train-
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ing/validation data, and are not present in the Re-
vita database. On random correct sentences, the
model achieved substantially better results than for
MA instances (92.3%). It is interesting that the
model has more difficulty with the syntactic struc-
ture of contexts with known MA than with some
random correct contexts.

Another test set (C.) is made up of correct sen-
tences from the Revita database, and sentences
with grammatical errors made by the learners. We
evaluate the model on this test set to gain insight
into how well it can differentiate between various
incorrect vs. correct sentences. The discussion of
results for different grammatical error types is be-
yond the scope of this paper, and is left for the
further work.

The pragmatic error test set (D.) was used to
find out how difficult it is to predict labels for
sentences which are correct grammatically but in-
correct semantically/pragmatically. Clearly these
instances pose the greatest challenge to the cur-
rent model; (it was not explicitly trained to detect
them).

Of the nearly 3000 manually annotated in-
stances, the number of instances found to be prag-
matic errors and MA was not large.

6.1 Error Analysis

We analysed some of the errors the model made on
the MA test dataset. For all types of MA, we found
some similar patterns: the model assigns very low
scores to short sequences (which are padded), con-
texts with too many punctuation marks or names,
and context with non-Russian words which are un-
known to the model. For example, for construc-
tions with Present/Past tense, the network made
wrong predictions if the subject was a name or a
number, which in most cases corresponds to the
token “UNK” in our model’s vocabulary. The
same happens if the subject is outside the window.
Sometimes the model confuses certain nouns or
pronouns next to the verb with its subject, for ex-
ample:

“Tloezma (SUBJ) merpo 3ajepRuBarorcs
(PRED).
“Trains of the metro are delayed.”

In this case, the model might suppose that
the (genitive) singular noun “merpo” (“metro”) is
the subject of the plural verb “3anepkuBaiorcs”
(“are delayed”), which is incorrect—the actual



subject is the plural noun “moe3ma” (“trains”)—
but the genitive is closer to the predicate. As a re-
sult, the model will identify the sentence as gram-
matically incorrect, believing that the subject and
predicate conflict in number.

We also should note that some instances marked
by the model as incorrect are actually incorrect,
but marked as MA by annotators, which means
that MA instances need to be double-checked and
that the model is able to identify ungrammatical
contexts.

It is difficult to compare our results directly
with prior work, because we have not yet found
in the previous work a problem similar to Multiple
Admissibility for Russian. A similar problem—
grammatical acceptability judgment—is presented
in (Warstadt et al., 2018), for English only. The
best results they achieved in terms of percent ac-
curacy is 77.2%. The average human accuracy is
85%.

For the task of grammatical error detection, the
results obtained for Russian are much lower than
for English. For example, the highest precision in
(Rozovskaya and Roth, 2019) for errors in number
agreement is 56.7.

Concerning the grammaticality judgement task,
Marvin (2018) reported accuracies for subject-
verb agreement from 50% to 99% depending on
the syntactic complexity of the sentence (e.g., re-
lations across relative clause). This is similar to
Present/Past tense construction in our setup.

Linzen et al. (2016) also concludes that the
grammaticality judgment objective is more diffi-
cult than, for example, the number prediction ob-
jective. The LSTM model can have up to 23%
error on this task, as sentence complexity grows.
This work studied only number agreement and
subject-verb dependencies in English.

7 Conclusions and Future Work

We address the problem of Multiple admissibility
in automatically generated exercises, by approach-
ing it as a grammaticality judgment task. We of-
fer a detailed study of examples, where our lan-
guage learning system mistakenly assesses admis-
sible answers as incorrect. We classify these con-
texts into 10 types, where only some of these types
have been in the focus of prior research, especially
for Russian. We train a NN model with the gram-
maticality objective, independent of the type of
test set we use for evaluation. The problem of
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lacking labeled training data was approached by
generating a dataset with artificial errors. We also
observed that the MA problem is more relevant
for advanced language learners. Another observa-
tion is that for a trained model it is more difficult
to make prediction about MA contexts than about
random correct sentences.

We plan to extend and improve our training data
by marking numbers with special tokens, or by
mapping them into words. We also plan to mark
names with a name tag by using some of the exist-
ing NER models, and mark rare words with their
part of speech. We also believe that providing
the model with syntactic information (parsing) can
help, so that we can train a model in a multitask
fashion: predict tags of words, as well as their cor-
rectness. Also, it is worth trying to use new large-
scale language models, which proved to be more
effective on a variety of tasks.

Additional annotation of student data collected
in Revita’s database is needed; in the current work,
the annotation was done by two experts, and all
disagreements were resolved. We plan to ex-
tend our experiments to other languages available
in Revita. Each has its own language-specific
types of MA. Generating all paradigms of a word
could be problematic for some highly inflected
languages (e.g., Finnish, etc.).

The goal of this paper is to introduce the prob-
lem of Multiple Admissibility and to attract more
attention to experimenting with morphologically
rich languages and languages other than English
in this context.
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Abstract

Text normalisation in Text-to-Speech systems
is a process of converting written expressions
to their spoken forms. This task is complicated
because in many cases the normalised form de-
pends on the context. Furthermore, when we
analysed languages like Croatian, Lithuanian,
Polish, Russian or Slovak there is additional
difficulty related to their inflected nature. In
this paper we want to show how to deal with
this problem for one of these languages: Po-
lish, without having a large dedicated data set
and using solutions prepared for other NLP ta-
sks. We limited our study to only numbers
expressions, which are the most common non-
standard words to normalise. The proposed so-
lution is a combination of morphological tag-
ger and transducer supported by a dictionary
of numbers in their spoken forms. The data set
used for evaluation is based on the part of 1-
million word subset of the National Corpus of
Polish. The accuracy of the described appro-
ach is presented with a comparison to a simple
baseline and two commercial systems: Google
Cloud Text-to-Speech and Amazon Polly.

1 Introduction

In Text-to-Speech (TTS) or automatic speech re-
cognition (ASR) text normalisation is a task of co-
nverting written expressions to their spoken equ-
ivalents. For example in English, sentence “I have
3 dogs” will be normalised to “I have three dogs”.
In inflected languages, like Polish, this task is
much harder as presented in Table 1. We can see
that for English sentences number “2” is always
normalised to “two”, but for Polish, this is more
complicated. Each of the Polish sentences has a
different normalised form of number “2” (dwdch,
dwie, dwaj). These forms are only a small part of
all possible forms of this number which is one of
the reasons why text normalisation for the Polish
language is more complicated than for English.
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This paper presents the solution for this specific
problem — normalising number expressions in the
Polish language.

The rest of the paper is organised as follows.
Section 2 briefly shows the related work and our
motivation. Next, we describe the architecture of
our system. Section 4 elaborates on experiments
and evaluation. It presents the prepared data set
and the results of two experiments. Finally, Sec-
tion 5 concludes our work.

2 Related Work

Text normalisation has been known since the appe-
arance of the first TTS systems. Initial approaches
were based on hand-made rules (Allen et al., 1987,
Sproat, 1997). These methods were quite effective
even for non-standard words, but also challenging
to maintain and develop, due to the richness of the
language. Next generation of text normalisation
systems used the combination of rules and langu-
age model (Sproat et al., 2001; Gralinski et al.,
2006; Brocki et al., 2012). Latest research focused
on neural networks (Sproat and Jaitly, 2016, 2017,
Zare and Rohatgi, 2017; Pramanik and Hussain,
2018; Zhang et al., 2019). Especially recurrent
neural networks (RNN) have promising results,
but also tend to fail in some unexpected and unac-
ceptable cases, such as translating large numbers
with one digit mistake or treating cm as kilometres
(Zhang et al., 2019). RNN approaches known for
English are difficult to transfer to Polish because
there are no publicly available resources of Polish
texts in spoken forms which are necessary. The
proposed solution does not require a large data set
and, at the same time, it takes advantages of neural
networks by using them for morphological tagging
(one of the modules of the system). Furthermore,
in contrast to the mentioned articles, this paper fo-
cuses only on number expressions. Normalising

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 23-28,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



Sentence in Polish Normalized sentence

English translation | Normalized translation

Rozmawia 2 mezczyzn.
Rozmawiaja 2 kobiety.

Rozmawiaja 2 przyjaciele.

Rozmawia dwéch mezczyzn.
Rozmawiaja dwie kobiety.
Rozmawiaja dwaj przyjaciele.

2 men are talking. Two men are talking.

2 women are talking. | Two women are talking.

2 friends are talking. | Two friends are talking.

Table 1: The difference between text normalization for Polish and English language.

numbers is very demanding so deeper exploration
of this topic is understandable, which confirms the
existence of publications describing only this is-
sue (Kanis et al., 2005; Sproat, 2010; Mya Hlaing
et al., 2018).

3 System Architecture

To manage all aspects of normalising Polish sen-
tences, especially inflected forms and different ty-
pes of numbers (cardinal, ordinal, decimal, etc.),
we created the system presented in Figure 1. This
system contains five components: a tokeniser,
morphological tagger, classifier, transducer and
post-processor. The tokeniser is used to transform
a sentence into a list of tokens (words). The mor-
phological tagger gets the list of tokens and adds to
them morphological tags (morphosyntactic tag is
a sequence of colon-separated values which deter-
mines the grammatical class and categories used
in the National Corpus of Polish!). To create these
two components we integrated our system with
KRNNT, a morphological tagger for Polish based
on recurrent neural networks (Wrébel, 2017). The
main advantage of this tagger is the correct in-
terpretation of words in the context which results
from the use of RNNs. Next component, the clas-
sifier, assigns to each token one of the eleven clas-
ses, shown in Table 2. This classifier works on two
levels. On the first level, it uses a decision tree
created from token characteristics and morpholo-
gical tags to assign to each token non-complex
class (PLAIN, PUNCT, CARDINAL, ORDINAL,
NUMBER_WITH_SUFFIX, DECIMAL, FRAC-
TION, TELEPHONE or IDENTIFIER). To train
this classifier, we divided the data set into 5 folds
and used k-fold Cross-Validation method. The
average accuracy of our model was 97.92%. On
the second level, it uses hand-made rules to group
some of these tokens to one of the complex to-
kens (DATE or TIME). When we have tokens with
tags and classes, we can go to the core component:
transducer. The transducer has two main tasks: it
decides whether a given token requires normalisa-

"http://nkjp.pl/poligarp/help/ense2.html
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tion and it prepares tokens for transfer to a func-
tion that converts numbers into Polish words. This
function utilises rules and a dictionary of numbers
in their spoken forms. These rules implement the
pronunciation principles of individual numbers in
Polish. Some of these principles required lingu-
istic knowledge, especially in the case of large or-
dinal numbers. The dictionary contains all cardi-
nal and ordinal forms of base numbers (0-19, 20-
90, 100-900, 10%, 10°, 10%, 10'? and 10'%) which
can be used to create complex ones. To prepare
this dictionary, we filtered and processed Polimorf
morphological dictionary (Wolinski et al., 2012).
Polimorf is an open-source Polish morphological
dictionary containing over 7 million word forms
with assigned category, word lemma and part-of-
speech tag. The last step is post-processing when
normalised tokens are transformed to lower case,
punctuation is removed, and finally, they are com-
bined to create a normalised sentence. This com-
ponent is configurable, which means that you can,
for example, keep the punctuation.

Class name ‘ Example token
PLAIN Dom
PUNCT .
CARDINAL 2

ORDINAL 3.
NUMBER_WITH_SUFFIX | 5-letni
DECIMAL 2,3
FRACTION 1/3

DATE 31 lipca 1989
TIME godzina 8.00
TELEPHONE 789-123-456
IDENTIFIER B-52

Table 2: Classes of tokens with examples.

4 Experiments and Evaluation

We prepared two experiments to evaluate the cor-
rectness of our system. The first experiment was
only for the transducer, second for the whole sys-
tem with the comparison to baseline and two com-
mercial systems: Google Cloud Text-to-Speech



Rozmawiajgq 2 kobiety.

1

’ Tokenizer ‘

J

’ Morphological Tagger ‘

J

’ Classifier ‘

J

’ Transducer ‘

J

’ Post Processor ‘

I

rozmawiajg dwie kobiety

[ Rozmawiaja, 2, kobiety, .]

[ (Rozmawiaja, fin:pl:ter:imperf), (2, num:pl:acc:f),
(kobiety, subst:pl:acc:f), (., interp) ]

[ (Rozmawiaja, fin:pl:ter:imperf, PLAIN), (2, num:pl:acc:f, CARDINAL),
(kobiety, subst:pl:acc:f, PLAIN), (., interp, PUNCT) ]

[ Rozmawiaja, dwie, kobiety, .]

Figure 1: High level architecture of our system with example of usage and intermediate states between components.

and Amazon Polly. The above experiments used
the data set of sentences with their spoken forms
and additional information like morphological
tags and classes. Details about the data set and
experiments are shown in the next subsections.

4.1 Data

There are no publicly available data sets for the
Polish language designed for text normalisation.
However, there are some resources, created for
other NLP tasks, which can be used as a base to
prepare one. We chose the largest publicly ava-
ilable manually annotated data set for Polish - 1-
million subcorpus of the National Corpus of Polish
(Przepidrkowski et al., 2012). The corpus includes
books, articles, transcriptions of spoken conversa-
tions and content from the web. What is more, it
assigns some of the tokens to categories like per-
son name, organisation name, place name, time or
date. For our data set, we selected only sentences
with numerical tokens and without abbreviations.
Next, we processed them to create hints of proba-
ble classes and normalised forms, which we used
during manual annotation. For more efficient an-
notation process we created a simple web applica-
tion with a customised user interface. As a result,
we got the data set of 5,444 sentences, which con-
tained 7,170 numerical tokens. The distribution of
numerical token classes is presented in Table 3.
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Class name Number | Frequency
of tokens [%]

CARDINAL 3735 52.09
DATE 1899 26.49
ORDINAL 661 9.22
NUMBER_WITH_SUFFIX | 389 543
IDENTIFIER 197 2.75
TIME 156 2.18
DECIMAL 106 1.48
FRACTION 16 0.22
TELEPHONE 11 0.15

Table 3: The distribution of numerical token classes in
the data set.

4.2 Transducer Evaluation

In the first experiment, we tested the hypothesis
that having a class and morphological tags is suf-
ficient to normalise a token properly. For this pur-

Class name ‘ Accuracy [%]
ALL 95.75
CARDINAL 95.26
DATE 96.95
ORDINAL 97.43
NUMBER_WITH_SUFFIX | 93.06
IDENTIFIER 97.46
TIME 95.51
DECIMAL 90.57
FRACTION 75.0
TELEPHONE 100.0

Table 4: The accuracy of the transducer component.



Accuracy [%]

Class name Number Baseline Amazon Google Our
of tokens Polly Cloud TTS | system
ALL 407 30.47 34.15 57.99 90.91
CARDINAL 173 24.86 24.28 78.61 94.8
ORDINAL 73 9.59 10.96 32.88 93.15
DATE 60 18.33 35.0 48.33 80.0
NUMBER_WITH_SUFFIX | 34 82.35 97.06 26.47 94.12
TIME 24 0.0 16.67 4.17 87.5
DECIMAL 18 83.33 100.0 94.44 83.33
IDENTIFIER 13 84.62 100.0 92.31 92.31
FRACTION 8 87.5 0.0 75.0 87.5
TELEPHONE 50.0 0.0 50.0 50.0

Table 5: Our system evaluation with comparison to baseline, Google Cloud Text-to-Speech and Amazon Polly.

Bold values indicate the highest scores in the category.

pose, we examined the transducer component. Re-
sults of this experiment are presented in Table 4.
The transducer achieved 95.75% accuracy. We ob-
served several types of problems. Firstly, there
were situations where the cardinal number had two
possible forms for a given case and gender (e.g.
“trzej”, “trzech”) and the transducer did not know
which of these forms to chose (in the presented
example it chose “trzech”). The second problem
was related with messy data which were unexpec-
ted by the transducer (e.g. “5- -letni”’). The Ac-
curacy on the FRACTION class was caused by
cases when the fraction did not have an inflected
form (e.g. 1/3 sometimes should be normalised to
“jedna trzecia” not to “jedna trzecia”). For the DE-
CIMAL class individual tokens should be replaced
not directly but in a context-sensitive manner (e.g.
0.5 should be normalised to “p6t”). However, we
assumed that the results of this component are ac-
ceptable and it can be used in the designed system.

4.3 System Evaluation

To estimate how well our system works we com-
pared it with three solutions: baseline that does
not rely on morphological tags and two commer-
cial systems: Google Cloud Text-to-Speech? and
Amazon Polly>. For this experiment, we selected
250 sentences with 407 tokens for normalisation.
We reduced the number of sentences for this expe-
riment because of two reasons. First of all most
of the sentences in the data set represent the same
context and difference is only in the number value
which does not bring anything interesting to the

2https://cloud.google.com/text-to-speech/
3https://aws.amazon.com/polly/
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analysis. A better solution is to choose those who
represent different contexts. The second reason is
that analysed commercial systems are full Text-to-
Speech systems so to evaluate them we had to li-
sten and write the answers, which is very time-
consuming. Summary of this evaluation is shown
in Table 5.

Baseline The baseline is our main system but
with disabled morphological tags interpretation.
We saw that for almost all classes morphological
tags were crucial and the baseline system had a
very weak accuracy. For classes where tags are not
required baseline achieves results close or equal to
our main system.

Amazon Polly The main problem with the Ama-
zon Polly is that the word form is not taken into
account, which for tag-dependent classes leads to
results similar to those of the baseline system. At
the same time, this system has the best results
for NUMBER_WITH_SUFFIX, DECIMAL and
IDENTIFIER classes.

Google Cloud Text-to-Speech 'When we analy-
sed the results of Google Cloud Text-to-Speech,
we observed that the wrong interpretation of to-
kens causes most of the mistakes. For example,
time expressions were interpreted as decimals, or
ordinal numbers and dates as cardinals. For the
NUMBER_WITH_SUFFIX class, Google Cloud
TTS did not include suffix (e.g. “S-letni”” was nor-
malised to “pigc letni”, not to “pigcioletni”).

Our system The incorrect predictions of our
system were, in most cases, results of incorrect
morphological tagging or classification. For the



DECIMAL class, our system had the worst accu-
racy which was the consequence of the transducer
behaviour. For almost all classes our system achie-
ves the best results; for the others, it does not stand
out significantly. Accuracy for the TELEPHONE
class results from the specific reading of the tele-
phone numbers (e.g. four digits numbers like 7128
are read in pairs so correct normalised form will be
“siedemdziesiat jeden dwadzieScia osiem”).

5 Conclusion

The article described the problem of numbers nor-
malisation in the Polish language. We presented
difficulties, previous work and architecture of our
system. Then we showed the performance of our
core component (the transducer). The last subsec-
tion described the evaluation of our system with
comparison to the baseline and two commercial
TTS systems. Our system for tokens with the most
common class in texts (CARDINAL, ORDINAL,
DATE) achieves the best results. For other classes,
the results are close to or exceed those of the other
systems. Our future work will focus on correcting
the errors mentioned in the previous sections. We
believe that the architecture we use can also be ad-
opted for other inflected languages. In addition,
our solution can be used to create a data set that
will then be used to train neural networks. We are
aware that this work does not cover all possible
cases of numerical tokens to normalised because
there are also classes related to abbreviations like
measure or money expressions. Next aspect of our
future work will be focused on these classes. The
first step will be recovering morphological infor-
mation lost in abbreviated forms in National Cor-
pus of Polish (Zelasko, 2018).

Resources Our data set used during evalu-
ation and written answers of Google Cloud
Text-to-Speech and Amazon Polly in json format
are available at https://github.com/
rafalposwiata/text-normalization.
Data acquisition from TTS systems took place in
March 2019.
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Abstract

We present experiments on Slovenian, Croa-
tian and Serbian morphosyntactic annotation
and lemmatisation between the former state-
of-the-art for these three languages and one
of the best performing systems at the CoNLL
2018 shared task, the Stanford NLP neural
pipeline. Our experiments show significant
improvements in morphosyntactic annotation,
especially on categories where either semantic
knowledge is needed, available through word
embeddings, or where long-range dependen-
cies have to be modelled. On the other hand,
on the task of lemmatisation no improvements
are obtained with the neural solution, mostly
due to the heavy dependence of the task on the
lookup in an external lexicon, but also due to
obvious room for improvements in the Stan-
ford NLP pipeline’s lemmatisation.

1 Introduction

Morphosyntactic annotation and lemmatisation
are crucial tasks for languages that are rich in in-
flectional morphology, such as Slavic languages.
These tasks are far from solved, and the recent
CoNLL 2017 (Zeman et al., 2017) and CoNLL
2018 (Zeman et al., 2018) shared tasks on multi-
lingual parsing from raw text to Universal Depen-
dencies (Nivre et al., 2016) have given the neces-
sary spotlight to these problems. In addition to the
advances due to multi- and cross-lingual settings,
the participating systems have also confirmed the
predominance of neural network approaches in the
field of natural language processing.

In this paper we compare the improvements
obtained on these two tasks in three South
Slavic languages (Slovenian, Croatian and Ser-
bian) by moving from traditional approaches to
the neural ones. The tool that we use as the
representative of the traditional approaches is
reldi-tagger (Ljubesi¢ and Erjavec, 2016;
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Ljubesi¢ et al., 2016), the previous state-of-the-
art for morphosyntactic tagging and lemmatisa-
tion of the three focus languages due to (1)
carefully engineered features for the CRF-based
tagger, (2) integration of an inflectional lexicon
both for the morphosyntactic tagging and the
lemmatisation task and (3) lemma guessing for
unknown word forms via morphosyntactic-tag-
specific Naive Bayes classifiers, predicting the
transformation of the surface form. The tool that
we use as the representative for the neural ap-
proaches is stanfordnlp, the Stanford NLP
pipeline (Qi et al., 2018), a state-of-the-art in neu-
ral morphosyntactic and dependency syntax text
annotation. The system took part in the CoNLL
2018 shared task (Zeman et al., 2018) as one of
the best-performing systems, which would have,
with ”an unfortunate bug fixed”, placed among the
top-three for all evaluation metrics, including lem-
matisation and morphology prediction. The tool
is, additionally, released as open source and has a
vivid development community,! with a named en-
tity recognition module being in development.

2 Experiment Setup

We perform our comparison of the traditional and
the neural tool of choice on the two tasks on data
splits defined in the babushka-bench bench-
marking platform? which currently hosts data and
results for the three South Slavic languages we
use in these experiments, namely Slovenian, Croa-
tian and Serbian. It is organised as a git reposi-
tory, with scripts for transferring datasets from the
CLARIN.SI repository,® and splitting them into

"https://github.com/stanfordnlp/
stanfordnlp

https://github.com/clarinsi/
babushka-bench

*https://www.clarin.si/repository/
xmlui

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 29-34,
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training, development, and testing portions. While
the primary usage of this platform are in-house ex-
periments on the available and emerging technolo-
gies, other researchers are more than welcome to
further enrich the repository.

The name of the repository has its roots in the
erroneous, but popular naming of the Matryoshka
doll in South Slavic languages, as the datasets are
split into train, dev and test portions in a random
fashion, but with a fixed random seed. This en-
ables splitting the same datasets on the annotation
layers that were not applied over the whole dataset
(as is often the case with costly annotations of syn-
tax, semantic etc.), and simultaneously ensuring
that no spillage between train, dev and test be-
tween the various layers would occur. There are
many cases where such a split comes handy for
benchmarking, one example being using the whole
datasets for training taggers and just portions of
the datasets (i.e. the manually parsed subsets) to
train parsers that require tagging as upstream pro-
cessing.

For evaluating morphosyntactic tagging and
lemmatisation in babushka-bench, we use
a modified CoNLL 2018 shared task evalua-
tion script to enable evaluation without parsing
present. This script calculates the F1 metric be-
tween the gold and the real annotations, taking
into account the possibility of different segmen-
tation, which is not the case in these experiments
as we use gold segmentation from the datasets
to focus on the tasks of morphosyntactic tag-
ging and lemmatisation. When modelling mor-
phosyntax, we predict morphosyntactic descrip-
tions (MSDs), position-based encodings of part-
of-speech and feature-value pairs, as defined in
the MULTEXT-East tagset (Erjavec, 2012). The
training-data-defined size of the tagset for each of
the three languages lies between 600 and 1300
MSDs, depending on the language and the size
of the training data. This is the default tagset
for the reldi-tagger and is also supported by
the stanfordnlp tool, where language-specific
tags (XPOS) are predicted as one of the three
outputs by the tagging module (the other two
being UD parts-of-speech (UPOS) and features
(FEATS)). The datasets we use for our exper-
iments are the three official datasets for train-
ing standard language technologies for these lan-
guages. These are the ssj500k dataset for Slove-
nian (Krek et al., 2019), the hr500k dataset for
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Croatian (LjubeSi¢ et al., 2018) and the SE-
Times.SR dataset for Serbian (Batanovié et al.,
2018). While the Slovenian and Croatian datasets
are both around 500 thousand tokens in size, the
Serbian dataset is significantly smaller with only
87 thousand tokens in size. We additionally make
use of the inflectional lexicons of these three lan-
guages, Sloleks for Slovenian (Dobrovoljc et al.,
2019), hrLex for Croatian (Ljubesi¢, 2019a) and
srLex for Serbian (Ljubesi¢, 2019b), all contain-
ing more than 100 thousand lemmas with around
3 million inflected forms.

While learning neural morphosyntactic tag-
gers, we also experiment with various embed-
dings, mostly (1) the original CoNLL 2017
word2vec (w2v) embeddings for Slovenian and
Croatian (Ginter et al., 2017) (there are none
available for Serbian), based on the Common-
Crawl data, and (2) the CLARIN.SI embeddings
for Slovenian (Ljubesi¢ and Erjavec, 2018), Croa-
tian (Ljubesi¢, 2018a) and Serbian (Ljubesié,
2018b), either trained with fastText (fT) or with
word2vec (w2v)* on large, just partially publicly
available texts due to copyright restrictions.

Our experiments are split into two main parts:
experiments on morphosyntactic tagging in Sec-
tion 3.1, backed with the comparison of the dif-
ference of the most frequent errors in the tradi-
tional and neural approaches, and the experiments
on lemmatisation in Section 3.2.

3 Results
3.1 Morphosyntax

We first compare the results of the two tools on
morphosyntactic annotation, trained on the train-
ing portion of the datasets of the three languages,
with development data used if necessary.” The re-
sults of the two taggers on the two languages are
presented in Table 1.

The results show significant differences be-
tween reldi-tagger and stanfordnlp,
with relative error reduction of 43% for Slovenian,
27% for Croatian and 40% for Serbian. Regarding

“Currently only the fastText versions are available for
download in the repository.

SWhile stanfordnlp uses the development data for
updating the learning rate and optimization algorithm,
reldi-tagger did not make any use of the development
data during this training phase. However, during the develop-
ment of reldi-tagger, a series of feature selections and
hyperparameter values were investigated on held-out data, so
we can consider for that tool to have used development data
indirectly, as well.



tool distributional information Slovenian Croatian Serbian
reldi-tagger Brown clusters 94.21 91.91 92.03
stanfordnlp  CoNLL w2v embeddings 96.45 93.85 94.78
stanfordnlp  CLARIN.SI w2v embeddings 96.79 94.18 94.91
stanfordnlp  CLARIN.SI fT embeddings 96.72 94.13 95.23

Table 1: F1 results in morphosyntactic annotation with the traditional and neural tool and different distributional

information.
Slovenian Croatian Serbian
true pred freq | true pred freq | true pred freq
Ncmsan ~ Ncmsn 109 | Xf Npmsn 162 | Xf Npmsn 28
Ncmsn Ncmsan 71 | Qo Cc 118 | Ncmsan  Ncmsn 22
o | Nensa Ncnsn 61 | Ncmsan Ncmsn 117 | Npmsan Npmsn 13
2| Ncfpa Ncfsg 47 | Ncmsn Ncmsan 98 | Nemsn  Ncmsan 12
S| Agpnsn Rgp 41 | Ncfpa Ncfsg 56 | Ncemsg  Ncmpg 12
.| Ncfpn Ncfsg 36 | Cs Rgp 55 | Ncfpn Ncfsg 12
| Nensn Ncnsa 35 | Nempg  Ncmsg 53 | Nempg Ncmsg 11
L1 Agpnsa Agpnsn 31 | Ncmsg Ncempg 50 | Npmsay Npmsg 9
Sa S1 27 | Agpnsny Rgp 48 | Ncnsn Ncnsa 8
Npmsay  Npmsg 27 | Ncnsa Ncnsn 43 | Ncfpa Ncfsg 8
Ncmsn Npmsn 54 | Xt Npmsn 111 | Xf Npmsn 20
Pp3fpa—y Pp3mpa-y 31 | Qo Ce 96 | Ncmsan Ncmsn 10
o,/ Ncmsan ~ Ncmsn 28 | Cs Rgp 75 | Nempg  Ncmsg 10
= | Cc Rgp 28 | Npmsn Xf 74 | Npfsn Npmsn 8
gs)
N Ncmsn Ncmsan 27 | Mro Mdo 57 | Nemsn  Ncmsan 8
= Xf Npmsn 20 | Ncmsg Ncmpg 50 | Npmsan Npmsn 7
o Ncnsn Ncnsa 18 | Ncmsan  Ncmsn 42 | Ncnsn Ncnsa 5
n | Pp3nsa—y Pp3msa-y 17 | Nempg  Ncmsg 38 | Nemsg  Ncmpg 5
Npfsn Npmsn 17 | Rgp Cs 37 | Npmsn  Npmsan 4
Mlc-pn Mlc-pa 17 | Cc Qo 36 | Ncnsa Ncnsn 4

Table 2: Most frequent errors by the traditional and neural tagger on Slovenian, Croatian and Serbian.

the usage of different embedding collections with
stanfordnlp, there are no drastic differences,
but the CLARIN.SI embeddings show to be better
suited than the CoNLL embeddings, which does
not come as a surprise as the former are based on
more text, which is frequently also of higher qual-
ity. The distinction between word2vec (w2v) and
fastText (fT) embeddings shows to be minimal, but
fastText seems to be more beneficial when smaller
amounts of training data are available, as is the
case with Serbian.

For the error analysis, as well as downstream
experiments on lemmatisation, for which mor-
phosyntactic annotation is a prerequisite, we take
the stanfordnlp tool with CLARIN.SI fast-
Text embeddings, as these settings achieve the best
results on average.
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To identify the differences in morphosyntactic
tagging errors between the traditional and neural
tagger, we analyse the 10 most frequent confu-
sions per tagger for each of the three languages.
Our results presented in Table 2 show that some of
the most frequent errors in reldi-tagger are
substantially reduced by stanfordnlp, such as
the confusion between masculine nouns in singu-
lar accusative (Ncmsan) and nominative (Ncmsn),
which shows the neural tagger to be more capable
in modelling long-range dependencies. Namely,
whether a male noun is in the nominative or ac-
cusative case depends mostly on whether one of
these two cases already occurred somewhere in the
clause.

Another regular confusion in morphosyntactic
tagging in general, which is also heavily resolved



tool morphosyntax Slovenian Croatian Serbian
reldi-tagger gold 99.46 98.17 97.89
reldi-tagger reldi-tagger 98.35 96.82 96.44
reldi-tagger stanfordnlp 98.77 97.22 97.26
stanfordnlp gold 97.75 96.22 95.29
stanfordnlp stanfordnlp 97.51 95.85 95.18
stanfordnlp+lex gold 99.30 98.11 97.78
stanfordnlp+lex stanfordnlp 98.74 97.22 97.13

Table 3: F1 results in lemmatisation with the traditional and neural tool and different upstream processing.

by the neural tagger, is that between adjectives
in the neutrum nominative (Agpnsn) and adverbs
(Rgp), which, again, requires information from
a wider context, i.e., whether there is a noun to
which the potential adjective can be attached to.
An error type which requires more of a seman-
tic understanding is the distinction between proper
nouns (Npmsn) and foreign residuals (Xf) in Croa-
tian and Serbian. In these two languages, the rule
is that proper nouns of foreign origin (Easy Jet,
Feng Shui) are annotated as foreign residuals. This
type of error is in good part resolved via word em-
bedding information where this distinction is ob-
viously encoded, while in the 1000 hierarchical
Brown clusters this is obviously not the case.
Interestingly, some shared errors are even
more frequent in the neural stanfordnlp pre-
dictions, such as the disambiguation between
homonymous conjunctions (Cc, Cs) and adverbs
(Rgp) for Croatian and Slovenian (e.g. veé, tako,
zato), which does come as a surprise as this dis-
tinction requires long-range information which
should be more available in the neural approach.

3.2 Lemmatisation

Given that morphosyntactic information is usu-
ally expected as the input to lemmatisation, we
compare the lemmatisation performance of the
two tools if (1) gold morphosyntax is given, (2)
the morphosyntax predicted by the tool itself is
used and (3) the best predicted morphosyntax by
stanfordparser is used. In addition to that,
we also expand stanfordnlp with a simple
intervention in the lemmatisation procedure, in
which the lexicon lookup is not performed over
the training data only, but the external inflec-
tional lexicons as well, naming this modified tool
stanfordnlp+lex.

The results of the lemmatisation experiments
are given in Table 3. The results show
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that reldi-tagger outperforms the original
stanfordnlp by a substantial margin, which
does not come as a surprise as reldi-tagger
uses a large inflectional lexicon. A simple lexicon
intervention with stanfordnlp+lex closes
the gap between the two, with almost no difference
in lemmatisation quality for any of the languages.

Regarding different upstream processing, as ex-
pected, preprocessing with stanfordnlp closes
one third of the gap between preprocessing with
reldi-tagger and having perfect, gold mor-
phosyntactic annotation.

Investigating  the between
the decisions of reldi-tagger and
stanfordnlp+lex shows that these mostly
differ in handling named entities, with both tools
missing the correct lemma with similar frequency.
For stanfordnlp+lex in particular, some
errors can be attributed to the fact it does not
rely on the morphological feature (FEATS)
information when looking up the lexicon and
producing lemma predictions, causing errors such
as generating a feminine proper noun lemma for a
correctly tagged masculine proper noun.

differences

4 Conclusion

In this paper we have presented the set up of the
long-term evaluation platform for benchmarking
current and future NLP tools for the three South
Slavic languages, a practice which is still far too
rare. We did a comparative evaluation of two state-
of-the art tools with different architectures (tradi-
tional vs. neural) and confirmed that the neural
approach yields significant improvements in tag-
ging, especially because of better long-range de-
pendency modelling and more distributional se-
mantic information available.

For lemmatisation, the results of both ap-
proaches are very close, especially because of a
heavy dependence on the lookup in a large inflec-



tional lexicon, but with obvious room for improve-
ment in the neural lemmatisation process.

The presented results give important pointers
for the development of future state-of-the-art tools
for the three languages, but also Slavic languages
in general.
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Abstract

This paper provides a comprehensive overview
of the gapping dataset for Russian that consists
of 7.5k sentences with gapping (as well as 15k
relevant negative sentences) and comprises
data from various genres: news, fiction,
social media and technical texts. The dataset
was prepared for the Automatic Gapping
Resolution Shared Task for Russian (AGRR-
2019) - a competition aimed at stimulating the
development of NLP tools and methods for
processing of ellipsis.

In this paper, we pay special attention to
the gapping resolution methods that were
introduced within the shared task as well
as an alternative test set that illustrates that
our corpus is a diverse and representative
subset of Russian language gapping sufficient
for effective utilization of machine learning
techniques.

1 Introduction

During the last two years gapping (i.e., the
omission of a repeated predicate which can be
understood from context (Ross, 1970)) has
received considerable attention in NLP works,
both dedicated to parsing (Schuster et al., 2018;
Kummerfeld and Klein, 2017) and to corpora
enhancement and enrichment (Nivre et al., 2018;
Droganova et al., 2018). At the same time, just
a few works dealt with compiling a corpus that
would represent different types of ellipsis, and
almost exclusively for English. Most of these works
address VP-ellipsis, which refers to the omission of
a verb phrase whose meaning can be reconstructed
from the context (Johnson, 2001), for instance,
in “Mary loves flowers. John does too” (Hardt,
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1997; Nielsen, 2005; Bos and Spenader, 2011).
The research has mainly been conducted so far on
rather small amounts of data, not exceeding several
hundreds of sentences. In this work we aim to
create a resource with a decent amount of data that
would include a broad variety of genres and would
rely minimally on any specific NLP frameworks
and parsing systems.

This work consists of four parts. First, we
describe the dataset, its features, and provide
examples of Russian-specific constructions with
gapping. Second, we describe an alternative test
set that we have prepared to demonstrate that our
corpus is representative enough. Then we briefly
describe the key metrics that have been proposed
to evaluate the quality of gapping resolution
methods within the shared task. Finally, we provide
a detailed analysis of the methods that have
successfully solved the gapping resolution task
as well as the results that were achieved on the
alternative test.

2  Gapping

We confine ourselves to the types of elliptical
constructions for Russian that involve omission of
a verb, a verb phrase or a full clause.

In this work we use the following terminology
for gapping elements. We call the pronounced
elements of the gapped clause remnants. Parallel
elements found in a full clause that are similar to
remnants both semantically and syntactically are
called remnant correlates. The missing material is
called the gap (Coppock, 2001).

Traditionally, gapping is defined as the omission
of a repeating predicate in non-initial composed
and subordinate clauses where both remnants to
the left and to the right remain expressed.

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 35-43,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



(1) ¢ npunsnm eé 3a UTaTbAHKY,a €ro 3a
I mistook her for Italian and him for
IBena.
Swede
‘I mistook her for Italian and F-misteek him for
Swede’

However, a broader interpretation is possible
(Testelets, 2011). Some features of gapping worth
mentioning are listed below.

Elements remaining after predicate omission
can be of different types. Consider the following
examples where remnants are predicates (2),
preposition phrases (3), adverbs (4), adjectives (5)
potentially with their dependents.

(2) OpnHO MOXET BIOXHOBJIATh, 4  JAPYroe
one can inspire and other
BrOHSITH B TOCKY.
put in melancholy
‘One thing can inspire and the other ean put you in
a melancholic mood.’

(3) CoBerylo  BaM MOMEHBLIE IyMATh O
recommend you less think about
npobyiemMax, 1 modosblie — 00  UX
problems  and more - about their
PpeIeHU.
solution
‘I recommend you to think less about problems, and
think more about their solutions.’

(4) Bwnauase OHM Wrpajli MHTEPECHO, MOTOM
at.first they played interesting. ADV after
— TIPECKYYHO.

- boring. ADV.INT
‘At first they played interestingly, then they-—played
extremely dully.’

(5) Cepane ee GBUIO CIUIIKOM YKMCTHIM, YYBCTBA

heart her was too
CJIAIIKOM UCKPEHHUMHU.
too sincere

pure feelings

‘Her heart was too pure and her feelings were too
sincere.’

The set of constructions for Russian that
implement stripping (Merchant, 2016) seems to be
broader than for English and the difference between
gapping and stripping in Russian is less clear. We
encountered a wide variety of examples that go
beyond the canonical examples. Examples (6) and
(7) illustrate the cases when arguments/adjuncts
of the elided verb do not fully correspond to the
arguments/adjuncts of the pronounced verb, thus
some of them (6 koruye ‘in the end’ in (6), 3a 2009
200 ‘during year 2009’) do not have correlates. We
consider such examples gapping with one remnant
and include them in the corpus.
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(6)

JHobasiisieM MyKy, Kpaxmai 1

add flour starch and
Pa3phIXJIUTENb, & B KOHIIE CMETaHY.
baking.powder and inend  sour.cream

‘We add flour, starch and baking powder, and at the
end we-add sour cream.’

(N

Poct wnen cocraBun 11,9 nporenra
growth prices amounted.to 11.9 percent
(32 2009 rog - 4,4 mporeHra)

in 2009 year - 4.4 percent

‘Price growth amounted to 11.9 percent (in 2009
amounted-to 4.4 percent)’

3 Corpus Description

Since the publicly available markup with gapping
is sparse, one of our key motivations was to create a
corpus that contains as many examples of gapping
as possible. To the best of our knowledge, no other
publicly available dataset contains a comparable
amount of gapping examples.

With that in mind, we decided to base
our corpus on the markup obtained with
Compreno (Anisimovich et al., 2012). Compreno
is a syntactic and semantic parser that contains a
module for predicting null elements in the syntactic
structure of a sentence. An overview of the module
can be found in (Bogdanov, 2012).

While cleaning up the output of a specific
system allows us to obtain markup much faster
than annotating from scratch, training on the
resulting corpus may yield systems that would
reproduce the original system’s output instead of
properly modeling the real-world natural language
phenomenon. We took this risk because even if the
corpus we have created contains Compreno bias,
the selection is representative enough. Moreover,
in order to further test for the presence of such
bias, we evaluated the top systems of the shared
task on an alternative test set that was created from
SynTagRus (see Section 4).

The corpus is available on the shared task’s
GitHub '.

3.1 Annotation Scheme

We utilize the following labels for fully annotated
sentences with gapping:
* The gap is labeled V.
* The head of the pronounced predicate
corresponding to the elided predicate is
labeled cV'.

"https://github.com/dialogue-evaluation/AGRR-2019



* Remnants and their correlates are labeled Rn
and cRn respectively, where n is the pair’s
index

For gapping annotation we use square brackets

to mark all gapping elements (whole NP, VP,
PP etc. for remnants and their correlates and the
predicate controlling the gap), the gap is marked
with [y]. Example (8) shows an example of bracket
annotation of (1).

(8)

A [ov npussi] [cr1 €€] [cr2 32 UTANBSHKY],

I mistook her for Italian

a [g; ero] [ry 3a mBenal.

and him for Swede

‘I mistook her for Italian and F-misteek him for
Swede’

Therefore, the full list of annotation labels is as
follows: ¢V, cR1, cR2,V, R1, R2.

3.2 Obtaining the Data

In this section we provide a detailed description
of the process of compiling the corpus. The
bulk of the collection comprises Russian texts of
various genres: news, fiction, technical texts. To our
understanding, many NLP tasks that could benefit
from gapping resolution are often applied to social
network data. Therefore, we balanced the corpus
by adding texts from the popular Russian social
network VKontakte. They make up a quater of the
collection.

First, all texts in the text collection were parsed
with Compreno. We identified the sentences in
which gapping was predicted. Using the Compreno
parser, we generated bracketed annotation for each
sentence (in which every gapping element X has
an opening bracket [ X and closing bracket )).

Mindful of our main goal (i.e., to maximize the
amount of data in the corpus), we decided to avoid
fixing the annotation errors manually. Instead 11
assessors were asked to evaluate the annotation,
assigning one of four classes:

0 no gapping, no markup is needed;

1 all gapping elements are annotated correctly;

2 some gapping
incorrectly;

elements are annotated

3 problematic example.

Each sentence was evaluated by two assessors.
Table 1 shows that 41% out of 17411 sentences
have correct annotation and 19% were erroneously

attributed to the examples with gapping, according
to both annotators.
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0 1 2 3

0 | 3350 (19%) | 370 (2.1%) | 303 (1.7%) | 254 (1.5%)
1| 394(23%) | 7201(41%) | 1163 (6.7%) | 283 (1.6%)
2 [ 288 (1.7%) | 581 (3.3%) | 1960 (11%) | 302 (1.7 %)
3446 (2.5 %) | 230 (1.3%) | 153 (0.9%) | 133 (0.8 %)

Table 1: Assessment analysis for the AGRR corpus; 0,
1, 2, 3 - annotation classes.

The main application of our corpus is in
machine learning, therefore the corpus has to
include negative examples (i.e., sentences without
gapping). We considered two types of negative
examples to select more relevant sentences.
The first type comprises problematic negative
sentences on which the Compreno parser false
positively predicted gapping (labeled O by both
assessors). Introducing negative examples of this
type (i.e. hard negatives) supposedly would allow
a system to improve upon the results of the source
parser. The second type comprises sentences of at
least 6 words that contain a dash or a comma, and
a verb. We made the negative class twice as large
as the positive one.

It is worth mentioning that cases marked 2 and
3 noticeably overlap with cases of gapping from
the SynTagRus gapping test set, which we use to
validate our AGRR corpus (see section 4; for cases
2 and 3 examples see the official shared task report
(Smurov et al., 2019)).

The test set contains ten times fewer examples
than the combined training and development sets
with the same distribution of genres - 75% from
fiction and technical literature, 25% from social
media - and the same 1:2 ratio of positive to
negative classes.

0 1 sum
vk 670 326
dev = her 12000 | 2760 | 1056 | 1382
vk | 2860 1366 20548
train (o 10864 | 0/ | 5542
vk 343 185
best [oo—too 1365 | 0| 680 | 2045
sum 14989 7604 | 22593

Table 2: # examples by class; vk stands for social media
texts

3.3 Dataset Format

When choosing the annotation format, we aimed to
minimize reliance on any specific NLP frameworks
and parsers. Since tokenization is often an integral



part of NLP pipelines, we decided not to provide
any gold standard tokenization and thus did not
choose the commonly used CoNLL-U format.

Instead, markup of each sentence contains a
class label (1 if gapping is present in the sentence,
0 otherwise) and character offsets for each gapping
element (no offsets if sentence does not contain the
corresponding gapping element).

4 SynTagRus Gapping Test Set

In order to test how well our corpus represents
the phenomenon in question, we employ an
alternative test set’ obtained from SynTagRus -
the dependency treebank for Russian that provides
comprehensive manually-corrected morphological
and syntactic annotation (Boguslavsky et al., 2009;
Dyachenko et al., 2015).

To detect and extract relevant sentences, we rely
on the original SynTagRus annotation (Iomdin and
Sizov, 2009), i.e., the Nodetype attribute, which,
if present with the value “FANTOM?”, indicates an
omission in surface representation.

All the sentences were manually verified and
divided into three categories:

1 cases similar to the ones encountered in the
AGRR corpus;

2 cases of gapping not included in the AGRR
corpus;

3 cases considered other types of ellipsis rather
than gapping.

Sentences from all three categories as well
as the number of aooripriate negative examples
(obtained from SynTagRus with simple heuristics)
will be further jointly referred to as the SynTagRus
gapping test set.

We expect the systems trained on the AGRR
corpus to show better results for category 1,
because the examples may differ stylistically
and thematically but not on a structural level.
High scores obtained for category 2 would
demonstrate that the corpus and the top systems
were transferable to a broader range of gapping
cases. Additionally, we provide the results obtained
by the top systems for category 3.

We further illustrate the diversity of ellipsis
cases in categories 2 and 3 using examples adapted
from the SynTagRus gapping test corpus.

Zhttps://lindat.mfF.cuni.cz/repository/xmlui/handle/11234/1-

3001

4.1 Gapping not Included in the AGRR
Corpus

In Russian, the number of remnants is limited only
by the valency of the predicate and can exceed two.
Consider an example (9) with three remnants.

(9) [cri1 B Ucnanuu] [ro B 1923 roay] [ov
In Spain in 1923 year
YCTaHOBWJI] IUKTATYPY [cr3
established dictatorship
redepai Ilenpo ne Pusepal, [r) B

general Pedro de Rivera, in
[Monbiue] [ry B 1926-M] - [r3 [Muscyncku].
Poland in 1926 - Pilsudski

‘In Spain, the dictatorship of General Pedro de
Rivera was established in 1923, while in Poland the
dictatorship was-established by Pilsudski in 1926.

The AGRR corpus does not contain examples
where the order of remnants differs from the order
of correlates, though the structure is possible under
certain conditions (Paducheva, 1974).

(10)  [ery MIkomam  yporu] [ey

school and lessons
HpUHaJIe K] [cro KPYTY MYUMTEJIbHBIX
belonged.to circle painful

o0s13aHHOCTEi], a [Ry AYIIEBHOMY BHIOODY]

duties and soul.ADJ choice
- [r1 3eyeHas nTuIa ¢ KPaCHOH roJIoBO].
- green bird withred head

‘School and lessons belonged to the circle of painful
duties, while a green bird with a red head belenged
to the choice of the soul.’

The cases with two independent instances of
gapping are not seen by the systems trained on the
AGRR corpus. In (11) the bracketed sentence has
its own gapping with overt predicate nmeer ‘has’
not connected to the first occurrence of gapping,
where predicate nocturaet ‘reaches’ is elided.
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[cr1 Iupuna nonuusl] [ov JocTuraer] [cra

width  valley reaches
600 km], [g; miyOuHa] - [ro 8 kM] (U151
600 km, depth - 8 km for
cpaBHeHUs: Boubioii KaHbOH [y HMeeT] [Rr)
comparison Grand Canyon has
mmpuHy] [r2 10 25 kM] [g; 1 TyOuny] [r2
width to 25 km and depth
1,8 km]).
1.8 km

‘The width of the valley reaches 600 kilometers,
the depth reaches 8 kilometers (for comparison: the
width of the Grand Canyon is about 25 kilometers
and the depth is 1.8 kilometers).’

In Russian, gapping is not necessarily formed
by omission of a verb. See (12), where the elided
predicate is a noun (oTuygxeHue ‘isolation’).



(12) Bropokparusm npuBes K [cv
red.tape led to

OTUyXIEHUIO] [cr1 TpyAsIIUXCA] [cr2 OT

alienation working.people  from
BJIacTH], [r] KpecThsH] [y OT  3eMJyH].
power peasants from land

‘Red tape led to the alienation of working people
from power, and alienation of peasants from the
land’

The SynTagRus gapping test set contains several
examples illustrating a particular type of gapping
that we refer to as gapping with generalization.
In this type of gapping, the correlate clause
semantically generalizes over instances described
in subsequent gapped clauses. Furthermore, the
main clause may lack the correlates of some
remnants, €.g. IPOMBILJIEHHOCThIO ‘industry’, Ha-
yKoii ‘science’ in (13).

(13) [cr1 Cpeacteam  criocoObl] co3marTCS

means  and methods are.created

TaJIAHTJIMBBIMU YUEHBIMHY, A [cv
talented scientists and
peamm3yioTces]: [r; cpeacTBal - [r; BOCHHOMH
are.realized means -  military
NPOMBIIIIEHHOCTBIO], a [g; crIOCOOBI] - [R2
industry and methods -
BOEHHOIl HAYKON H  ONBITOM]
military science and experience.

‘Means and methods are created by talented
scientists, and are realized: the means arerealized by
the military industry, and the methods are-reatized
by military science and experience.’

According to (Kazenin, 2007), gapping in
Russian cannot elide an intermediate node in the
tree structure. However, our data shows that such
elision is possible. Consider (14), where the left
correlate is higher syntactically than the elided
predicate.

(14)

Ecnu [r1 MOXHO] [ov nepeaats] [cr> OOMH
if is.possible transfer.INF one
YHUBEPCUTET], TO MoYemy [r; HeIb34] [r2
university, then why not.possible

apyrue]?!
others

‘If it is possible to transfer one university, then why
can’t others be-transferred?!’

4.2 Other Types of Ellipsis

Along with cases of gapping not included in the
AGRR corpus, we categorized sentences from the
SynTagRus gapping test set that contain types of
ellipsis other than gapping. Below we provide
frequent categories of ellipsis with illustrations.
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Ellipsis in comparative constructions (Bacskai-
Atkari, 2018; Kennedy and Merchant, 2000) has
restrictions that differ from gapping.

15)

OT cHa 3a pyJieM norudaeT
from sleeping behind wheel die

CTOJIBKO K€ BOJUTEJEH, CKOJIBKO oT
as.many  drivers how.many/as from
QJIKOTOJIsT

alcohol

‘As many drivers die from sleeping behind the

wheel, as many-drivers-die from alcohol’

Cases where the second remnant is missing
and the second clause contains just one remnant
are called stripping (Merchant, 2016). Canonical
examples of stripping are limited to a small
number of constructions (16) - (17). According
to (Hankamer and Sag, 1976), who introduced the
term: “Stripping is a rule that deletes everything in
a clause under identity with corresponding parts of
a preceding clause except for one constituent (and
sometimes a clause-initial adverb or negative).”

(16) The man stole the car after midnight, but
not the diamonds. (Merchant, 2016)
(17) Abby can speak passable Dutch, and Ben,

too. (Wurmbrand, 2013)

Our SynTagRus gapping test corpus contains
examples with more (Her in (18)) and less
canonical (mpuyem in (19)) markers, but all of
them can be distinguished from gapping with one
remnant by the presence of closed set markers (see
Section 2).

(18)

Torna ieHbru cTaM  OOIIMMH, &
Then money became shared and
9KOHOMUKH — HeT.

economy - not.

‘Then the money became shared, but the economy
did not become-shared.’

(19)

B Crammarpane Kaxablii cpaxaercs,

in Stalingrad, everyone fights

MpHYeM KaK MYKYUHBL, TaK U KEHIIAHbI
and both men and women.’

‘In Stalingrad, everyone continuously fights, both
men and women fight.’

Another type of ellipsis encountered
in the SynTagRus gapping test corpus is
sluicing (Merchant, 2001). Sluicing deletes the
predicate from an embedded interrogative clause
with no arguments remaining.



(20)

Menukam aeTcsl  yKaszaHMe —Kak-TO
doctors  are.given instructions somehow
OOpOTbCSIC  3TUM sIBJIGHMEM, a KakK —
cope with this phenomenon and how -
HUKOMY HE  M3BECTHO.

no.one NEG knows

‘Doctors are instructed to somehow cope with this
phenomenon, but no one knows how te-eepe-with

Finally, in the SynTagRus gapping test set there
are numerous sentences with the following type of
ellipsis: the repeating predicate is elided leaving
only its arguments, and there are no correlates for
arguments in the full clause. In sentences of this
category, the second clause adds further details to
the situation mentioned in the full clause.

Consider (20), where the predicate meHsIoTCS
(‘they change’) has no subject in the full clause,
while it is added in the elided clause with ogHUM
urpokom (‘by one player’).

(21) TlpaBuna MeHSIOTCA TIO XOOy  WIPHI
rules are.changed with progress game
W BCErja Movyemy-To OIJHUM

and always for.some.reason one

UTPOKOM

player.INST

‘The rules are changed as the game progresses and

for some reason the-rules-are-changed always by one
player’
In (22) the elided clause adds the manner cipas-
Ko#( ‘by certificate’) to the action mogTBepauTh (‘to
verify’)

(22)

CTyaeHT IOJKeH IMOATBEPIUTh CBOM JOXOIHL,

student must confirm his income
[IPUYEM KEJIATEJILHO CIIPABKOM.
and preferably certificate.INST

‘The student must confirm their income, and
preferably eenfirm with a certificate.”

5 Shared Task

In this paper, we revisit the information about the
shared task that is essential for understanding the
results of this paper (for details see the shared task
report (Smurov et al., 2019))

We have formulated 3 different tasks concerning
gapping with increasing complexity:

1. Binary presence-absence classification - for

every sentence, decide if there is a gapping
construction present.
Gap resolution - for every sentence with
gapping, predict the position of the elided
predicate and the head of the pronounced
predicate in the antecedent clause.
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3. Full annotation - for every sentence with
gapping, predict the linear position of the
elided predicate and positions of its remnants
in the clause with the gap, as well as the
positions of remnant correlates and the head
of the pronounced predicate in the antecedent
clause.

Solutions of all three tasks can be utilized by
researchers studying gapping. Since sentences with
gapping are naturally rare, the solution of the
binary classification task will help researchers to
find sentences with gapping for further analysis
and data enrichment. Solutions of the other two
tasks can be used to facilitate gapping resolution
for parsing systems as well as to verify the quality
of gapping annotation in syntactic corpora.

5.1

The main metric for the binary classification
task is standard f-measure. Two other tasks were
scored based on symbolwise f-measure on gapping
elements relevant to the particular task (all 6 for full
annotation, V and ¢V for gap resolution).

The following is a description of symbolwise
f-measure:

* true negative samples for binary classification

task do not affect total f-measure;

Metrics

for true positive samples, symbolwise f-
measure is obtained for each relevant gapping
element separately, thus generating 6 scores
for the full annotation task and 2 scores for the
gap resolution task (if the evaluated sentence
is either false positive or false negative, all the
generated scores are equal to 0);

the obtained f-measures are macro-averaged
over the whole corpus.

One particular feature of the described metrics
is that the second and the third task scores
cannot exceed the first task score and thus
binary classification errors are relatively harshly
penalized in all three tasks. We have deliberately
chosen such metrics since ellipsis is a rare
language phenomenon and thus misclassification
(false positive in particular) should be treated with
caution.

6 Results and Analysis

6.1 Evaluation Results

Results of the top two participants on both the
AGRR-2019 and the SynTagRus gapping test
set are presented in Table 3. The implemented



solutions are described in detail in the next section.
The full table with shared task results as well as
brief description of each participating system is
available in the official report.

Corpus Team Binary | Gap | Full

Winner 0.96 | 0.90 | 0.89
AGRR 2nd best 095 | 0.86 | 0.84
SvnTaeRus Winner 091 | 0.76 | 0.77
ynlag 2ndbest | 0.88 | 0.67 | 0.64

Table 3: Top systems F1 scores on AGRR-2019 and
SynTagRus test set. Binary: binary classification; Gap:
gap resolution; Full: full annotation.

F1 scores on the SynTagRus gapping test set are
measured for the subset consisting of categories 0
and 1. While examples of categories 2 and 3 cannot
be reliably measured with the shared task metrics,
we have calculated the number of examples of each
category classified by the top systems as gapping.
These results are shown in Table 4.

Cat | Total | Team positives | positives, %
Winner 8 0.7%
0 1166 2nd best 30 2.6%
Winner 433 85.4%
! S07 2nd best 420 82.8%
) 75 Winner 26 35%
2nd best 37 49%
Winner 6 6%
3 100 2nd best 13 13%

Table 4: Number of sentences classified as gapping for
each category of SynTagRus gapping test set.

Table 3 demonstrates that the AGRR-2019
corpus contains enough data for -effective
utilization of machine learning techniques. The
results on the SynTagRus gapping test set in
particular show that systems trained on the AGRR-
2019 corpus are able to yield reasonably good
results on a dataset obtained without any usage
of the Compreno parser. While both systems
experience a performance drop relative to scores
on the AGRR-2019 test set, this can be attributed
to domain shift (as two corpora have different
genre composition etc.). In our opinion these
results provide enough evidence to state that
while the AGRR-2019 corpus has some inherent
restrictions (see Section 4), it reflects a real-world
linguistic phenomenon rather than the output of
the Compreno system.
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Performance on category 0 examples, as is
shown in Table 4, demonstrates that high-precision
systems can be trained on the AGRR-2019 corpus>.

Performance on category 2 examples
demonstrates that such systems can potentially
recognize gapping examples of types completely
unrepresented in the training set (obviously,
performance on such sentences could be improved
if similar examples were be added to the training
set).

Performance on category 3 examples, by
contrast, demonstrates that such systems can
differentiate gapping from other types of ellipsis
(including rather similar ones such as stripping
and sluicing).

6.2 General Analysis

Most participants, including all top systems,
treated gap resolution and full annotation tasks
as sequence labeling tasks. The most popular
approaches were to enhance the standard BLSTM-
CRF architecture (Lample et al., 2016; Ma and
Hovy, 2016), to pretrain an LSTM-based language
model or to use transformer-based solutions
(Vaswani et al., 2017; Devlin et al., 2018).

Most participating systems did not use any
token-level features other than word embeddings,
character-level embeddings, or language model
embeddings (Peters et al., 2018; Devlin et al.,
2018; Howard and Ruder, 2018). Of particular note
is that neither of the 2 top-scoring systems used
morphological or syntactic features. While it may
be theorized that using such features could yield
some improvements, we presume that language
model embeddings (especially when coupled with
self-attention as in the top two systems) contain
most syntactic information relevant to ellipsis
resolution.

6.3 Top Systems Analysis

The top two systems share several important
elements: language model embeddings, self-
attention (the winner as part of BERT, the
second best team solution directly), and the part
of the system designed to choose sound label

31t can be argued that the second best system has high false
positive rate relative to the frequency of gapping in natural
language. However one should keep in mind that classes 0 and
1 had 2:1 distribution in the training set. Changing this balance
in favour of negative examples may potentially increase the
precision of the systems. Moreover, manual analysis of these
false positives shows that some of these examples do in fact
contain gapping while many others are borderline.



chains (FSA-based postprocessor for the winner,
NCRF++ for the second best team; (Yang and
Zhang, 2018)). The third element is necessary
when solving the task as sequence labeling
(and more task-specific FSA-postprocessing yields
better results). We can assume the first
two elements combined contain most syntactic
and semantic information relevant to ellipsis
resolution.

The top two systems share one additional feature
that most other systems lack: both are joined
models that simultaneously learn the sentence-
level gapping class and token-level gapping
element labels.

We assume that this feature is relevant because it
allows systems to minimize false positive examples
for the gap resolution and full annotation tasks.
Since false positive examples receive a rather harsh
score penalty, joint training could potentially offer
a substantial score improvement for the whole
system.

7 Conclusion

We have presented the AGRR-2019 gapping corpus
for Russian. Our corpus contains 22.5k sentences,
including 7.5k sentences with gapping and 15k
relevant negative sentences. The corpus is multi-
genre and social media texts form a quarter of it.

It should be noted that to the best of our
knowledge no other publicly available corpus for
any language contains a comparable number of
gapping examples. We believe that theoretical
studies may also benefit from this data.

We have developed an annotation scheme that
identifies gapping elements - parts of the sentence
most relevant for gapping resolution from the
theoretical point of view (see analysis in section
2). Our annotation scheme allows for successful
solution of gapping resolution tasks by modifying
standard sequence labeling techniques.

An important property of the AGRR-2019
corpus is that the systems trained on this corpus
yield low number of false positives. Given the fact
that gapping is a naturally rare phenomenon, this
feature is extremely important.

While our corpus has some inherent limitations
(see Section 4), the evaluation of the top system
on the SynTagRus gapping test set demonstrates
that the AGRR-2019 corpus is not an artificial
creation of Compreno parser, but rather covers
a large subset of Russian language gapping (see
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Section 6.1).

We hope that the size and diversity of our corpus
will provide researchers interested in gapping with
a valuable source of information that could bring
the community closer to resolving ellipsis.

The corpus described in this paper can be
utilized to improve parsing quality, possibly not
only for Russian but for other Slavic languages as
well.
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Abstract

In this paper, we propose an approach
for semi-automatically creating a data-to-text
(D2T) corpus for Russian that can be used
to learn a D2T natural language generation
model. An error analysis of the output of an
English-to-Russian neural machine translation
system shows that 80% of the automatically
translated sentences contain an error and that
53% of all translation errors bear on named en-
tities (NE). We therefore focus on named enti-
ties and introduce two post-editing techniques
for correcting wrongly translated NEs.

1 Introduction

Data-to-text (D2T) generation is a key task in Nat-
ural Language Generation (NLG) which focuses
on transforming data into text and permits ver-
balising the data contained in data- or knowledge
bases. However, creating the training data neces-
sary to learn a D2T generation model is a major
bottleneck as (i) naturally occurring parallel data-
to-text data does not commonly exist and (ii) man-
ually creating such data is highly complex. More-
over, the few parallel corpora that exist for D2T
generation have been developed mainly for En-
glish. Methods that support the automatic creation
of multi-lingual D2T corpora from these existing
datasets would therefore be highly valuable.

In this paper, we introduce a semi-automatic
method for deriving a parallel data-to-text corpus
for Russian from the D2T WebNLG corpus whose
texts are in English. Our method includes three
main steps. First, we use neural machine transla-
tion (NMT) model to translate WebNLG English
texts into Russian. Second, we perform a detailed
error analysis on the output of the NMT model.
Third, we exploit two techniques for automatically
post-editing the automatic translations. As 53% of
the translation errors bear on named entities, we
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focus on these in the present paper and leave other
error types for further research.

The new corpus, error Cclassification and
scripts are available at https://gitlab.
com/shimorina/bsnlp-20109.

2 Related work

Our work is related to the domain of automatic
post-editing (APE) of machine translation (MT)
outputs. The task of APE consists in auto-
matically correcting “black-box” MT output by
learning from human corrections. Several WMT
APE shared tasks were held focusing on English-
German, German-English, and English-Spanish
language pairs. '

Recent neural approaches to APE include, in-
ter alia, multi-source training with original sen-
tences and MT outputs (Junczys-Dowmunt and
Grundkiewicz, 2018), encoding corrections by a
sequence of post-edit operations (Libovicky et al.,
2016), as well as standard encoder-decoder archi-
tectures (Pal et al., 2016).

Submissions participating in the APE shared
tasks extensively use large synthetic corpora (Ne-
gri et al., 2018). Despite that fact, a “do-nothing”
baseline when MT outputs are kept unchanged is
hard to beat according to the last year’s results of
the APE shared task (Chatterjee et al., 2018).

3 The WebNLG D2T Dataset

The WebNLG data-to-text corpus (Gardent
et al., 2017) aligns knowledge graphs with tex-
tual descriptions verbalising the content of those
graphs. The knowledge graphs are extracted from
DBpedia (Lehmann et al., 2015) and consist of

"For this year round of the shared task, a new
English-Russian language pair was added: http://www.
statmt.org/wmt19/ape-task.html. We did not
make use of the data, since our research started before this
recent announcement.

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 44-49,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



RDF triples <Asterix, creator, René Goscinny> <René Goscinny, nationality, French people>

Original Rene Goscinny is a French national and also the creator of the comics character Asterix.

MT Pene ['ockumo - dpaHiy3ckuil Tpak/IaHUH, & TaKKe CO3/IaTe/Ib KOMIIECKOTO IEPCOHAKa ACTepUKC.
Rene Goskino French national and also  creator COMiCgen charactergen AsteriXinan

PE Pene l'ocunnn - bpaHIly3CcKuii TDaskK/IaHUH, 8 TaK2Ke CO3/aTellb IIepCOHaXka KOMUKCOB AcTepukca.
Rene Goscinny French national and also  creator character e, COMICSgen ASteriXanim

Errors named entity, vocabulary, grammar

Links <René Goscinny, sameAs, Pene ['ocunau> <French people, sameAs, Ppanirysnr>

Table 1: WebNLG original instance in the ComicsCharacter category, its Russian translation (MT), and post-
edited translation (PE) along with error annotation. Errors are highlighted in blue. Links are RDF triples of the
form <English entity, sameAs, Russian entity>. However, such links are not available for all entities in DBpedia.

sets of (one to seven) RDF triples of the form
<subject, property, object>. Textual descriptions
are in English, and due to the nature of the knowl-
edge graphs, they have an abundance of named en-
tities. The first two lines of Table 1 show an exam-
ple of a WebNLG instance.

WebNLG provides textual descriptions for enti-
ties in fifteen DBpedia categories (Airport, Artist,
Astronaut, Athlete, Building, CelestialBody, City,
ComicsCharacter, Food, MeanOfTransportation,
Monument, Politician, SportsTeam, University,
WrittenWork). The corpus possesses a hierar-
chical structure: if a set consisting of more than
one triple is verbalised, then verbalisations of ev-
ery single triple are to be found in the corpus.
Given the example in Table 1, the pairs { <Asterix,
creator, René Goscinny>: René Goscinny cre-
ated Asterix} and {<René Goscinny, nationality,
French people>: René Goscinny is French} are
also present in the WebNLG data. That structure
allows propagating post-edits made in texts de-
scribing one triple to those verbalising triple sets
of larger sizes.

4 Creating a Russian Version of the
WebNLG Dataset

4.1 Neural Machine Translation

Following Castro Ferreira et al. (2018), who
created a silver-standard German version of
WebNLG, we translated the WebNLG English
texts into Russian using the English-Russian NMT
system developed by the University of Edinburgh
for the WMT17 translation shared task (Sennrich
et al., 2017).>2 This system ranks first for the
English-Russian News translation task both in
http://data.statmt.org/wmtl7_systems/

Specifically, we use their ensemble model consisting of four
left-to-right models.
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automatic metrics’ and human assessment (Bo-
jar et al., 2017). It is learned using Nematus,
an encoder-decoder with attention, based on sub-
word units (byte pair encoding). Since the Edin-
burgh model was trained on sentence-to-sentence
data, we split WebNLG texts into sentences using
the WebSplit sentence annotation (Narayan et al.,
2017), input each sentence to the NMT system,
and then concatenated translations to reconstruct
the target texts.

4.2 Manual Post-Editing and Error Analysis

To determine the most common translation errors,
we start by manually annotating error types in sen-
tences verbalising one triple.

Error Classification The manual post-editing
was done by two experts, native Russian speak-
ers, on a part of the corpus for the categories As-
tronaut, ComicsCharacter, Monument, University
for texts verbalising one triple only. Out of 1,076
machine translation outputs analysed, 856 texts
(80%) were post-edited. The experts also classi-
fied errors that they identified in a translated text.

To define an error classification, we drew in-
spiration from various error typologies that were
developed in the MT community and applied to
different languages. See, for instance, Popovié¢
(2018) who provides an overview of different ap-
proaches to error classification. We also got some
ideas from studies focused on errors made by lan-
guage learners and non-experienced translators in
the Russian-English and English-Russian trans-
lation directions (Kunilovskaya, 2013; Rakhilina
et al., 2016; Komalova, 2017). That allowed us
to extend the classification with some phenom-
ena typical for Russian. Lastly, the classification

*http://matrix.statmt.org/matrix/
systems_1list/1875



Category Subcategory

Case marking
Copula

Verbal aspect
Preposition
Possessive
Part-of-speech
Agreement

Voice, intentionality
Ambiguity
Collocation
Incorrect translation
Word Order
Deletion

Insertion

Named entity

Punctuation

Grammar

Vocabulary

Structure

Table 2: Main categories and subcategories of error
classification.

was augmented with the notorious errors of the
NMT systems: word repetitions, deletions, inser-
tions (partly due to the subword-based nature of
the applied NMT), untranslated common words,
etc. Main error classes identified for the final
classification are shown in Table 2. Named enti-
ties were treated as a separate category to high-
light problems while applying the NMT system
on WebNLG. If a text contained more than one
mistake in a particular category, then each mis-
take was tagged as an error. If a spotted mistake
concerned an NE, annotators were allowed to add
other categories to specify the error.

Category Proportion Agreement
Grammar 17% 0.44
Vocabulary 14% 0.52
Structure 11% 0.32
Named entity 53% 0.67
Punctuation 4% 0.0

Table 3: Proportion of main error types in the manually
post-edited data and Cohen’s « scores on the held-out
category Athlete.

Error Analysis Table 3 shows the error type dis-
tribution in the post-edited texts. Named entities is
the largest source of errors with 53% of all correc-
tions. Grammatical and lexical mistakes consti-
tute 17% and 14% of the identified errors respec-
tively, while “Structure” (11%) ranks fourth. In
fact, the majority of structural mistakes were spot-
ted in named entities. For example, the Baku Turk-
ish Martyrs’ Memorial was translated as «Mewmo-
puas» «Memopuas» B Baky (‘Memorial Memo-
rial in Baku’) with the following errors identified:
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named entity, deletion, deletion, insertion.
The most common errors found in NE transla-
tions are:

e copying verbatim English entities into Rus-
sian translations (person names, locations);

wrong transliteration, whereas a standard
transliteration exists in Russian. E.g., Lan-
cashire translated as Jlamkaccup (‘Lancas-
sir’) instead of Jlaukammp;

misinterpretation of a named entity as a com-
mon noun. E.g., Dane Whitman translated as
narganud YurMmed (‘inhabitant of Denmark
Whitman’) instead of Jleiin Yurmen.

It should be noted that since the Edinburgh NMT
system used subword units, there were also er-
rors with copying named entities, e.g., Visves-
varaya Technological University became Visves-
varaya Technical University. In a similar vein, in
the example from Table 1, the surname Goscinny
was misinterpreted as the acronym Goskino mean-
ing ‘State Committee for Cinematography’.

Inter-annotator Agreement FErroneous words
in translations can be attributed to several possible
error types. To evaluate consistency between an-
notators and the appropriateness of the developed
error classification, we calculated inter-annotator
agreement (Cohen, 1960) on the 86 texts from
the DBpedia category Athlete, to which annotators
were not exposed before. Table 3 shows the kappa
scores. The highest score (0.67) was reached for
“Named entity”, which corresponds to the sub-
stantial agreement. The main source of disagree-
ment for named entities was a decision to perform
transliteration or not, e.g., sport club names as Ten-
nessee Titans can be kept ‘as is’ in a Russian text
or can be put into Cyrillic. For other categories,
agreements range from moderate to fair; as for
“Punctuation”, the agreement is zero due to the
data sparseness in this category (there were two
errors only identified by one annotator).

Overall, results show (i) consistency in correct-
ing named entities, as well as (ii) the importance to
perform more annotator training and/or establish
clearer guidelines, especially for the “Structure”
category.

5 Automatic Post-Editing

To improve the automatic translations, we exper-
iment with two methods: a rule-based method



based on the errors found during manual annota-
tion and a neural approach.

5.1 Rule Based Post-Editing

Based on the manual corrections applied to the
1-triple data (WebNLG instances where the input
graph consists of a single triple), we extract post-
edit rules by building upon the operations used
to compute the edit distance (Levenshtein, 1966).
For example, given the neural translation (1a) and
the manually edited correction (1b), the sequence
of edit operations applied to compute the Leven-
shtein edit distance is (1c), i.e. replace ‘Ajip6a’
by ‘Anba-tOmus’, delete ‘FOmus’, keep ‘-, keep
‘ropoyt’, keep ‘B’, keep ‘Pymbraun’.

(1) a.
b.
c.
d.

Based on these edit sequences, we extracted
sequences of substitution, deletion, and inser-
tion rules along with the corresponding tokens
(e.g., Anpba HOmmsa — Anba-FOmmst). We then
checked these rules manually and excluded false
positives. Lastly, we applied the validated rules to
the automatic translations.

That method enabled us to increase the amount
of post-edited data: after that procedure the to-
tal number of post-edited translations sums up to
4,188 (cf. Table 4).

‘Ansba FOuust — ropos 8 Pymbiaun’
‘Anba-FOmmsa — ropon B Pymbrann’
SUB DEL KEEP KEEP KEEP KEEP
‘Alba Julia is a city in Romania’

1triple  2-7 triples  All triples
PE 856 3,332 4,188
Total 1,076 4,109 5,185

Table 4: Corpus statistics: number of post-edited (PE)
texts. Total corresponds to both PE and non-PE texts.

5.2 Automatic Post-Editing Model

To see to which extent corrections can be learned
automatically, we built a corpus of (MT, RPE)
pairs where MT is an automatic translation and
RPE is its correction using the rule-based system
described in the preceding section and trained an
APE model on it.

The baseline system is a “do-nothing” baseline
where MT outputs are left unmodified. In our case,
that baseline gives 82.4 BLEU between MT and
RPE on the test set, which sets quite high stan-
dards for learning a new APE model.

The train/dev/test partition was 80/10/10. We
used the OpenNMT-tf framework (Klein et al.,
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2017)* to train a bidirectional encoder-decoder
model with attention (Luong et al., 2015). A
single-layer LSTM (Hochreiter and Schmidhuber,
1997) is used for both encoder and decoder. We
trained using full vocabulary and the maximal
length in the source and target; all the hyperpa-
rameters were tuned on the development set. The
APE model was trained with a mini-batch size of
32, a word embedding size of 512, and a hidden
unit size of 512. It was optimised with Adam with
a starting learning rate of 0.0005. We used early
stopping based on BLEU on the development set,
as a result of that, the model was trained for 23
epochs. Decoding was done using beam search
with a beam size of 5. As an evaluation met-
ric, we used BLEU-4 (Papineni et al., 2002) cal-
culated between our model predictions and RPE.
BLEU and statistical significance were calculated
on tokenised texts using COMPARE-MT tool (Neu-
big et al., 2019), which, in turn, uses the NLTK
implementation of BLEU. Results are shown in
Table 5.

The APE model performance reached parity
with the baseline on dev and test data. The differ-
ence between scores was not statistically signifi-
cant via the bootstrap resampling (1000 samples,
p < 0.05). On the training data, the model yielded
94 BLEU, which indicates a possible overfitting.

System Train  Dev Test
Baseline 81.11 81.25 82.85
Our APE model 9445 83.00 83.65

Table 5: BLEU-4 scores.

Our results are in line with the last findings of
WMTI18 APE shared task that correcting NMT-
based translations is a challenging task: gains
were only up to 0.8 BLEU points in the NMT track
(Chatterjee et al., 2018).

6 Evaluation of Rule-Based Post-Editing

Evaluation was carried out only on the rule-based
method output, since it is more robust than the
neural approach, and since the APE model did not
yield better results.

We analysed a sample of total 66 lexicalisations
in 4 categories: Astronaut, University, Monument
(2-7 triples) and ComicsCharacter (2-5 triples).
Around two thirds of analysed named entities were

“version 1.22.0, https://github.com/OpenNMT/
OpenNMT-t £



replaced correctly. Below we analyse common
sources of errors for the erroneous NEs.

The most frequent case is unrecognised named
entities. In 62% of the cases the replacement
was not performed, which includes 28% of Latin
transcriptions kept, 27% of kept Cyrillic transla-
tions, and 7% of acronyms. For the majority of
these NEs, the original translations include unac-
counted elements (not covered by the extracted
rules) such as missing or wrongly inserted prepo-
sitions or punctuation marks.

Another common error is lack of grammatical
adaptation of the NE. Wrong case marking oc-
curred in 23% of all NEs (cf. example 2), and
gender and number agreement make about 6.5%.
The less frequent but important error categories
are spelling errors, such as missing capitalisation,
insertions of quotation marks, and gender or num-
ber agreement with anaphors, especially in texts
verbalising 5-7 triples.

(2) En: ‘The dean of Accademia di Architettura’
MT: ‘Jlekan Accademia di Projecttura’
RPE: ‘Ilekan AkajieMusi,om, ApXUTEKTY-
pur’

Correct: ‘[lexan AxageMunge, apXUTeK-
TypbI’

To conclude, many errors are caused by irregular-
ities in the translations (which, in turn, are often
caused by misspelled input) and can be eliminated
by introducing more variation to the replacement
algorithm. Grammatical adaptation of NEs, how-
ever, requires more careful further investigation.

7 Conclusion

In this study, we reported an ongoing effort to
translate the data-to-text WebNLG corpus in Rus-
sian. A detailed error analysis showed that roughly
80% of the neural translations contained an error
and that 53% of these errors were due to incor-
rectly translated named entities. We provided a
rule-based method which permits correcting these
errors and trained a neural post-editing model.

In future work, we plan to extend the approach
to other error types and to investigate whether the
neural model can be improved to help generalise
post-editing to errors not captured by the rule-
based method.

Another possible direction for future research
will be to identify named entities before the trans-
lation phase, perform translation on the texts
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stripped of named entities (cf. WebNLG delex-
icalised version of Castro Ferreira et al. (2018)),
and then insert named entities, which were trans-
lated and verified separately.
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Abstract

Nowadays it is becoming more important than
ever to find new ways of extracting useful
information from the evergrowing amount of
user-generated data available online. In this
paper, we describe the creation of a data set
that contains news articles and corresponding
comments from Croatian news outlet 24 sata.
Our annotation scheme is specifically tailored
for the task of detecting stances and sentiment
from user comments as well as assessing if
commentator claims are verifiable. Through
this data, we hope to get a better understand-
ing of the publics viewpoint on various events.
In addition, we also explore the potential of ap-
plying supervised machine learning models to
automate annotation of more data.

1 Introduction

In the world of unceasing connectedness there is a
constant surge of user-generated data online. On
news outlets a multitude of opinions and reactions
are present. Such amounts of data are too large to
analyze manually. On the other hand, automated
analysis of this data is difficult due to its inherently
unstructured nature. Models that could automati-
cally and efficiently extract structured information
from large amounts of data would save time, en-
ergy and yield valuable information. We propose
a structured annotation scheme that labels claim
verifiability, stance, and sentiment on news outlets.

Information about stance, can provide an
overview of public opinions and information about
currently favorable political movements. Further-
more, claim verifiability can help the fight against
fake news, as automated verifiability detection
could bring forth claims that are not verifiable and
that could potentially be just a rumor or simply
made up. Moreover, the data set could be ana-
lyzed in search of interactions between the labels.
The contribution of this paper is twofold. First,

mladen.karan@fer.hr

we create a data set of user comments on news in
Croatian annotated with claim verifiability, stance,
and sentiment. Second, we perform preliminary
experiments with several machine learning models
on this data set. We present a general overview of
the entire data set creation process with caveats and
experimental results.

2 Related Work

For stance detection similar definitions of labels
can be found in Mohammad et al. (2016) and Zhang
et al. (2018). For claim detection we have strongly
relied on Park and Cardie (2014) and Guggilla et al.
(2016) when building our definitions of claim la-
bels. An overview of approaches and labels for fake
news detection can be found in Zhou and Zafarani
(2018). For a good general overview of sentiment
analysis or opinion mining we refer to Pang and
Lee (2008).

3 Data Set
3.1 Data Source

To collect data we have turned to a Croatian news
outlet 24 sata (www .24sata.hr). We chose this
outlet for practical reasons, as 24 sata covers more
shocking, diverse, and popular news. Thus, people
commented more on this outlet. Most comments
on this website contained noisy user-generated text
expressing a wide range of stances and sentiment.

The data was scraped from three categories:
newest, trending, and news. Articles were scraped
and updated on a daily basis and new comments
were added to articles old up to one month. We
selected news articles for the annotation at random,
ignoring those with less than five comments, as
we wanted to focus on articles that peeked public
interests. Furthermore, from each article, we se-
lect a random subset of comments for annotation.
Comments that are considered are 'root’” comments.
These comments could have responses to them but
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they themselves are a response only to the arti-
cle. Simply said they are the first comment in a
thread. We didn’t want to use comments that were
in threads as that would additionally make the an-
notation process more complicated. Annotators
would have to read the whole thread of comments
and understand the main topic, arguments and the
discussion that is lead. Also, a lot of labels such as
stance should be revised to take into consideration
former comments. We do understand that all com-
ments may have some influence on the commenta-
tor and that they could be take into consideration.
As we do not know the measure or significance
of that influence we are not bringing any more
complexity to an already complex process without
knowing if we would reap any benefits.

3.2 Annotation Scheme

In a search for an adequate annotation system, we
considered the reason people comment on these
outlets and what we expected to gain. Most com-
ments were not carefully curated sentences that
were there to inform other readers. They were
bursts of reactions, insults, compliments, opinions,
etc. People commented because they were enticed
by the news content enough that they had to ex-
press their inner opinions publicly. Some wrote
sentences to inform, others to support or judge, but
these are all speculations behind users motivation.
Because of their spontaneous creation comments
varied in size, structure, and purpose. The main
question was how to structure something of this
complexity without losing important details?

We have tried to answer that question with
the following set of labels, motivated by similar
schemes from Mohammad et al. (2016); Park and
Cardie (2014). There are three main categories
called Claim, Stance, and Sentiment. With these
three groups, we are deconstructing a comment to
three separate parts. There is a total of 8 labels,
most of which are mutually non-exclusive. All an-
notations are made on the comment-level. We have
taken into consideration EDU-level annotations.
Considering the complexity of the labels and a lim-
ited time out annotators could dedicate we have for
now opted for a comment-level annotations. Next
we describe all label groups in detail.

3.3 Claim Label Group

Within the Claim group we wish to determine the
type of the comment with respect to claims therein.
Namely, whether it contains a claim. And if so, can
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we verify it? We take interest in claims that can be
objectively verified as we try to divide the claim
domain mainly into two groups by standards that
are appropriate for the given domain. This group
contains 4 labels: Spam, Non-Claim, Verifiable and
Non-Verifiable.

Verifiable — this label is assigned to comments
that contain claims that can be objectively verified
regardless of the subjective nature through which
they are presented. E.g. "I think the earth is flat.”
Even though it is an opinion it can be objectively
verified. Also, all quantifiable claims are consid-
ered verifiable regardless of the measure through
which they are expressed as long as we know the
metric under comparison (Park and Cardie, 2014).
E.g. ”I had a lot of water.” A lot is subjective but
it can be determined how much water you had or
even if you had water. The term of degree is only
something to be settled.

Non-Verifiable — comments that are labels this
way contain claims that can’t be verified objec-
tively. Claims that talk about the future(E.g. ”In
two moths it will rain”), are simple sentences that
only contain an adjective and are descriptive (E.g.
”That cat is boring”) or are private facts (E.g. "1
have two sons”) (Park and Cardie, 2014).

Spam — this label is here for everything that is
unrelated to the news. If the news is talking about
cheese then a comment about turtles is spam.

Non-claim — this label is added to cover every-
thing that does pertain to the news article but is not
a claim, i.e., does not belong in any of the groups
above. This group contains mostly questions, im-
perative sentences and anything that is borderline.
E.g., "These crooks should be put in prison.” and
we arent sure where to put it or if it even belongs
to one group.

We point out that the concept of claim in the
scope of this annotation does not denote exclu-
sively claims in the classical sense as used in the
literature (Aharoni et al., 2014), but also opinions
as in Rosenthal and McKeown (2012). Moreover, a
comment can contain sentences that fit into all cate-
gories. To address this we used the following anno-
tation principle. The comment is first annotated as
Verifiable and/or Non-Verifiable based on whether it
contains at least one verifiable/non-verifiable claim.
This annotation step is multi-label and the same
comment can get both labels if it contains multiple
claims of different types. If and only if no labels
were assigned in the first step then the comment is
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Figure 1: k over first three batches for each label.

annotated as either only Non-Claim or only Spam.
We acknowledge that some information is lost by
this scheme. However, turning this entire group
into multi-label would put an additional strain on
annotators without much benefit. E.g., from a prac-
tical perspective, if a comment contains a sentence
that is Verifiable it does not provide much addi-
tional information to know that it contains another
sentence that is Spam.

3.4 Stance Group

The Stance group contains the Support and Dis-
approve labels and is determined in respect to the
title. We have decided that the title is the target
as it would be more difficult to determine stance
with respect to the entire article. Also, it would
present an additional problem for the annotators
since that would make the task more subjective.
As the comments on the outlet are not limited by
length users often express a multitude of (often
conflicting) stances. To allow for multiple stances
in the same comment, and to differentiate annota-
tions for comments that are neutral due to several
conflicting stances from those truly neutral (with
no stance expression), we decided to make this
a multi-label task. This contrasts some previous
work (Mohammad et al., 2016), where there was
a single neutral stance class covering both cases.
In our case, a neutral stance is one not containing
favorability or interest towards a specific target.

3.5 Sentiment Group

The Sentiment group here refers to a manner
of speaking. Namely, whether the commentator
presents their comment in a positive or negative
light. The annotators were instructed to disregard
their own sentiment towards the topic of the com-
ment, as this would bias annotations. There are
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two labels: Positive and Negative. They are also
multi-label for similar reasons as the Stance group.

3.6 Annotation Process

Annotators were given written instructions and de-
tailed explanations of labels. Each annotator got
an Excel table for each article with comments. For
each label, they had to note if that label was present
or not while abiding the rules regarding labels ex-
plained in the previous sections.

There were 5 annotators in total and 6 batches
of data. They annotated independently. On first 3
batches, there were overlaps between all annota-
tors in order to estimate inter-annotator agreement
(IAA) and calibrate the annotators. For the first
three batches, each batch had two groups and each
group annotated one half of the batch. One of the
annotators annotated all data of the first 3 batches
(was in both groups). After the first three batches,
the number of annotators had decreased, so we
focused on collecting more data and occasionally
checking IAA on some articles to ensure that an-
notators were still well aligned. In the final data
set, we omit the first two batches as the labels have
changed a bit during annotation and these batches
were meant to calibrate the annotators.

During annotation, we faced two main chal-
lenges. First, we could not predict everything that
could be in the comments, thus instructions were
not perfect in the beginning and had to be revised
during annotation. For the same reason, we revised
the number of comments sampled per article, as we
realized that it was better to take more articles and
fewer comments. The revised approach covered a
wider range of different topics and thus allowed us
to get acquainted with the entire domain faster and
made the data set more diverse.



Claim Sentiment Stance
Non-Claim Spam Verifiable Non-verifiable  Positive Negative Support  Dissaprove
Train 475 (124) 523 (20) 535 (257) 525 (250) 549 (61)  501(193) 445 (69) 470 (68)
Train(b) 702 (351) 1006 (503) 556 (266) 548 (264) 976 (488) 616(308) 752(376) 804 (402)
Dev 205 (42) 162 (6) 172 (71) 215 (104) 131 21) 148 (70) 222 (25) 224 (24)
Test 224 (42) 219 (6) 197 91) 164 (75) 224 (21) 255 (88) 237 (32) 190 (30)

Table 1: Splits across labels for training and measuring results. Number of positive examples for each split and
each label is in the parenthesis. Train(b) denotes the balanced version of the train set.

Second, because of a complicated annotation
structure, it was challenging to calibrate the annota-
tors, especially near the beginning of the annotation
when our knowledge of the domain was limited. In
the first batch, many annotators did not assign any
class to many of the comments. Consequently, we
strongly encouraged our annotators to label a com-
ment with something, even if they were not sure of
it or found the instructions pertaining to the specific
situation unclear. This helped us to better calibrate
the annotators as it provided insights into what was
unclear and the reasons for disagreement. We did
create additional noise with this approach but, we
preferred recall over precision as positive examples
in our data were generally scarce for most labels.
We used Cohen-s « as an IAA measure. For each
label we calculated ~ averaged over the annotator
pairs as presented in Figure 1. On the graph, we can
see the improvement of x, especially in the stance
category. The third batch is slightly worse. The
likely cause of this small drop is a slight change
in the meaning of labels introduced between the
second and third batch. In the final data set, we
included the last 4 batches out of 6. For the last
3 batches, we did not calculate total IAA because
there were fewer annotators available. However,
we did manual checks of agreement for some of the
articles and further calibrated annotators through
additional detailed explanations.

In total, the data set is comprised of 54 articles
and 904 comments with 16.74 comments per ar-
ticle on average. The average lengths (in words)
of articles and comments are 330.14 and 25.21, re-
spectively. The least represented class is spam with
only 32 positive examples. We make it publicly
available.!

4 Models

There are 5 different models that we tested on this
data set. The first is the baseline model which is a
linear SVM (Vapnik, 2013). The input of the SVM

"http://takelab.fer.hr/crocomm/
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is the concatenation of TF-IDF weighted vector
representations of the news title, news body, and
the comment, respectively. We also consider a
second SVM model which is similar to the first
one, but adds the following features: total word
count in the comment (1 feature), and the count
and presence in the comment of uppercase letters,
question marks, exclamation marks, punctuation
marks and negations (10 features total).

We also experiment with some deep learning
based models. As the encoder for text we con-
sider convolutional neural networks (Krizhevsky
et al., 2012), gated recurrent units (GRU) (Cho
etal., 2014), and long short-term memory networks
(Hochreiter and Schmidhuber, 1997). We present
the text to the encoder as a sequence of word2vec
(Mikolov et al., 2013) word embeddings from a
word2vec model trained on the HrWaC (Ljubesié
and Erjavec, 2011; Snajder et al., 2013) corpus.
We have a separate encoder for (1) the concatena-
tion of the article title and body and (2) for the
comment. The outputs of both encoders are con-
catenated and passed through a linear classification
layer. For regularization we perform early-stopping
on the dev set. Hyperparameters for these models
we considered are given in Table 3 and were also
optimized on the dev set. As these are preliminary
experiments, we did not perform exhaustive hyper-
parameter search for the deep learning models on
all labels, but only for the more frequent ones, and
reused those hyperparameter values for the mod-
els dealing with the rest of the labels. Admittedly,
deep learning models could possibly yield better
performance with more thorough hyperparameter
tuning. We used the Adam (Kingma and Ba, 2015)
algorithm with minibatch size 16 to train the mod-
els.

5 Experiments

For each label, we split the data into a train, dev,
and test portions. The splits are disjunctive with
respect to the articles, meaning that comments cor-



Claim Sentiment Stance
Non-Claim Spam Non-Verifiable Verifiable Positive Negative Support Dissaprove
SVM 0.351 0.048 0.577 0.547 0.194 0.519 0.240 0.275
SVM + features 0.367 0.053 0.627 0.678 0.178 0.471 0.221 0.296
LSTM 0.254 0.235 0.591 0.675 0.167 0.447 0.255 0.247
GRU 0.337 0.261 0.577 0.553 0.152 0.479 0.194 0.290
CNN 0.300 0.000 0.649 0.683 0.154 0.515 0.251 0.231

Table 2: Results of classifiers across all labels. The best result for each label is given in bold. Entries in italic
represent results that are statistically significantly better than the SVM baseline from the first row.

Model Hyperparameter Values
Number of kernels  5,10,25

CNN Kernel size 1,3,5
Hidden/cell size 10,25,50

LSTM/GRU Bidirectional Yes, No

Table 3: Hyperparameters considered for the deep
learning-based models. The values that were best per-
forming in most experiments are given in bold.

responding to the same article are all in the same
split. Furthermore, as the data set is highly imbal-
anced, we perform the splits in a stratified manner,
ensuring the ratio of positive and negative examples
is roughly equal for train, dev, and test. Through
this, we have ensured that all of our splits contain
positive examples. However, an imbalance that
can hurt model performance was still present in
the train data. To alleviate this issue we artificially
balanced the train set by oversampling positive ex-
amples until the number of positive and negative
examples was equal. This was done for all labels
as positive examples were always the minority. For
different labels, we had different splits. However,
for each label, the same (artificially balanced) train,
dev, and test sets were used for all models. In Table
1 we can see the split through the labels. For train
we have counted in artificially examples thus the
sum through columns isn’t the same. We train all
models on the train set, optimize hyperparameters
on the dev set and report results on the test set.
Some preliminary results are given in Table 2
as F1 score for each label along with statistical
significance tests (we used a permutation test on
test set predictions). Performance on most labels is
rather low, indicating the task is highly complex.
In most cases, adding features to the baseline
model improved performance. For labels Verifi-
able, Non-Verifiable the differences are statistically
significant. On the other hand, on the Negative
label the SVM baseline is the overall best model.
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The deep learning approaches were not expected
to be very good, as the data set is small, but they
do provide some respectable results, mostly for the
classes from the Claim group.

6 Conclusion

In this paper, we presented a data set for Croat-
ian news annotated with (1) claim verifiability, (2)
sentiment, and (3) stance We have managed to cali-
brate annotators and achieved moderate Cohen x
agreement on this highly challenging task. We also
present preliminary results of machine learning
based prediction models.

A clear limitation of this work is the small size
of the data set. Thus, we envision that in the future
much more data could be annotated using the same
methodology. This would enable a more mean-
ingful analysis of user behavior and might reveal
unobserved connections between labels. E.g., a
comment with many claims may be more likely to
also express a stance. In a related vein, transfer
learning could be applied to such data, in order
to exploit such relations between labels by jointly
training the models. Another possibility for im-
proving models is including information from other
comments in the same thread as well as additional
meta-data, Finally, the annotation scheme could be
improved by annotating at the level of sentences,
which would allow for even deeper further analysis.
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Abstract

This paper presents the first gold-standard re-
source for Russian annotated with composi-
tionality information of noun compounds. The
compound phrases are collected from the Uni-
versal Dependency treebanks according to part
of speech patterns, such as ADJ+NOUN or
NOUN+NOUN, using the gold-standard an-
notations. Each compound phrase is annotated
by two experts and a moderator according to
the following schema: the phrase can be ei-
ther compositional, non-compositional, or am-
biguous (i.e., depending on the context it can
be interpreted both as compositional or non-
compositional). We conduct an experimen-
tal evaluation of models and methods for pre-
dicting compositionality of noun compounds
in unsupervised and supervised setups. We
show that methods from previous work eval-
uated on the proposed Russian-language re-
source achieve the performance comparable
with results on English corpora.

1 Introduction

The quality of many natural language process-
ing applications is heavily dependent on the qual-
ity of vector representations of text elements.
The streamline NLP research encompasses many
works on building various distributional seman-
tic models (DSMs), and on methods for combin-
ing vector representations of atomic elements like
words into representations of bigger fragments:
phrases, sentences, texts. A simple but strong
baseline for this task suggests averaging word em-
beddings of a text fragment (sometimes weighted,
e.g., according to IDF). Although the result vec-
tor representation is rough compared to results
could be achieved by more elaborate neural net-
work encoding methods, it was shown that this
baseline has high performance in many tasks (We-
ston et al., 2013; Mikolov et al., 2013; Mitchell
and Lapata, 2008; Anke and Schockaert, 2018).
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The main advantages of such methods are compu-
tational efficiency and an ability to use them in an
unsupervised setting, while neural encoders would
commonly require heavy computational power, la-
beled datasets, and substantial time for training.

However, simple averaging of word embed-
dings often is too naive. Idiomatic noun phrases
are one of the cases where the averaging of the
phrase parts would yield a wrong result since the
meaning of such phrases is metaphorical and could
not be directly “summed up” from meanings of its
components. Therefore, it would be beneficial to
have a DSM that tackles this problem, by having a
distinct embedding for the whole phrase.

In this work, we focus on the task of predicting
compositionality of noun phrases in Russian lan-
guage texts. The goal is to develop a resource and
methods for distinguishing compositional com-
pounds, which meaning could be split into parts,
from non-compositional ones that have a solid
meaning, and for which we would like to have a
dedicated embedding. The ability to detect com-
positionality for noun compounds is considered
beneficial for many tasks including machine trans-
lation, semantic parsing, as well as word sense dis-
ambiguation.

The contribution of this paper is two-fold:

1. We present the first gold-standard dataset for
Russian annotated with compositionality in-
formation of noun compounds.!

We provide an experimental evaluation of
models and methods for predicting composi-
tionality of noun compounds. We show that
the methods from the previous work trained
on the proposed Russian-language resource
achieve the performance comparable with re-
sults on English corpora.

'https://github.com/slangtech/ru-comps
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2 Related Work

The construction of datasets presenting compo-
sitionality can be traced back to as early as the
2000s: Baldwin and Villavicencio (2002) pro-
posed chunk-based extraction methods for English
verb-prepositional combinations and gave some
binary judgments on the subject of considering
them as phrasal verbs. In the follow-up paper,
Baldwin et al. (2003) used the same framework to
retrieve 1,710 Noun-Noun compounds from 1996
Wall Street Journal corpus. The authors use LSA
to calculate the similarity between a phrase and its
components as one of the early compositionality
prediction attempts. McCarthy et al. (2003) evalu-
ated 116 candidates of English phrasal verbs using
three annotators’ predictions on a scale from 0 to
10. Venkatapathy and Joshi (2005) used 800 verb-
object collocations obtained from British National
Corpus to give annotations from 1 to 6 where one
stands for total non-compositionality and 6 for
complete compositionality.

The dataset developed by Reddy et al. (2011)
contained 90 English noun compounds and used
an average of 30 judgments to give each phrase
compositionality scores. This work provided com-
positionality assessments for both the phrase and
its constituents enabling the use of various oper-
ations with corresponding embeddings of a com-
pound and its distinctive parts in the context of
linking human validations with measurements of
semantic distance.

Ramisch et al. (2016) extended this dataset
to 180 phrases presenting two parallel sets for
French and Portuguese languages. English Noun-
Noun compounds were mapped with Noun-Prep-
Noun and Noun-Adj constructions according to
the grammar equivalents. Farahmand et al. (2015)
presented considerably larger dataset, which has
1,042 Noun-Noun compounds annotated with the
help of 4 experts.

We also should note some works on composi-
tionality detection datasets for non-English lan-
guages. Gurrutxaga and Alegria (2013) studied
1,200 Basque Noun-Verb collocations and resolve
classification task into three classes: idiom, collo-
cation, and free combination. Roller et al. (2013)
provides 244 German compounds with composi-
tionality scores assigned from 1 to 7 as an average
from 30 validations. PARSEME project (Savary
et al., 2015) is devoted to the multilingual anno-
tation of multiword expressions (MWE) of arbi-
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trary length and syntactical structure. By design,
PARSEME is more suited for MWE extraction
tasks rather than compositionality evaluation. This
dataet includes annotated verbal MWEs for sev-
eral Slavic languages Jana et al. (2019) explored
the use of hyperbolic embeddings for noun com-
positionality detection comparing it to the Euclid-
ian embeddings.

Most of the experiments on noun composition-
ality were conducted for the English language and
to the best of our knowledge, to date, there are
no datasets for compositionality detection task for
any Slavic language structurally similar to (Reddy
et al., 2011) and (Farahmand et al., 2015).

Agreement Metric Value
Pearson’s correlation 0.541
Cronbach’s alpha 0.700

Table 1: Annotation agreement metrics for our dataset.

3 Noun Compound Dataset

3.1 Data Collection

The compound phrases are collected from the Rus-
sian Universal Dependency (UD) treebanks (Nivre
et al., 2016) according to part of speech patterns,
such as adjectives (ADJ) + noun (NOUN) or noun
+ noun, based on gold-standard UD annotations,
which guarantees that not only no preprocessing
but also no POS tagging and no disambiguation is
required. We use all Russian treebanks, available
in the UD project. They consist of texts from the
following genre: news, nonfiction, fiction. To ex-
tract nominal compounds, we loop over all nouns
and select only those, which has noun or adjec-
tive dependant (i.e., are “head” of another noun or
adjective). We filter out non-frequent compounds,
and from the list of frequent compounds, we ran-
domly select 1,000 compounds to be annotated.
Note, that this procedure is coarse and does not
rely on more precise compound definition such as
the exact type of the dependency between the head
and dependant tokens.

Each compound is lowercased and lemmatized.
Stress characters are omitted. The head noun is
provided in the nominal case and in singular num-
ber (if it exists), and the dependant adjectives are
put in grammatical agreement with the head noun
in case and gender, while dependant nouns remain
unchanged.



Type of Compound

Compound Samples

Compositional (1)

aviatsiannaya bomba [aircraft bomb], gimn strany [national anthem],
gornolyzhnyi kurort [ski resort], dno okeana [ocean bed], federalnyi zakon
[federal law]

Non-compositional (0)

goryachaya tochka [trouble spot], zheleznyi zanaves [iron curtain], kamennyi
vek [the Stone Age], tsar gory [king of the hill], novaya volna [new wave]

Ambiguous (2)

novyi god [New year celebration or new year], krupnaya set’ [big net or big
network], ogromnaya massa [big mass of or big amount of], pozitsiya kom-
panii [company place or company position], drevnyaya professiya [ancient

profession or prostitution]

Table 2: Examples of non-compositional (0), compositional (1) and ambiguous (2) compounds.

3.2 Annotation Setup and Agreement

Each compound phrase in the selected list is an-
notated by two experts according to the following
schema: (0) the phrase is non-compositional; (1)
the phrase is compositional; (2) the phrase is am-
biguous, which means that exact compositionality
of the phrase is dependant on the corresponding
context. After that, annotators’ answers are re-
viewed by a moderator. Out of 1,000 randomly
selected compounds, moderator samples 220 and
resolves the ambiguity left from the first two anno-
tators. We calculate the agreement metrics of the
first two annotators on the dataset of 1,000 com-
pounds. Annotators achieved a substantial agree-
ment. We note that the typical problematic cases
that are hard to annotate are compounds, which
meaning tends to be compositional in a metaphor-
ical way, e.g., “otkrytoe more” [open sea] and
compounds, that contain polysemic words: “hod
dela” [justicement or the course of business].

3.3 Dataset Description

The resulting dataset consists of 220 compound
phrases with several full sentence contexts, col-
lected from source texts. The number of contexts
is not fixed. So far the contexts are not annotated.
A few examples are provided in Table 2. Table
3 presents the cross-tabulation of compound pat-
tern and compound compositionality. Each com-
pound is provided with a sentence context. The
number of contexts is not fixed as we extract all
contexts that contain the compound from the UD
treebanks. The contexts so far are not used in the
experiments. However, one of the possible direc-
tions for the future work would be compound dis-
ambiguation, based on the contexts. Examples of
the compound contexts are presented in Figure 1.
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4 Experiments

We evaluate various methods for detection of com-
positionality presented in the previous work. For
experiments, we train a distributional semantic
model (DSM) that includes embeddings not just
for single words but also for compounds. We
achieve this by replacing in the training corpora all
occurrences of compounds from the proposed re-
source with single tokens composed of their parts.
We use two experimental setups in our work.

First, the unsupervised setup follows the
method and evaluation pipeline presented in
(Cordeiro et al., 2016). In this setting, we rely
solely on a similarity between a compound embed-
ding and an embedding composed from its parts
using an additive function. The value of the simi-
larity should correlate with annotators’ judgments
in the proposed resource.

Second, the supervised setup considers com-
positionality detection as a binary classification
task. We train various supervised machine learn-
ing methods on vector representations of a com-
pound and its parts to predict compositionality
class. In this setup, we train an additional DSM
that does not have any modifications (it does
not contain embeddings for compounds). In this
setup, embeddings of compound parts are ob-
tained from this unmodified supplementary model.

We train DSMs using fastText (Bojanowski
et al., 2016) and word2vec (Mikolov et al., 2013)
models with CBOW architecture implemented in
gensim package (Rehurek and Sojka, 2011). Rus-
sian Wikipedia dump is used as a training cor-
pus (as of 02.05.2019, it consists of 1,542,621
articles), with Universal Dependencies raw texts
as an enrichment, which helps to deal with cases
of missing compounds. Both Wikipedia articles
and compounds are lemmatized using MyStem




ITox BO3AEHCTBHEM TOTO MOJIS Anpa

TTpo3payHast JKMIKOCTh , B KOTOPO# Ha JjBa

Ham YAaJloCh CJIIOKUTH KyYKY U3 BOCBMHU aTOMOB - IBYX
aTOMOB yIJIepoJa v eCTu

C Yero Ha4yuHarThb CLLBMHyTb JABa aToMa yrnepoua nin aToM BO}]OP
MIPUCTABUTH
Kuraiickuit HoBwlii rog

[lepen cambiM

Peus , kKoHEUHO *ke , HAeT 00 OuepeaHON 3aMOPO3Ke 10

aTromMa Boaopoaa

aTOMOB BOI0pOJa

oaa

HosbIM rogom

HOBOI'O roja

aTOMOB BOJI0POJAAa B TEJIE UCCIIEAYEMOTO , KaX/Iplii CO CBOMM CJIa0BIM MarHUTHBIM TTOJIEM

, OPHEHTHPYIOTCS ONPE/ICICHHBIM 00Pa30M OTHOCHTENIBHO CHIIBHOTO
I10JIs1 MarHura .

NPUXOAUTCS OJIUH aTOM KHCJIOPOJA , MOXKET OBITH BOJIOH , & MOKET
OBITH U CMECHIO JKUIKHX BOAOpOJA ¥ KUCIIOpOoJia

, 1300paKEHHYI0 Ha PUCYHKE .

K aToMy yriaepoja ?

U pyrue Npa3IHUKH , OTMEYaeMble TAWCKMMH KMTaWI[aMH ,
OTJIMYAIOTCS B 00OUX CIIy4asiX , TAK KaK OHH PaCCUUTBIBAIOTCS 110
KHTalCKOMY KaJICHAAPIO .

OTKITIOYIIIN TTocesiok Hukombckoe .

[IeH Ha OCH3WUH .

B HaiieM peiTHHIe Jy4IUX 0JaPKOB MYKUHHE T10]] Hogslii rox ITHEBMATHYECKasi BHHTOBKA C HOYHBIM HPULENIOM TBEPJIO 3aHsIa
MEPBOE MECTO .

Heneninee 3acenanue I'occosera - mepsoe B HOBOM FOJly M TIocnesiee , Ha koTopoM Brnagumup ITyTHH BEICTYIHT Kak
MPE3UCHT CTPAHBI .

Ho 970 e ObUI eIMHCTBEHHBIN pycckuii GuibM Ha Hosbpiii rog , y Hero ObLIH BCE IIAHCHI HA ycrex " .

A 'y Hac NOJNMTHK BTOPOI'0 LIEJIOHA HIKE 3TOTO SMIENOHA HE OIYCTHTCA " , - TOBOPHT KCIIEPT .

Hecmotps Ha 03a60ueHHOCTE MUHOOpHAYKH
GECKOHTPOJIbHBIM Pa3MHOKEHHEM SKOHOMHCTOB H
HeJIoBEpHE CONMIHBIX paGoToaaTeneii K IMIIIOMaM By30B

INoka notpebuTenn

Onycxaﬂcs 110 CTpaTP[(bPIKa].[HOHHOﬁ JICCTHULIC , OHU
OIICPEHKAKOT I10 CTATYCy TEX , KTO HAXOAUTCA BO

BTOPOM J31IEeJIOHE

BTOpPOTIoO 31IEJIOHA MOJIOZIOI SKOHOMUCT CETrOJHS BpsAN JIU OCTAHETCS Ha 000YHHE KHU3HU

BTOPOI0 31IEJOHOB JOKNAIAKOTCA CE30HA paCTIpOaXX W HpHOGpCTa}OT TIOACPKAHHBIC

BEILH , JTUJEPbI KOHCIOMEPH3Ma TIePEX0JIAT K cieyiomniei dase
HOTpeOIeHHUS .

, TO €CTb B IIPEAIICCTBYIONIEH (a3e mOTPeOUTETECKON TOHKH .

Figure 1: Compound contexts in KWIC format. The compounds and their compositionality classes are: atom
vodoroda [hydrogen atom] (1), novyi god [New year celebration or new year] (2), vtoroyi eshelon [second tier] (0).

Adjective-Noun Noun-Noun Total
Non-compositional (0) 23 10 33
Compositional (1) 71 96 167
Ambiguous (2) 9 11 20
Total 103 117 220

Table 3: The number of compositional and non-compositional compounds in our dataset.

(Segalovich, 2003). Minimal frequency count of 2
is used. We performed experiments on several sets
of hyperparameters (dimensionality and amount of
training epochs). We found that dimensionality of
300 and five epochs give good or the best results
across all considered settings, therefore, we report
results only for this set of hyperparameters.

To simplify the task, in experimental evalua-
tion, we do not consider contextual information of
compounds. It means that no ambiguity is under
consideration and only phrases with composition-
ality classes of 1 and O are qualified for evalua-
tion, which leaves 200 compounds. For three of
them, models lack an embedding, which leaves
197 phrases for experiments: 164 are composi-
tional, and 33 are non-compositional according to
annotators (approximately 0.83 to 0.17 ratio).
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4.1 Unsupervised Setup

For unsupervised setup, we calculate a metric
from (Cordeiro et al., 2016) that measures simi-
larity of an embedding of a compound as a whole
and an additive embedding composed of its parts.
Consider wy,ws are words of a given compound
and a function v(-) yielding vector representation
of a word/compound. Then the similarity metric
is equals to: cos(v(wiws),v(wi + we)), where
v(wy + ws) is the normalized sum:

v(wr) v(w2)
To(wn] * Tolw)l]

In addition to cosine, we use similarity mea-
sures based on distance metrics between embed-
dings: Chebyshev distance (L-norm), Manhat-
tan distance (Li-norm), and Euclidean distance
(Lo-norm). When using these distances, instead

v(wy + wg) =



Supervised Model Spearman’s p | Precision | Recall F-measure
Linear Support Vector classifier (LSVC) 0.47 0.37 0.78 0.48
Multi-layer Perceptron (MLP) 0.46 0.32 0.82 0.44
Desicion Tree (DT) 0.18 0.31 0.36 0.31
Naive Bayes (NB) 0.43 0.55 0.52 0.52

Table 4: Performance of the classifiers in the supervised setup (classifier metrics presented for class 0).

Metric / Model | fastText word2vec
cos (norm.) 0.42 0.37
L (avg.) 0.33 0.09
L (avg.) 0.33 0.14
Lo (avg.) 0.33 0.14

Table 5: Spearman correlation (p) of the metric with
annotator judgments in the unsupervised setup.

of normalized sum, we use a simple averaging:

v(wy + wy) = %(wl + wo).

We evaluate the performance of these metrics to
predict compositionality based on Spearman rank
correlation (Spearman’s p) between them and the
compositionality class in the annotated dataset as
considered in (Cordeiro et al., 2016).

4.2 Supervised Setup

In supervised setup, we access average perfor-
mance on 25 stratified randomized splits of the
selected dataset into 75% for training and 25%
for testing with the following machine learning al-
gorithms: linear support vector machine (LSVC)
with C = 1 (Platt, 1999); three-layer percep-
tron (MLP) with a=1, solver=‘lbfgs’, sizes of
layers=200/20/20 (Hinton, 1989); decision tree
(DT) with maximum depth=10, max features=20
(Breiman, 2017); Naive Bayes (NB) (Zhang,
2004). For feature representation, we use a con-
catenation of compound embedding with embed-
dings of compound parts. We evaluate the Spear-
man correlation with the annotation class, as well
as precision, recall, and F}-score.

4.3 Results and Discussion

The results of the experimental evaluation for un-
supervised setup are presented in Table 5, for su-
pervised setup — in Table 4. Of presented met-
rics, L1, Lo, and L, present substantial negative
correlation. That can be explained by the na-
ture of embedding vectors. The bigger the dis-
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tance value, the further compound is from its com-
ponents in a semantic sense. If the sense of
the compound widely differs from corresponding
senses of its components, it is deemed as non-
compositional. To be comparable with previous
papers, we present a positive correlation bring-
ing minus of a distance instead. Taking this into
consideration, all metrics perform comparably on
the dataset. We can see a not strong, yet stable
and substantial correlation between similarity and
compositionality class.

Considering the supervised classification task,
precision, recall, and F; metrics are presented
alongside Spearman rank correlation. As non-
compositional compounds are in the minority in
this dataset, and detecting idiomatic phrases pro-
vides more interest practice-wise, we report on
zero-class quality metrics to access algorithm per-
formance. LSVC, MLP, and NB present higher
p than the unsupervised counterpart. LSVC and
MLP also give relatively high recall on non-
compositional examples. Overall, linear SVC
and multi-layer perceptron perform better than the
other models across all metrics.

5 Conclusion

We presented the first Russian-language dataset
of noun compounds annotated, where each com-
pound follows one of the noun compound patterns
(noun+noun or adjective+noun) and is annotated
with as non-compositional, compositional or am-
biguous compounds. The latter can be either com-
positional or not, depending on the context. Each
compound is provided along with the sentence
contexts. The inter-annotator agreement metrics
show that annotator judgments on the scores agree
well. We investigated the performance of various
algorithms from previous work and showed that
the achieved evaluation metrics correspond with
other state-of-the-art results for English. We hope
that our resource will foster the research in the
area of compositionality detection for Russian and
other Slavic languages.
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Abstract

We describe the Second Multilingual Named
Entity Challenge in Slavic languages. The
task is recognizing mentions of named entities
in Web documents, their normalization, and
cross-lingual linking. The Challenge was or-
ganized as part of the 7th Balto-Slavic Natural
Language Processing Workshop, co-located
with the ACL-2019 conference. Eight teams
participated in the competition, which covered
four languages and five entity types. Perfor-
mance for the named entity recognition task
reached 90% F-measure, much higher than re-
ported in the first edition of the Challenge.
Seven teams covered all four languages, and
five teams participated in the cross-lingual en-
tity linking task. Detailed evaluation informa-
tion is available on the shared task web page.

1 Introduction

Due to rich inflection and derivation, free word or-
der, and other morphological and syntactic phe-
nomena exhibited by Slavic languages, analysis
of named entities (NEs) in these languages poses
a challenging problem (Przepidrkowski, 2007;
Piskorski et al., 2009). Fostering research on de-
tection and normalization of NEs—and on the
closely related problem of cross-lingual, cross-
document entity linking—is of paramount impor-
tance for improving multilingual and cross-lingual
information access in these languages.

This paper describes the Second Shared Task on
multilingual NE recognition (NER), which aims
at addressing these problems in a systematic way.
The shared task was organized in the context of
the 7th Balto-Slavic Natural Language Processing
Workshop co-located with the ACL 2019 confer-
ence. The task covers four languages—Bulgarian,
Czech, Polish and Russian—and five types of
NE: person, location, organization, product, and
event. The input text collection consists of doc-
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uments collected from the Web, each collection
centered on a certain “focal” entity. The ratio-
nale of such a setup is to foster the development
of “all-round” NER and cross-lingual entity link-
ing solutions, which are not tailored to specific,
narrow domains. This paper also serves as an in-
troduction and a guide for researchers wishing to
explore these problems using the training and test
data.!

This paper is organized as follows. Section 3
describes the task; Section 4 describes the anno-
tation of the dataset. The evaluation methodology
is introduced in Section 5. Participant systems are
described in Section 6 and the results obtained by
these systems are presented in Section 7. Con-
clusions and lessons learned are discussed in Sec-
tion 8.

2 Prior Work

The work we describe here builds on the First
Shared Task on Multilingual Named Entity Recog-
nition, Normalization and cross-lingual Matching
for Slavic Languages, (Piskorski et al., 2017),
which, to the best of our knowledge, was the
first attempt at such a shared task covering several
Slavic languages.

Similar shared tasks have been organized pre-
viously. The first non-English monolingual NER
evaluations—covering Chinese, Japanese, Span-
ish, and Arabic—were carried out in the con-
text of the Message Understanding Conferences
(MUGCs) (Chinchor, 1998) and the ACE Pro-
gramme (Doddington et al., 2004). The first
shared task focusing on multilingual named entity
recognition, which covered several European lan-
guages, including Spanish, German, and Dutch,
was organized in the context of CoNLL confer-
ences (Tjong Kim Sang, 2002; Tjong Kim Sang

'bsnlp.cs.helsinki.fi/shared_task.html

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 63-74,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



and De Meulder, 2003). The NE types covered
in these campaigns were similar to the NE types
covered in our Challenge. Also related to our task
is Entity Discovery and Linking (EDL), (Ji et al.,
2014, 2015), a track of the NIST Text Analysis
Conferences (TAC). EDL aimed to extract entity
mentions from a collection of documents in mul-
tiple languages (English, Chinese, and Spanish),
and to partition the entities into cross-document
equivalence classes, by either linking mentions to
a knowledge base or directly clustering them. An
important difference between EDL and our task is
that we do not link entities to a knowledge base.

Related to cross-lingual NE recognition is NE
transliteration, i.e., linking NEs across languages
that use different scripts. A series of NE Translit-
eration Shared Tasks were organized as a part of
NEWS—Named Entity Workshops—(Duan et al.,
2016), focusing mostly on Indian and Asian lan-
guages. In 2010, the NEWS Workshop included
a shared task on Transliteration Mining (Kumaran
et al., 2010), i.e., mining of names from parallel
corpora. This task included corpora in English,
Chinese, Tamil, Russian, and Arabic.

Prior work targeting NEs specifically for Slavic
languages includes tools for NE recognition for
Croatian (Karan et al., 2013; Ljubesic et al., 2013),
a tool tailored for NE recognition in Croatian
tweets (Baksa et al., 2017), a manually annotated
NE corpus for Croatian (Agi¢ and Ljubesié, 2014),
tools for NE recognition in Slovene (Stajner et al.,
2013; Ljubesic¢ et al., 2013), a Czech corpus of
11,000 manually annotated NEs (Sevé&ikova et al.,
2007), NER tools for Czech (Konkol and Konopik,
2013), tools and resources for fine-grained an-
notation of NEs in the National Corpus of Pol-
ish (Waszczuk et al., 2010; Savary and Piskorski,
2011) and a recent shared task on NE Recognition
in Russian (Alexeeva et al., 2016).

3 Task Description

The data for the shared task consists of sets of doc-
uments in four Slavic languages: Czech, Polish,
Russian, and Bulgarian. To accommodate entity
linking, each set of documents is chosen to focus
around one certain entity—e.g., a person, an or-
ganization or an event. The documents were ob-
tained from the Web, by posing a keyword query
to a search engine and extracting the textual con-
tent from the Web pages.

The task is to recognize, classify, and “normal-
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ize” all named-entity mentions in each of the doc-
uments, and to link across languages all named
mentions referring to the same real-world entity.
Formally, the Multilingual Named Entity Recog-
nition task includes three sub-tasks:

e Named Entity Mention Detection and Clas-
sification: Recognizing all named mentions of
entities of five types: persons (PER), organiza-
tions (ORG), locations (LOC), products (PRO),
and events (EvT).

Name Normalization: Mapping each named
mention of an entity to its corresponding base
form. By “base form” we generally mean
the lemma (“dictionary form”) of the inflected
word-form. In some cases normalization should
go beyond inflection and transform a derived
word into a base word’s lemma, e.g., in case of
personal possessives (see below). Multi-word
names should be normalized to the canonical
multi-word expression—rather than a sequence
of lemmas of the words making up the multi-
word expression.

Entity Linking. Assigning a unique identifier
(ID) to each detected named mention of an en-
tity, in such a way that mentions referring to the
same real-world entity should be assigned the
same ID—referred to as the cross-lingual ID.

The task does not require positional information
of the name entity mentions. Thus, for all occur-
rences of the same form of a NE mention (e.g.,
an inflected variant, an acronym or abbreviation)
within a given document, no more than one anno-
tation should be produced.” Furthermore, distin-
guishing typographical case is not necessary since
the evaluation is case-insensitive. If the text in-
cludes lowercase, uppercase or mixed-case vari-
ants of the same entity, the system should produce
only one annotation for all of these mentions. For
instance, for “BREXIT” and “Brexit” (provided
that they refer to the same NE type), only one an-
notation should be produced. Note that recogni-
tion of common-noun or pronominal references to
named entities is not part of the task.

3.1 Named Entity Classes
The task defines the following five NE classes.

2Unless the different occurrences have different entity
types (different readings) assigned to them, which is rare.
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Figure 1: Screenshot of the Inforex Web interface, the tool used for data annotation

Person names (PER): Names of real (or fictional)
persons). Person names should not include titles,
honorifics, and functions/positions. For exam-
ple, in the text fragment ... CEO Dr. Jan Kowal-
ski...”, only “Jan Kowalski” is recognized as a
person name. Initials and pseudonyms are con-
sidered named mentions of persons and should
be recognized. Similarly, named references to
groups of people (that do not have a formal or-
ganization unifying them) should also be rec-
ognized, e.g., “Ukrainians.” In this context,
mentions of a single member belonging to such
groups, e.g., “Ukrainian,” should be assigned the
same cross-lingual ID as plural mentions, i.e.,
“Ukrainians” and “Ukrainian” when referring to
the nation receive the same cross-lingual ID.

Personal possessives derived from a person’s
name should be classified as a Person, and the
base form of the corresponding name should
be extracted. For instance, in “Trumpov tweet”’
(Croatian) one is expected to classify “Trumpov”
as PER, with the base form “Trump.”

Locations (LOC): All toponyms and geopolitical
entities—cities, counties, provinces, countries,
regions, bodies of water, land formations, etc.—
including named mentions of facilities—e.g., sta-
diums, parks, museums, theaters, hotels, hos-
pitals, transportation hubs, churches, railroads,
bridges, and similar facilities.

In case named mentions of facilities also refer to
an organization, the LOC tag should be used. For
example, from the text “The Schipol Airport has

acquired new electronic gates” the mention “The
Schipol Airport” should be classified as LocC.

Organizations (ORG): All organizations, includ-
ing companies, public institutions, political par-
ties, international organizations, religious organi-
zations, sport organizations, educational and re-
search institutions, etc.

Organization designators and potential mentions
of the seat of the organization are considered to
be part of the organization name. For instance,
from the text “...Citi Handlowy w Poznaniu...” (a
bank in Poznan), the full phrase “Citi Handlowy
w Poznaniu” should be extracted.

Products (PRO): All names of products and ser-
vices, such as electronics (“Motorola Moto Z
Play”), cars (“Subaru Forester XT”*), newspapers
(“The New York Times”), web-services (“Twit-
ter”).

When a company name is used to refer to a ser-
vice (e.g., “na Twiterze” (Polish for “on Twitter”),
the mention of “Twitter” is considered to refer to
a service/product and should be tagged as PRO.
However, when a company name refers to a ser-
vice, expressing an opinion of the company, e.g.,
“Fox News”, it should be tagged as ORG.

This category also includes legal documents
and treaties, e.g., “Traktat Lizboriski” (Polish:
“Treaty of Lisbon”).

Events (EvVT): This category covers named men-
tions of events, including conferences, e.g. “24.
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Figure 2: Example input and output formats.

Konference Zarovného Zinkovéni” (Czech: “Hot
Galvanizing Conference”), concerts, festivals,
holidays, e.g., “Vdnoce” (Polish: “Christmas”),
wars, battles, disasters, e.g., “Katastrofa Cz-
ernobylska” (Polish: “the Chernobyl catastro-
phe”). Future, speculative, and fictive events—
e.g., “Czexit” or “Polexit”—are considered as
event mentions as well.

3.2 Complex and Ambiguous Entities

In case of complex named entities, consisting of
nested named entities, only the top-most entity
should be recognized. For example, from the text
“George Washington University” one should not
extract “George Washington”, but only the top-
level entity.

In case one word-form (e.g., “Washington”) is
used to refer to more than one different real-world
entities in different contexts in the same document
(e.g., a person and a location), the system should
return two annotations, associated with different
cross-lingual IDs.

In case of coordinated phrases, like “Euro-
pean and British Parliament,” two names should
be extracted (as ORG). The lemmas would be
“European” and “British Parliament”, and the
IDs should refer to “European Parliament” and
“British Parliament” respectively.

In rare cases, plural forms might have two
annotations—e.g., in the phrase “a border between
Irelands”—*"Irelands” should be extracted twice
with identical lemmas but different IDs.

3.3 System Input and Response

Input Document Format: Documents in the
collection are represented in the following format.
The first five lines contain meta-data:

<DOCUMENT-ID>
<LANGUAGE>
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<CREATION-DATE>

<URL>

<TITLE>

<TEXT>
The text to be processed begins from the sixth line
and runs till the end of file. The <URL> field
stores the origin from which the text document
was retrieved. The values of the meta-data fields
were computed automatically (see Section 4 for
details). The values of <CREATION-DATE> and
<TITLE> were not provided for all documents,
due to unavailability of such data or due to errors
in parsing during data collection.

System Response. For each input file, the
system should return one output file as fol-
lows. The first line should contain only the
<DOCUMENT-ID>, which corresponds to the in-
put. Each subsequent line contains one annotation,
as tab-separated fields:

<MENTTON> TAB <BASE> TAB <CAT> TAB <ID>

The <MENTION> field should be the NE as it ap-
pears in text. The <BASE> field should be the base
form of the entity. The <CAT> field stores the
category of the entity (ORG, PER, LOC, PROD,
or EVT) and <ID> is the cross-lingual identifier.
The cross-lingual identifiers may consist of an ar-
bitrary sequence of alphanumeric characters. An
example document in Czech and the correspond-
ing response is shown in Figure 2.

For detailed descriptions of the tasks and guide-
lines, please refer to the web page of the shared
task.?

4 Data

The data consist of four sets of documents ex-
tracted from the Web, each related to a given focus

3bsnlp.cs.helsinki.fi/Guidelines_
20190122 .pdf



| BREXIT | AsIA BIBI | NORD STREAM | RYANAIR

PL CS RU BG| PL CS RU BG| PL CS RU BG| PL CS RU BG
Documents | 500 284 153 600 | 88 89 118 99| 151 153 137 130 | 146 149 149 87
PER 2650 1108 1308 2515| 683 570 643  565| 538 543 334 335| 136 157 71 147
LOC 3525 1279 666 2407 | 403 366 567 379 | 1430 1566 1144 910 | 822 774 888 343
ORG 3080 1036 828 2454 | 286 214 419 244 | 837 446 658 540 | 529 634 494 237
EVT 1072 471 261 776 | 14 3 1 8| 15 9 3 6 712 0 4
PRO 667 232 137 489| 55 42 47 63| 405 350 445 331 | 114 65 73 79
Total 10994 4126 3200 8641 | 1441 1195 1677 1259|3225 2914 2584 2122|1608 1642 1526 810
Distinct
Surface forms | 2813 1110 771 1200 | 507 303 406 403 | 843 769 850 500 | 514 475 394 322
Lemmas 2133 839 568 1092 | 412 248 317 359 | 634 549 568 448 | 420 400 327 314
Entity IDs 1508 582 269 777 | 273 160 178 231 | 444 393 314 305 | 322 306 247 246

Table 1: Overview of the training and test datasets.

entity. We tried to choose entities related to cur-
rent events covered in news in various languages.
ASIA BIBI, which relates to a Pakistani woman
involved in a blasphemy case, BREXIT, RYANAIR,
which faced a massive strike, and NORD STREAM,
a controversial Russian-European project.

Each dataset was created as follows. For the fo-
cus entity, we posed a search query to Google, in
each of the target languages. The query returned
documents in the target language. We removed
duplicates, downloaded the HTML—mainly news
articles—and converted them into plain text. This
process was done semi-automatically using the
tool described in (Crawley and Wagner, 2010). In
particular, some of the meta-data—i.e., creation
date, title, URL—were automatically extracted us-
ing this tool.

HTML parsing results may include not only the
main text of a Web page, but also some additional
text, e.g., labels from menus, user comments, etc.,
which may not constitute well-formed utterances
in the target language.* The resulting set of par-
tially “cleaned” documents were used to manually
select documents for each language and topic, for
the final datasets.

Documents were annotated using the Inforex?
web-based system for annotation of text cor-
pora (Marcinczuk et al., 2017). Inforex allows par-
allel access and resource sharing by multiple anno-
tators. It let us share a common list of entities, and
perform entity-linking semi-automatically: for a

“This occurred in a small fraction of texts processed.
Some of these texts were included in the test dataset in or-
der to maintain the flavor of “real-data.” However, obvious
HTML parser failure (e.g., extraction of JavaScript code, ex-
traction of empty texts, etc.) were removed from the data sets.
Some of the documents were polished further by removing
erroneously extracted boilerplate content.

’github.com/CLARIN-PL/Inforex
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given entity, an annotator sees a list of entities of
the same type inserted by all annotators and can
select an entity ID from the list. A snapshot of the
Inforex interface is in Figure 1.

In addition, Inforex keeps track of all lemmas
and IDs inserted for each surface form, and inserts
them automatically, so in many cases the annotator
only confirms the proposed values, which speeds
up the annotation process a great deal. All anno-
tations were made by native speakers. After anno-
tation, we performed automatic and manual con-
sistency checks, to reduce annotation errors, espe-
cially in entity linking.

Using Inforex allowed us to annotate data much
faster than in the first edition of the shared task.
Thus we were able to annotated larger datasets and
provide participants with training data. (In the first
edition participants received only test data.) Data
statistics are presented in Table 1.

Documents about ASIA BIBI and BREXIT were
used for training and distributed to the participat-
ing teams with annotations. The testing datasets—
RYANAIR and NORD STREAM—were released
to the participants 2 days before the submission
deadline. The participants did not know the topics
in advance, and did not receive the annotations.
Thus, we push participants to build a general solu-
tion for Slavic NER, rather than to optimize their
models toward a particular set of names.

5 [Evaluation Methodology

The NER task (exact case-insensitive matching)
and Name Normalization (or “lemmatization’)
were evaluated in terms of precision, recall, and
Fl-measure. For NER, two types of evaluations
were carried out:

e Relaxed: An entity mentioned in a given



document is considered to be extracted cor-
rectly if the system response includes at least
one annotation of a named mention of this en-
tity (regardless of whether the extracted men-
tion is in base form);

Strict: The system response should include
exactly one annotation for each unique form
of a named mention of an entity in a given
document, i.e., identifying all variants of an
entity is required.

In relaxed evaluation we additionally distinguish
between exact and partial matching: in the latter
case, an entity mentioned in a given document is
considered to be extracted correctly if the system
response includes at least one partial match of a
named mention of this entity.

We evaluate systems at several levels of gran-
ularity: we measure performance for (a) all NE
types and all languages, (b) each given NE type
and all languages, (c) all NE types for each lan-
guage, and (d) each given NE type per language.

In the name normalization task, we take into ac-
count only correctly recognized entity mentions
and only those that were normalized (on both
the annotation and system’s sides). Formally, let
Neorrect denote the number of all correctly rec-
ognized entity mentions for which the system re-
turned a correct base form. Let Ny, denote the
number of all normalized entity mentions in the
gold-standard answer key and Nyesponse denote
the number of all normalized entity mentions in
the system’s response. We define precision and re-
call for the name normalization task as:

Ncorrrect

Recall =
Nk:ey

Precision =
response

In evaluating document-level, single-language
and cross-lingual entity linking we adopted the
Link-Based Entity-Aware metric (LEA) (Moosavi
and Strube, 2016), which considers how im-
portant the entity is and how well it is re-
solved. LEA is defined as follows. Let K
{k1,k2,..., kK |} denote the set of key entities
and R = {r1,r2,...,7 g/} the set of response en-
tities, i.e., k; € K (r; € R) stand for set of men-
tions of the same entity in the key entity set (re-
sponse entity set). LEA recall and precision are
then defined as follows:

D er (imp (ki) x res(k;))
ZkZEK 'me(kz)

Recallppa =

N, corrrect
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ZneR(imp(ri) x res(r;))
ZTZER imp(rz)

Precisionrpa =

where mp and res denote the measure of impor-
tance and the resolution score for an entity, respec-
tively. In our setting, we define imp(e) = log, |e|
for an entity e (in K or R), |e| is the number of
mentions of e—i.e., the more mentions an entity
has the more important it is. To avoid biasing
the importance of the more frequent entities log
is used. The resolution score of key entity k; is
computed as the fraction of correctly resolved co-
reference links of k;:

res(k;) = Z
TjeR

where link(e) = (|e| x (Je] — 1))/2 is the num-
ber of unique co-reference links in e. For each k;,
LEA checks all response entities to check whether
they are partial matches for k;. Analogously, the
resolution score of response entity r; is computed
as the fraction of co-reference links in 7; that are
extracted correctly:

res(r;) = Z

kjEK

link (k‘l N ’I“j)
link (y)

lmk(n N kj)
link(r;)

LEA brings several benefits. For example, LEA
considers resolved co-reference relations instead
of resolved mentions and has more discriminative
power than other metrics for co-reference resolu-
tion (Moosavi and Strube, 2016).

It is important to note at this stage that the eval-
uation was carried out in “case-insensitive” mode:
all named mentions in system response and test
corpora were lower-cased.

6 Participant Systems

Sixteen teams from eight countries registered for
the shared task. Half of the registered teams sub-
mitted results by the deadline. Five teams submit-
ted description of their systems in the form of a
Workshop paper. The remaining teams submitted
a short description of their systems.

We briefly review the systems; complete de-
scriptions appear in the corresponding papers.

CogComp used multi-source BiLSTM-CRF
models, using solely the BERT multilingual em-
beddings, (Devlin et al., 2019), which directly



allows the model to train on datasets in multi-
ple languages. The team submitted several mod-
els trained on different combinations of input
languages. They found that multi-source train-
ing with multilingual BERT outperforms single-
source. Cross-lingual (even cross-script) train-
ing worked remarkably well. Multilingual BERT
can handle train/test sets with mismatching tagsets
in certain situations. The best performing mod-
els were trained on a combination of data in
four languages, while adding English into training
data worsen the overall performance, (Tsygankova
etal., 2019).

CTC-NER is a baseline prototype of a NER
component of an entity recognition system cur-
rently under development at the Cognitive Tech-
nologies Center, Russia. The system has a hybrid
architecture, combining rule-based and ML tech-
niques, where the ML-component is loosely re-
lated to (Antonova and Soloviev, 2013). As the
system processes Russian, English and Ukrainian,
the team submitted output only for Russian.

ITUWR.PL combines Flair®, Polyglot’ and
BERT.® Additional training corpora were used:
KPWr® for Polish, CNEC!® for Czech, and
data extracted using heuristics from Wikipedia.
Lemmatization is partially trained on Wikipedia
and PolEval corpora,'! and partially rule-based.
Entity linking is rule-based, and uses WikiData
and FastText (Bojanowski et al., 2017).

JRC-TMA-CC is a hybrid system combining
a rule-based approach and machine learning tech-
niques. It is a corpus-driven system, lightweight
and highly multilingual, exploiting both automat-
ically created lexical resources, such as JRC-
Names (Ehrmann et al., 2017), and external re-
sources, such as BabelNet (Jacquet et al., 2019a).
The main focus of the approach is on gener-
ating the possible inflected variants for known
names (Jacquet et al., 2019b).

NLP Cube!? is an open-source NLP framework
that handles sentence segmentation, POS Tagging
and lemmatization. The low-level features ob-
tained from the framework, such as part of speech
tags, were used as input for an LSTM model. Each

S github.com/zalandoresearch/flair
"polyglot.readthedocs.io

8 github.com/huggingface/pytorch-pretrained-BERT,

github.com/sberbank-ai/ner-bert

?clarin-pl.eu/dspace/handle/11321/270
'%yfal.mff.cuni.cz/cnec/cnec2.0
"poleval.pl/tasks/task2
12github.com/adobe/NLP-Cube
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Figure 3: Average system performances on the test data

language was trained individually, producing four
models. The models were trained using DyNet!?.

RIS is a modified BERT model, which uses
CREF as the top-most layer (Arkhipov et al., 2019).
The model was initialized with an existing BERT
model trained on 100 languages.

Sberiboba uses multilingual BERT embed-
dings, summed with learned weights and followed
by BiLSTM, attention layers and NCRF++ on the
top (Emelianov and Artemova, 2019). Multilin-

Bdynet.io



Cross-lingual Named Entity Linking Evaluation
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Figure 4: Evaluation results for closs-lingual entity
linking. Averaged across two corpora.

gual BERT is used only for the embeddings, with
no fine-tuning for the tasks.

TLR used a standard end-to-end architecture
for sequence labeling, namely: LSTM-CNN-
CRF, (Ma and Hovy, 2016). It was combined
with contextual embeddings using a weighted av-
erage (Reimers and Gurevych, 2019) of a BERT
model pre-trained for multiple languages (includ-
ing all of the languages of the Task).

As seen from these descriptions, most of the
teams use the BERT model, except NLP Cube,
which uses another deep learning model (LSTM),
and JRC, which uses rule-based processing of
Slavic inflection.

7 Evaluation Results

Figure 3 shows system performance averaged
across all languages and two test corpora. We
present results for seven teams, since CTC-NER
submitted results only for Russian. For each team,
we present their best-performing model.!#

As the plots show, the best performing model,
CogComp, yields F-measure 91% according to the
relaxed partial evaluation, and 85.6% according to
the strict evaluation. Also, the only hybrid model,
JRC-TMA-CC, reaches the highest precision—
93.7% relaxed partial, and 88.6% strict—but lower
recall—54.4% relaxed partial, 42.7% strict.

Five teams submitted results for cross-lingual
entity linking. The best results for each team, av-
eraged across two corpora, are presented in Fig-
ure 4, and in Table 2. The plots show that this
task is much more difficult than entity extraction.

14Complete results available on the Workshop’s Web page:
bsnlp.cs.helsinki.fi/final_ranking.pdf
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NORD STREAM \ RYANAIR
System F1 | System F1
IIUWR.PL 41.5 | IUWR.PL 48.7
JRC-TMA 31.0 | JRC-TMA 27.0
RIS 11.1 | CogComp  13.0
CogComp  11.1 | RIS 10.3
Sberiboba 05.6 | Sberiboba 10.2

Table 2: Cross-lingual entity linking.

The best performing model, IUWR.PL, yields F-
measure 45%. As seen from the plot, for this
task it is harder to balance recall and precision:
the first two models obtain much higher precision,
while the last three obtain much higher recall. The
two best-performing models used rule-based en-
tity linking.

Note that in our setting the performance on
entity linking depends on performance on name
recognition and normalization: a system had to
link entities that it extracted from documents up-
stream, rather than link a correct set of entities.

Tables 3 and 4 present the F-measure for all
tasks, split by language, for the RYANAIR and
NORD STREAM datasets; Table 2 shows perfor-
mance on the final phase—cross-lingual entity
linking. We show one top-performing model for
each team. For recognition, we present only the
relaxed evaluation, since results obtained on the
three evaluation schemes are correlated, as can be
seen from Figure 3.

The tables indicate that the test corpora present
approximately the same level of difficulty for the
participating systems, since the values in both ta-
bles are similar. The only exception is single-
language document linking, which seems to be
much harder for the RYANAIR dataset, especially
for Russian. This needs to be investigated further.

In Table 5 we present the results of the eval-
uation by entity type. As seen in the table,
performance was higher overall for LoCc and
PER, and substantially lower for ORG and PRO,
which corresponds with our findings from the
First shared task, where ORG and MISC were
the most problematic categories (Piskorski et al.,
2017). The PRO category also exhibits higher
variation across languages and corpora than other
categories, which might point to some annotation
artefacts. The results for the EVT category are less
informative, since there are few examples of this
category in the dataset, as seen in Table 1.



RYANAIR Language
Phase Metric bg cz pl ru
Relaxed CogComp 87.5 CogComp 942 RIS 92.1 CogComp 94.3
Partial RIS 85.8 RIS 93.5 CogComp 914 RIS 92.5
Recognition ITUWR.PL 75.9 IIUWR.PL 84.1 IIUWR.PL 841 CTC-NER 91.0
TLR 759 TLR 82.2 TLR 82.2 TLR 83.4
JRC-TMA 64.2 Sberiboba 80.5 Sberiboba 80.5 IIUWR.PL 78.9
Sberiboba 64.6 JRC-TMA 53.6 JRC-TMA 53.6 JRC-TMA 63.7
NLP Cube 147 NLPCube 18.8 NLPCube 18.0 Sberiboba 76.9
NLP Cube 164
Normalization CogComp 834 CogComp 88.7 RIS 87.4 RIS 91.3
RIS 78.1 RIS 87.4 CogComp 86.3 CogComp 90.3
TLR 68.3 IIUWR.PL 80.7 IIUWR.PL 789 CTC 85.9
ITUWR.PL 68.0 Sberiboba 749 TLR 75.1 TLR 78.0
JRC-TMA 61.3 TLR 72.5 Sberiboba 73.1 JRC-TMA 742
Sberiboba 55.9 JRC-TMA 50.2 JRC-TMA 52.6 HIUWRPL 735
NLPCube 112 NLPCube 11.0 NLPCube 15.2 Sberiboba 66.9
NLPCube 14.8
Document ITUWR.PL-5 355 IIUWR.PL 51.8 IIUWR.PL 58.6 IIUWR.PL 294
level JRC-TMA 15.8 JRC-TMA 51.7 JRC-TMA 546 CogComp 09.4
Entity linking CogComp 10.5 CogComp 16.7 CogComp 25.7 RIS 09.3
RIS 07.1 Sberiboba 16.2 Sberiboba 23.2 CTC-NER 05.4
Sberiboba 03.1 RIS 13.9 RIS 22.3  Sberiboba  05.4
JRC-TMA 027
Single IITUWR.PL 60.2 IIUWRPL 70.0 IIUWR.PL 619 IIUWR.PL 559
language  JRC-TMA 48.8 JRC-TMA 363 JRC-TMA 283 JRC-TMA 49.6
CogComp 139 RIS 134 RIS 233 RIS 14.8
RIS 07.4 Sberiboba 12.7 CogComp 23.1 CogComp 12.6
Sberiboba 052 CogComp 11.3 Sberiboba 169 CTC-NER 124
NLP Cube 02.0 NLPCube 00.7 NLPCube 02.0 Sberiboba 11.9
NLP Cube 03.1

Table 3: F-measure results for the RYANAIR corpus

8 Conclusion

This paper reports on the Second Multilingual
Named Entity Challenge, which focuses on rec-
ognizing mentions of NEs in Web documents in
Slavic languages, normalization/lemmatization of
NEs, and cross-lingual entity linking. The Chal-
lenge attracted much wider interest compared to
the First Challenge in 2017, with 16 teams reg-
istering for the competition and eight teams sub-
mitting results from working systems, many with
multiple systems variants. Many of the sys-
tems used state-of-the-art neural network models.
Overall, the results of the best-performing systems
are quite strong for extraction and normalization,
while cross-lingual linking appears to be substan-
tially more challenging.

We show summary results for the main aspects
of the challenge and the best-performing model
for each team. For detailed, in-depth evaluations
of all submissions systems and their performance
figures please consult the Shared Task’s Web page.

To stimulate further research into NER for
Slavic languages, including cross-lingual entity
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linking, our training and test datasets, the detailed
annotations, and scripts used for evaluations are
made available to the public on the Shared Task’s
Web page.!> The annotation interface is released
by the Inforex team, to support annotation of ad-
ditional data for expanded future tests.

This challenge covered four Slavic languages.
For future editions of the Challenge, we plan
to expand the training and test datasets, cover-
ing a wider range of entity types, and support-
ing cross-lingual entity linking. We also plan to
cover a wider set of languages, including non-
Slavic ones, and recruit more annotators as the
SIGSLAV community expands. We will also un-
dertake further refinement of the underlying anno-
tation guidelines—always a highly complex task
in a real-world setting. More complex phenom-
ena also need to addressed, e.g., coordinated NEs,
contracted versions of multiple NEs, etc.

We hope that this work will stimulate research
into robust, end-to-end NER solutions for process-
ing real-world texts in Slavic languages.

"Sbsnlp.cs.helsinki.fi/shared_task.html



NORD STREAM 2 Language
Phase Metric bg cz pl ru
Relaxed RIS 89.6 CogComp 944 RIS 93.7 CTC-NER 86.1
Partial CogComp 894 RIS 94.1 CogComp 932 CogComp 85.9
Recognition IIUWR.PL 84.5 IIUWR.PL 88.1 IIUWR.PL 913 RIS 84.8
TLR 83.3 Sberiboba 84.3 Sberiboba 84.4 IIUWR.PL 76.5
JRC-TMA 779 TLR 82.1 TLR 80.6 Sberiboba  73.5
Sberiboba  73.3 JRC-TMA 659 JRC-TMA 593 TLR 73.1
NLP Cube 164 NLPCube 23.8 NLPCube 152 JRC-TMA 69.5
NLP Cube 17.1
Normalization RIS 84.9 CogComp 89.3 RIS 89.2 RIS 78.0
CogComp 84.3 RIS 89.1 CogComp 86.4 CogComp 72.5
TLR 73.3 INUWR.PL 83.3 IIUWRPL 859 CTC-NER 694
INUWR.PL 70.7 TLR 744 TLR 72.0 IUWR.PL 65.0
JRC-TMA 66.7 Sberiboba 71.1 Sberiboba 67.9 Sberiboba 60.3
Sberiboba 63.3 JRC-TMA 50.3 JRC-TMA 424 TLR 59.6
NLP Cube 13.5 NLPCube 15.6 NLPCube 09.0 JRC-TMA 53.0
NLP Cube 10.5
Document ITUWR.PL 46.8 IMUWR.PL 719 IIUWR.PL 743 TIUWR.PL 52.8
level JRC-TMA 17.0 CogComp 20.1 JRC-TMA 18.8 RIS 18.2
Entity linking RIS 11.3 RIS 19.0 CogComp 154 Sberiboba 14.6
CogComp 10.3 Sberiboba 14.2 RIS 144 CogComp 123
Sberiboba  08.6 JRC-TMA 11.5 Sberiboba 12.2 JRC-TMA 113
CTC-NER 06.7
Single NUWR.PL 589 IIUWRPL 67.2 NUWRPL 68.6 IIUWR.PL 4838
language  JRC-TMA 54.8 JRC-TMA 353 JRC-TMA 31.5 JRC-TMA 38.0

RIS 12.1 RIS
CogComp  18.6
Sberiboba  08.7
NLP Cube 01.0

CogComp  10.6
Sberiboba  07.8
NLP Cube 01.0

20.1 RIS 15,5 RIS 08.8
CogComp 144 CTC-NER 06.8
Sberiboba  06.0 Sberiboba  05.9
NLP Cube 01.3 CogComp 05.6

NLP Cube 00.7

Table 4: Evaluation results (F-measure) for the NORD STREAM 2 corpus

| NORD STREAM | RYANAIR

b cs 1
| bg p

Per | 939 957 930 933|978 963 977 974
Loc | 948 983 955 987 | 983 971 97.6 96.6
Org | 851 950 955 925 ] 90.1 901 899 834
Pro | 595 796 541 651 | 728 923 904 57.1
Evt | 0.50 0.55 100.0 - 500 182 50.0 40.0

ru | bg cs pl ru

Table 5: Recognition F-measure (relaxed partial) by
entity type—best-performing systems for each lan-

guage.
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Abstract

This paper describes the Cognitive Computa-
tion (CogComp) Group’s submissions to the
multilingual named entity recognition shared
task at the Balto-Slavic Natural Language Pro-
cessing (BSNLP) Workshop (Piskorski et al.,
2019). The final model submitted is a multi-
source neural NER system with multilingual
BERT embeddings, trained on the concate-
nation of training data in various Slavic lan-
guages (as well as English). The perfor-
mance of our system on the official testing data
suggests that multi-source approaches con-
sistently outperform single-source approaches
for this task, even with the noise of mismatch-
ing tagsets.

1 Introduction

This paper describes the Cognitive Computation
(CogComp) Group’s submission to the shared task
of the Balto-Slavic Natural Language Process-
ing (BSNLP) Workshop at ACL 2019 (Piskorski
et al.,, 2019). This shared task centers around
multilingual named entity recognition (NER) in
Slavic languages, and is composed of recognition,
lemmatization, and entity linking subtasks. The
niche focus of this task on Slavic languages makes
it both interesting and challenging. The languages
used in the shared task (Bulgarian, Czech, Pol-
ish, and Russian) belong to the same language
family and share complex grammatical and mor-
phological features which may be understudied in
an English-focused research community. Further,
they encompass both Latin and Cyrillic scripts,
complicating the multilingual nature of the prob-
lem. In addition to the language specific chal-
lenges, there are varying sizes of training data,
somewhat non-standard named entity types (mak-
ing finding additional data challenging), and dif-
fering domains — the training and test sets are com-
posed of newswire documents collected around
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domain-specific topics, with different topics in
train and test.

This year’s shared task is the second edition of
the multilingual named entity recognition task on
Slavic languages organized for the BSNLP work-
shop. A similar shared task was previously held
in 2017 (BSNLP2017), and was composed of the
same subtasks, but was evaluated on seven Slavic
languages. It had a slightly different format, in
that training data was not provided to the partici-
pants, so the majority of the submissions relied on
cross-lingual or rule-based approaches.

Our overarching research goal for this project
was to experiment with multisource neural NER
transfer, leveraging recent advances in multilin-
gual contextual embeddings (Devlin et al., 2019).
Ultimately, we aimed to maximize parameter-
sharing by training a single model on the concate-
nation of training data from sources (languages).
Such multi-source systems have seen success in
machine translation (Zoph and Knight, 2016), and
to some extent in non-neural NER systems (May-
hew et al., 2017), and neural systems (Rahimi
et al., 2019). Given that training data is available
in this iteration of the shared task, we purposefully
chose to not include rule-based components into
our model in order to focus on getting the most
out of the given training data.

Our results on the official test data show that
multi-source models using multilingual contextual
embeddings produce strong performance, and in-
corporating a greater variety of languages within
the same language family further boosts the re-
sults. We also observe that combining training
data from distinct tagsets often improves perfor-
mance, and generalizes to the intended tagset bet-
ter than expected. Finally, our experiments using
cross-lingual NER trained on English showed re-
sults inferior to monolingual experiments, but sur-
prisingly high nonetheless.

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 75-82,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



2 Related Work

The first shared task in Balto-slavic NLP was
held in 2017, and reported in Piskorski et al.
(2017). The task was somewhat different from
the 2019 task in that training data was not pro-
vided to participants. Approaches submitted to
this task included a model based on parallel pro-
jection (Mayfield et al., 2017) and a model with
language-specific features trained on found data
(Marcinczuk et al., 2017). There has also been
follow-up work on this dataset using cross-lingual
embeddings (Sharoff, 2018).

Named Entity Recognition (NER), the task of
detecting and classifying named entities in text,
has been studied for many years. Early models
proposed were averaged perceptron (Ratinov and
Roth, 2009), and conditional random field (Man-
ning et al., 2014). In recent years, neural models
have proved successful, with the BiLSTM-CRF
model dominant (Chiu and Nichols, 2016; Lam-
ple et al., 2016). A further increase in perfor-
mance has come with contextual embeddings (De-
vlin et al., 2019; Peters et al., 2018; Akbik et al.,
2018), which are based on large language models
trained over massive corpora.

Of particular interest is the multilingual BERT
model (Devlin et al., 2019), which is trained over
the concatenation of the Wikipedias in over 100
languages.! Although BERT is not trained with
explicit cross-lingual objectives, it has been shown
to have emergent cross-lingual properties, as well
as language identification capabilities (Wu and
Dredze, 2019).

Several models have been proposed for multi-
source learning, in which multiple languages are
used to train a model, including for machine trans-
lation (Zoph and Knight, 2016; Johnson et al.,
2017; Currey and Heafield, 2018), and NER
(Tackstrom, 2012; Tsai et al., 2016; Mayhew
et al., 2017; Rahimi et al., 2019).

3 Task

‘We first describe the details of the shared task, in-
cluding the data, the evaluation metrics, and the
subtasks.

3.1 Data

The BSNLP 2019 training set contained four
Slavic languages: Bulgarian, Czech, Polish and

'github.com/google-research/bert/blob/
master/multilingual.md
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Lang. Docs  Tokens
English (CoNLL) 964 203,621
Bulgarian (BG) 699 226,728
Czech (CS) 373 84,636
Polish (PL) 586 237,333
Russian (RU) 271 67,495

Table 1: Training data sizes in CoNLL and BSNLP19
datasets. Of the BSNLP19 sets, the largest (Polish) is
nearly 3 times the size of the smallest (Russian).

Tag Total Unique Ratio
PER 9986 2851 35
LOC 9563 1540 6.2
ORG 8520 1923 4.4
EVT 2601 235 11.0
PRO 1699 739 2.3

Table 2: Entity distribution statistics across all lan-
guages in the BSNLP19 training set, where the “Ratio”
column refers to the proportion of the ‘“Total” number
of entity type annotations to the “Unique” annotations.

Russian. Of these, Czech and Polish are written in
Latin script, and Russian and Bulgarian are writ-
ten in Cyrillic script, a property that we will later
explore in our experiments. Table 1 summarizes
the size of the datasets. There is a large disparity
in the amount of training data by language, with
the largest (Polish), containing almost 3 times as
many tokens as the smallest (Russian). The train-
ing data is in the form of newswire articles and
contains document-level annotations of five differ-
ent entity types: persons (PER), locations (LOC),
organizations (ORG), events (EVT) and products
(PRO). In document-level supervision, the entity
annotations are given for each document as a list
of unique surface forms of entities and their corre-
sponding tags, but with no span information. Al-
though this is quite different from the token-level
annotations used more commonly for NER data,
we argue later that it’s possible to convert between
the two formats in a (mostly) lossless fashion.

The training documents are divided into two
topics: one set containing news articles relating
to Brexit, and the other with news articles about a
Pakistani woman named Asia Bibi. These focused
domains suggest that the set of unique entities will
be relatively small within each topic. Table 2 sup-
ports this hypothesis and shows the distribution of
total and unique entity tags for the entire training
set. The high ratio of total to unique mentions
for certain tags such as event (EVT) means that



the training data contains a small variety of dis-
tinct surface forms labeled as “EVT”, which could
lead to potential overfitting to these entities. Given
that the test set used for evaluation of our mod-
els contains news articles surrounding two distinct
topics (containing documents about Nord Stream,
an offshore gas pipeline in Russia, and Ryanair,
an Irish low-cost airline), it’s also likely that the
small number of unique entities could lead to poor
domain generalization results for those tags.

3.2 Evaluation Metrics

Since the shared task annotations are created on
the document level, the evaluation metrics are
somewhat different from standard NER. They are
similarly based on precision, recall, and F1 mea-
sure of retrieved entities, but are based on match-
ing surface forms between sets of entities instead
of matching spans. When matching surface forms,
two types of evaluation are used. These are de-
scribed in the official documentation? as:

¢ Relaxed evaluation: an entity mentioned in
a given document is considered to be ex-
tracted correctly if the system response in-
cludes at least one annotation of a named
mention of this entity (regardless whether the
extracted mention is base form); This is eval-
uated in two ways:

— Partial match: partial matches count.

— Exact match: full string must match.
Strict evaluation: the system response
should include exactly one annotation for
each unique form of a named mention of an
entity that is referred to in a given document,
i.e., capturing and listing all variants of an
entity is required. There is no partial score
given for this metric.

In our analysis below, we chose to report Strict
evaluation as being the most similar to the span-
based F1 commonly used in NER.

3.3 Subtasks

Within this shared task there are three distinct sub-
tasks: Recognition, Lemmatization, and Linking.
We focus only on the Recognition task.

4 Experimental Setup

4.1 Annotation Conversion

Given that the annotations for the training data
were provided at the document-level, we decided

psnlp.cs.helsinki.fi/shared_task.html
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to simply convert these to token-level annotations
in order to use standard token-level NER tools. We
performed the conversion by traversing each of the
annotated entities in the list of document-level an-
notations and extrapolating the named entity tags
to matching surface level forms in the original
document. For example, if the list of document-
level annotations for some document X contained
an annotation for “Brexit” as event (EVT), we
would tag all instances of “Brexit” in document
X as event at the token-level, and assign “O” to
everything that does not have an annotation.

This conversion is susceptible to two types of
annotation errors: tagging a token as a named en-
tity when it should be tagged as “O”, and tagging
a token as an incorrect named entity type.

Although we have no sure way of estimating
the error from the first type aside from inspection,
experience suggests that such situations are rela-
tively rare in Slavic languages.® For example, an
entity like Nunzio Galantino (a person) is virtually
always a person.

As for the second type of error, we found that
only 15 documents contained a surface form with
multiple entity tags. We decided that this small
number of errors is insignificant, and would add
very little noise.

For the official evaluation, we made token-level
predictions on the test data and converted them to
the document level submission format.

4.2 Additional Data

In our experiments, we included two additional
datasets — the testing data from the previous it-
eration of the BSNLP Multilingual NER Shared
Task composed of document-level annotations for
7 Balto-Slavic languages, and the English CoNLL
2003 data. What made the use of these datasets
challenging was that both were labeled with the
CoNLL 2003 entity types — PER, LOC, ORG and
MISC - a set not identical to that of the BSNLP19
data. In theory, such a mismatch would be pro-
hibitive, since it would result in unwanted MISC
tags, and missed EVT and PRO tags in our output.
However, in our preliminary experiments, we were
surprised to learn that tagset mismatch across lan-
guages seemed to not be a problem (see more dis-
cussion of this phenomenon in Section 6). Models
trained on data with MISC tags occasionally pro-

3This may be more of a problem in Semitic languages, for
example.



duced MISC tags in the output (less than 10 times
in the test data), but we simply removed these pre-
dictions at post-processing time.

We hypothesized that the model is able to asso-
ciate language with tagset, and accordingly only
used BSNLP 2017 languages that were not present
in our training set, that is: Croatian, Slovak,
Slovene, and Ukrainian.

4.3 Preliminary Experiments

In our preliminary experiments, we created a de-
velopment set to measure the relative improve-
ment of each idea. Given that our training set was
composed of documents surrounding two distinct
topics, our initial approach was to create a multi-
topic validation split, where the development set
contained documents from both topics. However,
our models reached nearly perfect scores on this
split due to the small variation of entities within a
given topic. This split was not representative of the
official test set evaluation, since the testing data
contains entirely new topics, and a lot more gener-
alization would be needed. To better imitate test-
ing conditions, we split the training data by topic,
using one topic for training, and the other for de-
velopment. Our preliminary experiments (not re-
ported here) showed that using off-the-shelf multi-
lingual FastText embeddings* (Joulin et al., 2018)
resulted in significantly worse performance than
BERT, and so omitted them from our submissions.

4.4 Model

For our model, we use a standard BiLSTM-
CRF (Lample et al., 2016) implemented in Al-
IenNLP (Gardner et al., 2018). The model used
character embeddings with a single layer Con-
volutional Neural Network (CNN) with 128 fil-
ters, and word embeddings from multilingual
BERT (Devlin et al., 2019). We used the bert-
base-multilingual-cased model from huggingface’
which uses a shared wordpiece vocabulary among
all languages, meaning that we can share mod-
els even across Cyrillic and Latin scripts. We did
not fine-tune BERT during training, but learned a
scalar mix of the 12 layers. For each word, we
use the first wordpiece to be representative of the
entire word, as done in Devlin et al. (2019).

‘fasttext.cc/docs/en/aligned-vectors.
html

Sgithub.com/huggingface/
pytorch-pretrained-BERT
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5 Results

Our main results are shown in Table 3, as F1 scores
from the Strict evaluation (results from all metrics
can be seen in the Appendix). We made a total of
8 submissions to the shared task, with each row
in the table denoting a separate submission, with
the exception of the first 4 rows. Those together
composed one submission, since we tested each
single-source model only on the same target lan-
guage. Each submission in the table is also given
aname (e.g. LatinScript) that is descriptive of the
training data used. The columns are divided into
two sections: training data on the left, and testing
data on the right, both separated into various lan-
guages. The checkmarks denote which datasets
were included in training. The rows of the ta-
ble are divided into two sections, with the upper
section representing single-source systems (using
only one language in training), and the lower sec-
tion representing multi-source models.

BSNLP17 training corpus refers to the testing
data from the BSNLP shared task in 2017, as de-
scribed in Section 4.2. EN refers to the CoNLL
2003 English training set.

6 Analysis

There are several interesting lessons in our results.
First, multi-source training with BERT is a suc-
cess, as evidenced by the 2.7 F1 improvement be-
tween the single-source experiments and the best
experiment (AllLangs).

Surprisingly, these results hold even in the
face of tagset mismatches. Recall from Section
4.2 that English CoNLL (EN) and the BSNLP17
datasets use a tagset somewhat different from the
BSNLP19 test data. Despite this, we see an over-
all improvement from All/Train (which does not
use additional data from the BSNLP17 languages)
to AllLangs (which does), and similarly from All-
TrainEng to AllLangsEng. We believe that two
factors contributed to this success:

Factor 1. The large overlap in the tagset distri-
butions. PER, LOC, and ORG tags made up the
majority of annotations in all datasets. Thus, most
information required to learn a model is present
in the training data regardless of tagset. Further-
more, PRO and EVT entities are rare enough in
the test data that even small scores shouldn’t hurt
the micro-average. In fact, Table 4 shows that
when going from AllTrain, which uses only the
BSNLP19 tagset, to AllLangsEng, which includes



‘ Training Data

Testing Data

Submission ‘ BG CS PL RU EN BSNLP17 ‘ BG CS PL RU ALL
8 Bulgarian v’ 809 - - - 820
S Czech v - 840 - - 820
S
& Polish v’ - - 852 - 82.0
En Russian v’ - - - 768 820
o English v’ 743 76.0 722 733 739
o LatinScript v Vv 78.1 87.8 852 770 82.6
£ LatinScriptEng v Vv v’ 779 878 856 772 828
§ AllTrain v o v v v 827 88.0 859 794 843
'é AllTrainEng VAN NG 82.8 87.8 856 785 84.0
5 AllLangs v v v v v’ 84.1 883 86.1 793 84.7

AllLangsEng O A AN v’ 83.0 88.5 863 783 844

Table 3: Official results on the Recognition task of BSNLP19, measured as F1 with Strict evaluation. The training
languages used are: Bulgarian (BG), Czech (CS), Polish (PL), Russian (RU), English (EN, CoNLL2003) and
the BSNLP17 languages (Croatian, Slovak, Slovene and Ukrainian). The top section of the table shows single-
source experiments, in which each model is trained on a single language. The bottom section shows multi-source
experiments. The rightmost column, ALL, is a micro-average of the test results over the 4 test languages.

Method PER LOC ORG PRO EVT
P. AllTrain 909 941 906 77.6 48.1
P. AllLangsEng 923 951 909 752 327
R. AllTrain 942 978 892 542 278
R. AllLangsEng 95.8 977 86.8 60.6 315
F1. AllTrain 925 959 899 639 353
F1. AllLangsEng 940 963 889 67.1 321

Table 4: Precision (P), Recall (R), and F1 scores by
tag across all languages. AllTrain is the largest set of
training data that uses solely the target tagset, and Al-
[LangsEng includes training data with the tagset with
MISC and without PRO or EVT.

data with the divergent tagset, the recall on EVT
and PRO actually improves.

Factor 2. The power of multilingual BERT. We
know that multilingual BERT can detect language
(Wu and Dredze, 2019), and we hypothesize that
multilingual BERT is able to associate language
with tagset.

While we show that multi-source training data
helps, our results also show that choosing the right
languages for inclusion is important. Naturally,
scores are better if the target language is present
in the training data, with the exception of Single-
source Russian compared with LatinScript Rus-
sian. 'This could be attributed to the fact that
there is relatively little Russian training data, and
the model is powerful enough that a large amount
of Polish and Czech data is better than a small
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amount Russian data. Even so, scores further im-
prove when Russian is added again (Al/Train).
Finally, there are some interesting observations
on the model trained only on English data. It per-
forms well both across tagsets, and across scripts
(on Bulgarian and Russian). Although one might
expect that this approach would perform best on
Latin script languages, such a correlation is not
present.  Further, scores across languages are
within 4 points of each other, compared to individ-
ual monolingual systems that range over 10 points.

7 Conclusion

This paper has described our submission the
BSNLP19 shared task on named entity recogni-
tion. Our approach is based on multi-source neu-
ral NER transfer, with experiments contrasting
single-source and cross-lingual approaches. We
found that using more data almost always helps,
at least when in the same family.
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A Detailed Results

The full summary of our results with all submis-
sions and all evaluation metrics is shown in Table
6. Table 1 has the key that maps between submis-

sion ID and name used in the main paper.

Model Submission Key
Bulgarian ccg-2
Czech ccg-2
Polish ccg-2
Russian ccg-2
English ccg-8
LatinScript ccg-3
LatinScriptEng ccg-4
AllTrain ccg-1
AllTrainEng ccg-5
AllLangs ccg-6
AllLangsEng ccg-7

Table 5: Key matching the descriptive submission
names used throughout the paper with the submission
numbers referenced in our results section.

ALL CORPORA

Language

Metric

bg

Ccs

pl

Relaxed
Partial

cecg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

Relaxed
Exact

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-5
ccg-6
ccg-7

Strict

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-1
ccg-2
ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

ccg-3
ccg-4
ccg-5
ccg-6
ccg-7
ccg-8

Table 6: Evaluation results (topics combined)
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Abstract

This paper presents our participation at the
shared task on multilingual named entity
recognition at BSNLP2019. Our strategy is
based on a standard neural architecture for
sequence labeling. In particular, we use a
mixed model which combines multilingual-
contextual and language-specific embeddings.
Our only submitted run is based on a voting
schema using multiple models, one for each
of the four languages of the task (Bulgarian,
Czech, Polish, and Russian) and another for
English. Results for named entity recogni-
tion are encouraging for all languages, varying
from 60% to 83% in terms of Strict and Re-
laxed metrics, respectively.

1 Introduction

Correctly detecting mentions of entities in text
documents in multiple languages is a challenging
task (Ji et al., 2014, 2015; Ji and Nothman, 2016;
Ji et al., 2017). This is especially true when doc-
uments relate to news because of the huge range
of topics covered by newspapers. In this con-
text, the shared task on multilingual named en-
tity recognition (NER) proposes to participants to
test their system under a multilingual setup. Four
languages are addressed in BSNLP2019: Bulgar-
ian (bg), Czech (cz), Polish (pl), and Russian (ru).
Similarly to the first edition of this task in 2017
(Piskorski et al., 2017), participants are required
to recognize, normalize, and link entities from raw
texts written in multiple languages. Our partici-
pation is focused on the sole recognition of enti-
ties while other steps will be covered in our future
work.

In order to build a unique NER system for mul-
tiple languages, we decided to contribute a solu-
tion based on an end-to-end system without (or
almost without) language specific pre-processing.
We explored an existing neural architecture, the
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LSTM-CNNs-CRF (Ma and Hovy, 2016), initially
proposed for NER in English. This neural model
is based on word embeddings to represent each to-
ken in a sentence. In order to have a unique em-
bedding space, we propose to use a transformer-
based (Vaswani et al., 2017) contextual embed-
ding called BERT (Devlin et al., 2019). This
pre-trained model includes multilingual represen-
tations that are context-aware. However, as noted
by Reimers and Gurevych (2019), contextual em-
beddings provide multiple layers that are challeng-
ing to combine together. To overcome this prob-
lem, we used the weighted average strategy they
successfully tested using (Peters et al., 2018).

The results of our participation are quite encour-
aging. Regarding the Relaxed Partial metric, our
run achieves 80.26% in average for the four lan-
guages and the two topics that compose the test
collection. In order to present comparative results
against the state of the art, we run experiments us-
ing two extra datasets under the standard CoNLL
evaluation setup. The remainder of this paper is
organized as follows: Section 2 introduces the re-
lated work while Section 3 presents the proposed
multi-lingual model. Section 4 presents the results
while conclusions are drawn in Section 5.

2 Related Work

Named entity recognition has been largely stud-
ied through the organization of shared tasks in the
last two decades (Nadeau and Sekine, 2007; Ya-
dav and Bethard, 2018). The large variety of mod-
els can be grouped into three types: rule-based
(Chiticariu et al., 2010), gazetteers-based (Sund-
heim, 1995), and statistically-based models (Flo-
rian et al., 2003). The latter type is a current hot
topic in research, in particular with the return of
neural based models!. Two main contributions

'In all their flavors, including attention.
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have recently redrawn the landscape of models for
sequence labelling such as NER: the proposal of
new architectures (Ma and Hovy, 2016; Lample
etal., 2016), the use of contextualized embeddings
(Peters et al., 2018; Reimers and Gurevych, 2019),
or even, the use of both of them (Devlin et al.,
2019). The use of contextualized embeddings is a
clear advantage for several kinds of neural-based
NER systems, however as pointed out by Reimers
and Gurevych (2019) the combination of multiples
vectors proposed by these models is computation-
ally expensive.

3 TLR System: A Neural-based
Multilingual NER Tagger

This section describes our model which is based
on a standard end-to-end architecture for se-
quence labeling, namely LSTM-CNNs-CRF (Ma
and Hovy, 2016). We have combined this architec-
ture with contextual embeddings using a weighted
average strategy (Reimers and Gurevych, 2019)
applied to a pre-trained model for multiple lan-
guages (Devlin et al., 2019) (including all lan-
guages of the task). We trained a NER model
for each of the four languages and predict labels
based on a classical voting strategy. As an ex-
ample, the overall architecture of our model for
Polish using the sentence “Wielka Brytania z zad-
owoleniem przyjeta porozumienie z Unia Europe-
Jjska” (or “United Kingdom welcomes agreement
with the European Union” in English) is depicted
in Figure 1.

3.1 FastText Embedding

In this layer, we used pre-trained embeddings for
each language trained on Common Crawl and
Wikipedia using fastText (Bojanowski et al., 2017;
Grave et al., 2018). These models were trained
using the continuous bag-of-words (CBOW) strat-
egy with position weights. A total of 300 dimen-
sions were used with character n-grams of length
5, a window of size 5 and 10 negatives. The
four languages of the task are included in this
publicly available? pre-trained embedding (Grave
et al., 2018). We have used the fastText library to
ensure that every token (also in other alphabets)
has a corresponding vector avoiding out of vocab-
ulary tokens.

“https://fasttext.cc/docs/en/crawl-vectors.html
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3.2 Case Encoding

This layer allows to encode each token based on
the case information as proposed by (Reimers and
Gurevych, 2017). We have used a one-hot encod-
ing of the following seven classes: {‘other’, ‘nu-
meric’, ‘mainly_numeric’, ‘allLower’, ‘allUpper’,

‘initialUpper’, ‘contains_digit’ }.

3.3 Multilingual BERT

We used the multilingual pre-trained embedding
of BERT?. In particular, we used the model
learned for 104 languages including the four of
this task. This model is composed of 12 layers and
768 dimensions in each layer for a total of 110M
parameters. Directly using the 12 layers can be
hard to compute in a desktop computer. To cope
with this problem, we used the weighted strategy
proposed by Reimers and Gurevych (2019) and
combined only the first two layers. When a to-
ken was composed of multiple BERT tokens, we
averaged them to obtain a unique vector per token.

3.4 Char Representation

We used the char representation strategy pro-
posed by Ma and Hovy (2016) where char em-
beddings are combined using a convolutional neu-
ral network (CNN). Thus, an embedding vector
is learned for each character by iterating trough
the entire collection. Note that the four languages
include unique characters which make harder the
sharing of patterns between languages. To deal
with this problem, we transliterated each token to
the Latin alphabet using the unidecode library* as
a preprocessing step. This conversion is only ap-
plied at this layer and is not used elsewhere.

3.5 Language-Dependent and Independent
Features

In Figure 1, we observe that the “char representa-
tion”, “multilingual BERT”, and “case encoding”
layers are language-independent features® So, all
the processing steps are applied without consider-
ing the language, including the transliteration to
the Latin alphabet. It means that some tokens are
translated even knowing that they are already in a

3https://github.com/google-
research/bert/blob/master/multilingual.md

“https://pypi.org/project/Unidecode/

SWe mean that as the four languages follow exactly the
same process, those steps become completely independent in
this specific context.



CRF

Wielka
Brytania

Figure 1: Architecture of a single-language model of our system.

NER prediction.

Latin alphabet. On the other hand, “fastText em-
bedding” is clearly a language-dependent feature.
However, we intentionally reduce the language de-
pendency by using the architecture in Figure 1 as
many times as the number of languages involved
in the task, e.g. four times. Each time we switched
the “fastText embedding” model for the one cor-
responding to each language, this make a total of
four different NER models. Our final prediction
is obtained by applying a simple majority voting
schema between these four NER models.

4 Experiments

4.1 Experimental Setup

We follow the configuration setup proposed by the
task organizers. Two topics, “nord_stream” and
“ryanair”’, were used to test our models. These
topics include 1100 documents in the four lan-
guages. Further details can be found in the
2019 shared task overview paper (Piskorski et al.,
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Note that for each token we provide a unique

2019). For training, we have used the documents
provided for the task but also the ones in Czech,
Polish, and Russian from the previous round of
same task in 2017 (Piskorski et al., 2017). We
additionally added the training example form the
CoNLL2003 (Sang and De Meulder, 1837) collec-
tion in English (13879 train, 3235 dev, and 3422
test sentences). Used metrics include the offi-
cially proposed metrics and standard metrics for
the CoNLL2003 dataset (F1 metric).

4.2 Official Results

The official results of our unique run are presented
in Table 1 and identified as TLR-1. Note that
only NER metrics are presented for the four lan-
guages. We have added the results for each lan-
guage model using the partial annotations pro-
vided by the organizers®. Each result is identified
with the language used for the “fastText embed-

®We were able to calculate “Recognition Strict” for these
unofficial results.



NORD_STREAM

Language

Phase Metric  bg cz pl ru
Relaxed TLR-1 83.384 TLR-1 82.124 TLR-1 80.665 TLR-1 73.145
Partial
Recognition Relaxed TLR-1 76.114 TLR-1 74.106 TLR-1 71423 TLR-1 62.168
Exact
Strict TLR-1 73.312 TLR-1 74475 TLR-1 72.026 TLR-1 59.627
bg 72.873 bg 67.841 bg 68.281 bg 54.922
cz 68.821 «cz 78.225 cz 71.509 cz 52.590
pl 69.892 pl 73.636 pl 75.820 pl 53.939
ru 72.661 ru 71.522 ru 70.356 ru 58.399
RYANAIR Language
Phase Metric  bg cz pl ru
Relaxed TLR-1 75.861 TLR-1 82.865 TLR-1 82.182 TLR-1 83.419
Partial
Recognition Relaxed TLR-1 69.824 TLR-1 73.493 TLR-1 77.463 TLR-1 78.303
Exact
Strict TLR-1 68377 TLR-1 72509 TLR-1 75.118 TLR-1 78.028
bg 76.152 bg 77.533 bg 79.168 bg 78.518
cz 61.755 «cz 78.549 cz 76.863 cz 75.280
pl 67.876 pl 77.907 pl 82.242 pl 76.864
ru 70.288 ru 74.805 ru 76.135 ru 79.784

Table 1: Evaluation results of our TLR submission. We have added extra results for the strict metric using each

single model based on one of the four languages.

ding” layer in Figure 1. Based on strict recog-
nition, most of the cases’, the use of the cor-
rect language embedding improves the recognition
of the respective language. However, the voting
schema outperforms the individual models on av-
erage. This suggest that a system aware of the lan-
guage of the input sentence could provide better
results that our voting schema.

4.3 Unofficial Results

In order to compare our system to the state-of-the-
art, we have evaluated our architecture using the
CoNLL2003 dataset. Our results using two and six
layers are presented in Table 2. Note that English
is not part of our target languages. So, an under-
performance of 2.5 is acceptable in our system®.
It is also worth nothing that the use of more BERT
layers increases our results. However, the amount
of memory used is also increased manifold. We
set the number of layers (hyperparameter) to two
layers due to our computation constraints despite
the downgrading in performances for English.
The number of epochs (hyperparameter) was
set using the BSNLP2017 dataset (for ru, cs, and

76 out of 8, with differences smaller than 0.4 points.
8More experiments using BERT English-only model will
be performed in our future work.
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Method Metric
Set P R Fl

BRNN-CNN-CRF Dev 948 946 947
(Ma and Hovy, 2016) Test 913 91.0 91.2
BiLSTM + EIMo Dev 951 957 954
(2%?;;’“5 and - Gurevyeh, mo 909 921 915
BiLSTM + MultiBERT2L Dev 923 93.0 927
(ours) Test 882 89.7 89.0
BiLSTM + MultiBERT6L Dev 932 938 935
(ours) Test 89.3 90.3 89.8

Table 2: Evaluation results on the CoNLL 2003 dataset,
an English only dataset.



BSNLP2017+CoNLL2003
Language

P R F1  Epochs
en 789 828 80.8 10
bg 71.1 793 7182 6
cz 78.7 822 804 24
pl 79.7 83.6 81.6 16
ru 79.1 834 81.2 21

Table 3: Evaluation results on the BSNLP2017 and
CoNLL 2003 datasets, a multilingual dataset. Each row
represents a model learned with a fastText language
specific embedding.

pl) combined with CoNLL2003 as a validation set
of our final models. Results for these combined
datasets are presented in Table 3. Surprisingly,
our results seem very similar independently of the
fastText embedding. It suggests that our architec-
ture is able to generalize the prediction for several
target languages. Note that the worst results are
obtained by the Bulgarian model, but no test ex-
amples were included for this language. In con-
trast, we believe that the examples provided in
other languages were rich enough to help the pre-
dictions (also in English).

5 Conclusion

This paper presents the TLR participation at the
shared task on multilingual named entity recogni-
tion at BSNLP2019. Our system is a combination
of multiple representation including character in-
formation, multilingual embedding, and language
specific embedding. However, we combine them
in such a way that it can be seen as a generic mul-
tilingual NER system for a large number of lan-
guages (104 in total). Although top participants
outperform our average score of 80.26% of “Re-
laxed Partial” (Piskorski et al., 2019), the strengths
of the proposed strategy relays on the fact that it
can be easily adapted to new languages and topics
without extra effort.
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Abstract

Our paper addresses the problem of multilin-
gual named entity recognition on the mate-
rial of 4 languages: Russian, Bulgarian, Czech
and Polish. We solve this task using the
BERT model. We use a hundred languages
multilingual model as base for transfer to the
mentioned Slavic languages. Unsupervised
pre-training of the BERT model on these 4
languages allows to significantly outperform
baseline neural approaches and multilingual
BERT. Additional improvement is achieved by
extending BERT with a word-level CRF layer.
Our system was submitted to BSNLP 2019
Shared Task on Multilingual Named Entity
Recognition and took the 1st place in 3 compe-
tition metrics out of 4 we participated in. We
open-sourced NER models and BERT model
pre-trained on the four Slavic languages.

1 Introduction

Named Entity Recognition (further, NER) is a task
of recognizing named entities in running text, as
well as detecting their type. For example, in the
sentence Asia Bibi is from Pakistan, the following
NER classes can be detected: [Asia Bibi]lpgr is
from [Pakistan]; oc. The commonly used BIO-
annotation for this sentence is shown in Figure 1.

The recognizer of named entities can be trained
on a single target task dataset as any other se-
quence tagging model. However, it often benefits
from additional data from a different source, either
labeled or unlabeled, which is known as transfer
learning. To enrich the model one can either train
it on several tasks simultaneously (Collobert et al.,
2011), which makes its word representations more
flexible and robust, or pretrain on large amounts of
unlabeled data to utilize unlimited sources avail-
able in the Web and then fine-tune them on a spe-
cific task (Dai and Le, 2015; Howard and Ruder,
2018).

&9

One of the most powerful unsupervised mod-
els is BERT (Devlin et al., 2018), which is a
multi-layer Transformer trained on the objective
of masked words recovery and on the task of next
sentence prediction (known also as Natural Lan-
guage Inference (NLI) task). The original model
was trained on vast amounts of data for more
than 104 languages which makes its representa-
tions useful for almost any task. Our contribu-
tion is three-fold: first, multilingual BERT embed-
dings with a dense layer on the top clearly beat
BiLSTM-CREF over FastText embeddings trained
on the four target languages. Second, language-
specific BERT, trained only on the target lan-
guages from Wikipedia and news dump, signifi-
cantly outperforms the multilingual BERT. Third,
we adapt a CRF layer as a a top module over the
outputs of the BERT-based model and demonstrate
that it improves performance even further.

2 Model Architecture

Our model extends the recently introduced BERT
(Devlin et al., 2018) model. BERT itself is a mul-
tilayer transformer (Vaswani et al., 2017) which
takes as input a sequence of subtokens, obtained
using WordPiece tokenization (Wu et al., 2016),
and produces a sequence of context-based embed-
dings of these subtokens. When a word-level task,
such as NER, is being solved, the embeddings of
word-initial subtokens are passed through a dense
layer with softmax activation to produce a proba-
bility distribution over output labels. We refer the
reader to the original paper, see also Figure 2.

We modify BERT by adding a CRF layer in-
stead of the dense one, which was commonly used
in other works on neural sequence labeling (Lam-
ple et al., 2016) to ensure output consistency. It
also transforms a sequence of word-initial subto-
ken embeddings to a sequence of probability dis-
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Figure 1: An example of BIO-annotation for tokens.

tributions, however, each prediction depends not
only on the current input, but also from the previ-
ous one.

3 Transfer from Multilingual Language
Model

There are two basic options for building multilin-
gual system: to train a separate model for each lan-
guage or to use a single multilingual model for all
languages. We follow the second approach since it
enriches the model with the data from related lan-
guages, which was shown to be beneficial in recent
studies (Mulcaire et al., 2018).

The original BERT embedder itself is essen-
tially multilingual since it was trained on 104 lan-
guages with largest Wikipedias!. However, for
our four Slavic languages (Polish, Czech, Rus-
sian, and Bulgarian) we do not need the full in-
ventory of multilingual subtokens. Moreover, the
original WordPiece tokenization may lack Slavic-
specific ngrams, which makes the input sequence
longer and the training process more problematic
and computationally expensive.

Hence we retrain the Slavic BERT on stratified
Wikipedia data for Czech, Polish and Bulgarian
and News data for Russian. Our main innova-
tion is the training procedure: training BERT from
scratch is extremely expensive computationally so
we initialize our model with the multilingual one.
We rebuild the vocabulary of subword tokens us-
ing subword-nmt?>. When a single Slavic subto-
ken may consist of multiple multilingual subto-
kens, we initilalize it as an average of their vectors,
resembling (Bojanowski et al., 2016). All weights
of transformer layers are initialized using the mul-
tilingual weights.

4 Experiment Details

4.1 Target Task and Dataset

The 2019 edition of the Balto-Slavic Natural
Language Processing (BSNLP) (Piskorski et al.,

'https://github.com/google-research/
bert

https://github.com/rsennrich/
subword-nmt
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2019) shared task aims at recognizing mentions
of named entities in web documents in Slavic lan-
guages. The input text collection consists of sets
of news articles from online media, each collec-
tion revolving around a certain entity or an event.
The corpus was obtained by crawling the web and
parsing the HTML of relevant documents. The
2019 edition of the shared task covers 4 languages
(Bulgarian, Czech, Polish, Russian) and focuses
on recognition of five types of named entities in-
cluding persons (PER), locations (LOC), organiza-
tions (ORG), events (EVT) and products (PRO).

The dataset consists of pairs of files: news text
and a file with mentions of entities with corre-
sponding tags. There are two groups of documents
in the train part of the dataset. Namely, news about
Asia Bibi and Brexit. Brexit part is substantially
bigger, therefore, we used it for training and Asia
Bibi for validation.

4.2 Pre- and Post-processing

We use NLTK (Loper and Bird, 2002) sentence to-
kenizers for Bulgarian, Polish, and Czech. Due
to the absence of Bulgarian sentence tokenizer we
apply the English NLTK one instead. For Russian
language we use DeepMIPT sentence tokenizer
We replace all UTF separators and space char-
acters with regular spaces. Due to mismatch of
BSNLP 2019 data format and common format for
tagging tasks we first convert the dataset to BIO
format to obtain training data. After getting pre-
dictions in BIO format we transform them back
to the labeling scheme proposed by Shared Task
organizers. This step probably causes extra errors,
so we partially correct them using post-processing.

We found that sometimes the model predicts
a single opening quote without closing one. So
we filter out all single quotation marks in the pre-
dicted entities. At the prediction stage we perform
inference for a sliding window of two sentences
with overlaps to reduce sentence tokenization er-
1Or1S.

The Shared Task also included the entity nor-
malization subtask: for example, the phrase

*https://github.com/deepmipt/ru_
sentence_tokenizer
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s, [CLS] is the special symbol to get full input representation, and [SE P] is the special symbol to separate non-

consecutive token sequences.

“BepxoubiM cyom [lakucrana” (Supreme+Ins
Court+Ins of Pakistan+Gen) should be “Bepxos-
ublit cyn Ilakncrana”. We used the UDPipe 2.3
(Straka et al., 2016) lemmatizers whose output
was corrected using language-specific rules. For
example, “Ilakmcrana” (Pakistan+Gen) should
not be lemmatized because in Russian noun mod-
ifiers remain in Genitive.

4.3 Model Parameters

See below parameters of transferring multilingual
BERT from to Slavic languages. The training
took 9 days with DGX-1 comprising of eight P-
100 16Gb GPUs. We train BERT in two stages:
train full BERT on sequences with 128 subtokens
length and then train only positional embeddings
on 512 length sequences. We found that both ini-
tialization from multilingual BERT and reassem-
bling of embeddings speed up convergence of the
model.

e Batch size: 256

o Learning rate: 2e-5

o Iterations of full BERT training: 1M

o Iterations of positional embeddings train-
ing: 300k

Parameters of all BERT-based NER models are:

e Batch size: 16
e BERT layers learning rate: 1e-5
e Top layers learning rate: 3e-4
e Optimizer: AdamOptimizer

Epochs: 3
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In contrast to original BERT paper (Devlin
et al., 2018), we use different learning rates for
the task-specific top layers and BERT layers when
training BERT-based NER models. We found that
this modification leads to faster convergence and
higher scores.

We evaluate the model every 10 batches on the
whole validation set and chose the one that per-
formed best on it. Despite this strategy being very
time consuming, we found it crucial to get extra
couple of points. For all experiments we used the
span F score for validation.

Our best model used CRF layer and performed
moving averages of variables by employing an ex-
ponential decay to model parameters.

5 Results

We evaluated Slavic BERT NER model on the
BSNLP 2019 Shared Task dataset. The model
is compared with two baselines: Bi-LSTM-CRF
(Lample et al., 2016) and NER model based on
multilingual BERT. For Bi-LSTM-CRF we use
FastText word embeddings trained on the same
data as Slavic BERT.

Table 1 presents the scores of our model on de-
velopment set (Asia Bibi documents) when train-
ing on Brexit documents. We report a standard
span-level Fl-score based on the CONLL-2003
evaluation script (Sang and De Meulder, 2003)
and three official evaluation metrics(Piskorski
et al., 2019)*: Relaxed Partial Matching (RPM),
Relaxed Exact Matching (REM), and Strict

*nttp://bsnlp.cs.helsinki.fi/
BSNLP-NER-Evaluator-19.0.1.zip



Matching (SM). Our system showed top perfor-
mance in multilingual setting for all mentioned
metrics except RPM.

Even without CRF the multilingual BERT
model significantly outperforms Bi-LSTM-CRF
model. Adding a CRF layer strongly increases
performance both for multilingual and Slavic
BERT models. Slavic BERT is the top perform-
ing model. The error rate of Slavic BERT-CREF is
more than one third less than the one of Multilin-
gual BERT baseline.

We experimented with transfer learning from
other NER corpora. We used three corpora
as source for transfer: Russian NER corpus
(Mozharova and Loukachevitch, 2016), Bulgar-
ian BulTreeBank (Simov et al., 2004; Georgiev
et al.,, 2009), and BSNLP 2017 Shared Task
dataset(Piskorski et al., 2017)® with Czech, Rus-
sian, and Polish data. For pre-training we use
stratified sample from the concatenated dataset.
The set of tags for the task-specific layer includes
all tags that occur in at least one dataset. Af-
ter pre-training we replace the task-specific layer
with the one suited for the BSNLP 2019 dataset
and train until convergence. We find this approach
to be beneficial for models without CRF, however,
the CRF-enhanced model without NER pretrain-
ing demonstrates slightly higher scores.

Table 2 presents a detailed evaluation report
across 4 languages for the top performing Slavic
BERT-CRF model. Note that the languages
with Latin script (Polish and Czech) demonstrate
higher scores than Cyrillic-based ones (Russian
and Bulgarian). Low scores for Russian might be
caused by the dataset imbalance, since it covers
only 7.7% of the whole BSNLP dataset, however,
Bulgarian includes 39% but shows even lower
quality, especially in terms of recall. We have two
explanations: first, incorrect sentence tokenization
since we used English sentence tokenizer for Bul-
garian (this may explain the skew towards preci-
sion). Second, Russian and Bulgarian are much
less related than Czech and Polish so they obtain
less gain from having additional multilingual data.

5.1 Releasing the Models

We release the best BERT based NER model along
with the BERT model pre-trained on the four com-

*http://bsnlp-2017.cs.helsinki.fi/
shared_task.html
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petition languages’. We provide the code for the
inference of our NER model as well as for using
the pretrained BERT. The BERT model is fully
compatible with original BERT repository.

6 Conclusion

We have established that BERT models pre-
trained on task-specific languages and initialized
using the multilingual model, significantly outper-
form multilingual baselines on the task of Named
Entity Recognition. We also demonstrate that
adding a word-level CRF layer on the top im-
proves the quality of both extended models. We
hope our approach will be useful to fine-tune
language-specific BERTSs not only for Named En-
tity Recognition but for other NLP tasks as well.
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Abstract

In this paper we tackle multilingual named en-
tity recognition task. We use the BERT Lan-
guage Model as embeddings with bidirectional
recurrent network, attention, and NCRF on
the top. We apply multilingual BERT only
as embedder without any fine-tuning. We
test out model on the dataset of the BSNLP
shared task, which consists of texts in Bulgar-
ian, Czech, Polish and Russian languages.

1 Introduction

Sequence labeling is one of the most fundamental
NLP models, which is used for many tasks such as
named entity recognition (NER), chunking, word
segmentation and part-of-speech (POS) tagging. It
has been traditionally investigated using statistical
approaches (Lafferty et al., 2001), where condi-
tional random fields (CRF) (Lafferty et al., 2001)
has been proven to be an effective framework, by
taking discrete features as the representation of in-
put sequence (Sathiya and Sellamanickam, 2007).
With the advances of deep learning, neural se-
quence labeling models have achieved state-of the-
art results for many tasks (Peters et al., 2017).

For the purpose of this paper, we consider neu-
ral network solution for multilingual named entity
recognition for Bulgarian, Czech, Polish and Rus-
sian languages for the BSNLP 2019 Shared Task
(Piskorski et al., 2019). Our solution is based on
BERT language model (Devlin et al., 2018), use
bidirectional LSTM (Hochreiter and Schmidhu-
ber, 1996), Multi-Head attention (Vaswani et al.,
2017), NCRFpp (Yang and Zhang, 2018) (be-
ing neural network version of CRF++framework
for sequence labelling) and Pooling Classifier (for
language classification) on the top as additional in-
formation.
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2 Task Description

2.1 Data Format

The data consists of raw documents and the an-
notations, separately provided by the organizers.
Each annotation contains a set of extracted entities
and their types without duplication. We convert
each raw document and corresponding annotations
to labeled sequence and predict named entity label
for each token in the input sentence. The docu-
ments are categorized into topics. There are two
topics in the dataset released first: named “brexit”
and “asia_bibi”.

2.2 Tasks

The BSNLP Shared Task has three parts (Piskorski
etal., 2019):

1. Named Entity Mention Detection and Classi-
fication;

2. Name Lemmatization;
3. Cross-lingual entity Matching.

For more details about the dataset and the task
refer to the description on the web page'. We
focused on Named Entity Mention Detection
(Named Entity Recognition) in this work.

3 System Description

We propose modeling the task as both sequence
labeling and language classification jointly with a
neural architecture to learn additional information
about text. The model consists of one encoder,
which on its own is build from the pretrained mul-
tilingual BERT model, followed by several train-
able layers and two decoders. While the first de-
coder generates output tags, the second decoder

"Full BSNLP Shared Task description available at
http://bsnlp.cs.helsinki.fi/shared_task.html.

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 94-99,
Florence, Italy, 2 August 2019. (©2019 Association for Computational Linguistics



identifies the language of the input sentence”. The
system architecture is presented in Figure 1 and
consists of seven parts:

1. BERT Embedder as pretrained multilingual
language model;

Weighted aggregation of BERT output;

. Recurrent BiLSTM layer to be trained for the
NER task;

. Multi-Head attention to take shorter depen-
dencies between words into account;

linear layer as the head of the encoder part;

NCRF++ inference layer for decoding, i.e. fi-
nal sequence labelling;

. Concatenation operation of Max Pooling,
Average Pooling and last output of Multi-
Head attention layer, later passed to linear
layer for classification as a second decoder
for language identification.

3.1 Neural Network Architecture

3.1.1 BERT Embedder

The BERT embeddings layer contains Google’s
original implementation of multilingual BERT
language model. Each sentence is preprocessed
as described in BERT paper (Devlin et al., 2018):

1. Process input text sequence to WordPiece
embeddings (Wu and Mike Schuster, 2016)
with a 30,000 token vocabulary and pad to
512 tokens.

Add first special BERT token marked
‘4[CLS]’7‘

3. Mark all tokens as members of part “A” of the
input sequence.

But instead of BERT’s original paper (Devlin
et al., 2018) we keep “B” (“Begin”) prefix for la-
bels and do a prediction for “X” labels on training
stage. BERT neural network is used only to em-
bed input text and don’t fine-tune on the training
stage. We freeze all layers except dropout here,
that decreases overfitting.

2Our code is available at
https://github.com/anonymize/slavic-ner. This code is
based on https://github.com/sberbank-ai/ner-bert.
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We take hidden outputs from all BERT layers
as the output of this part of the neural network and
pass to the next level of the neural network. So the
shape of output is 12 x 768 for each token of 512
length’s padded input sequence.

3.1.2 BERT Weighting

Here we sum all of BERT hidden outputs from
previous part:

m—1
0j =% ) bisi )
1=0

where
e 0; is output vector of size 768;

om
BERT;

12 is the number hidden layers in

e b; is output from ¢ BERT hidden layer;
e v and s; is trainable task specific parameters.

As we do not fine-tune BERT, we should adapt
its outputs for our specific sequence labeling task.
The suggested weighting approach is similar to
ELMo (Peters et al., 2018), with a lower number
of weighting vectors parameters s;. This approach
can help to learn importance of each BERT output
layer for this task and and network doesn’t lose too
much information about text, that was stored in all
BERT outputs.

3.1.3 Recurrent Part

This part contains two LSTM networks for for-
ward and backward passes with 512 hidden units
so that the output representation dim is 1024 for
each token. We use a recurrent layer for learning
dependencies between tokens in an input sequence
(Hochreiter and Schmidhuber, 1996).

3.1.4 Multi-Head Attention

After applying the recurrent layer, we use Self-
attention mechanism to learn any other dependen-
cies in a sequence for each token. This can be de-
noted as D(dp|S), where D is some hidden de-
pendency; dj, is the h head of attention, and S is
all sequence. each head can learn its dependen-
cies such as morphological, syntactic or seman-
tic relationships between words (tokens). Presum-
ably, dependencies may look as shown at Figure 2.
Also, mechanism attention can compensate limi-
tations of the recurrent layer when working with
long sequences (Bahdanau et al., 2015). In our
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Figure 1: The system architecture

architecture, we use multihead-attention block as
proposed in the paper “attention is all you need”
(Vaswani et al., 2017). We took 6 heads and value
and key dim 64.

3.1.5 Inference for NER Task

After the input sequence was encoded, we achieve
the final representation of each token in a se-
quence. This representation is passed to Linear
layer with tanh activation function and gets a vec-
tor with 14 dim, that equals to the number of en-
tities labels (include supporting labels “pad” and
“[CLS]”). The inference layer takes the extracted
token sequence representations as features and as-
signs labels to the token sequence. As the infer-
ence layer, we use Neural CRF++ layer instead
of vanilla CRF. That captures label dependencies
by adding transition scores between neighboring
labels. NCRF++ supports CRF trained with the
sentence-level maximum log-likelihood loss. Dur-
ing the decoding process, the Viterbi algorithm is
used to search the label sequence with the high-
est probability. But also, NCRF++ extends the de-
coding algorithm with the support of nbest output
(Yang and Zhang, 2018). We chose the nbest pa-
rameter equal to 11, because we have 11 meaning-
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ful labels. In this decision we followed the original
article (Yang and Zhang, 2018).

3.1.6 Inference for Language Classification

We train our system for language classification.
For the classification inference, we use Pooling
Linear Classifier block as proposed in ULMFiT
paper (Howard and Ruder, 2018). We pass out-
put sequence representation H from Multihead-
attention part to different Poolings and concat (as
shown in Figure 1):

he = [ho, mazpool(H ), meanpool(H)]  (2)

where [] is concatenation;

ho is first output significant vector of
Multihead-attention part (which does have
“[CLS]” label).

The result of concat Pooling (3% 1024) is passed
to Linear layer, and that predicts probability for
four language classes (Bulgarian, Czech, Polish
and Russian).

3.2 Postprocessing Prediction

After getting labels for the sequence of WordPiece
tokens, we should convert prediction to word level



labels extraction named entities. Each WordPiece
token in the word is matched with neural network
label prediction. We use ensemble classifier on
labels by count all predicted labels for one word
except “X” and select label for a word with the
higher number of votes.

For final prediction we unite token’s sequences
which have not “O” (“Other”) label to spans and
write to result of entities set.

4 Training the System

4.1 Data Conversion

On the training stage we divide the input data into
two parts: the training set (named “brexit”) and
development set (named “asia_bibi”’). Hence we
train the system on one topic and evaluate the sys-
tem on another topic. Because the input contains
raw text and annotation, but BERT take words se-
quence as input, we convert data to word level IOB
markup (Ramshaw and Marcus, 1995). After that,
each word was tokenized by WordPiece tokenizer
and word label matched with IOBX labels.

On the prediction stage result, labels were re-
ceived by voice classifier. After this, we transform
word predictions to spans markup. The results of
develop evaluation stage described in Table 1.

After evaluation stage we train our network on
all input data (“brexit” and ‘“asia_bibi”) to make
final predictions on the blind test set.

4.2 Training Procedure

The proposed neural network was trained with
joint loss:

L=Lsr + ﬁclf 3)

where Lgr is maximum log-likelihood loss
(Yang and Zhang, 2018) for the sequence label-
ing task and L.y is Cross Entropy Loss for the
language classification.

We use Adam with a learning rate of le — 4,
61 = 0.8, B 0.9, L2 weight decay of 0.01,
learning rate warm up, and linear decay of the
learning rate. Also, gradient clipping was applied
for weights with clip = 1.0.

Training of proposed neural network architec-
ture was performed on one GPU with the batch
size equal to 16, the number of epochs equal to
150, but stopped at epoch number 80 because the
loss function has ceased to decrease. The model
required only around 3 GB of memory instead of

97

fine-tuning all BERT model, which would have re-
quired more than 8 GB GPU memory. All training
procedure lasted around five hours on one GPU
with the evaluation of development set on each
epoch.

The final model was trained on unit of training
and development datasets.

5 Results and Discussion

5.1 Evaluation Results

As baseline for BSNLP Shared Task we use a sim-
ple CRF tagger and obtain exact word level f1-
score 0.372 on the development dataset.

Finally we use joint model for named entity
recognition task and language classification task
because the model without part of the classifica-
tion gave a result by several percent less than pro-
posed final model. This means that the joint model
pays attention to a specific language morphology
and some connections between words within one
language.

label precision | recall | fl-score
PER 0.733 0.725 | 0.729
PRO 0.384 | 0.547 | 0.451
EVT 0.385 0.370 | 0.377
LOC 0.648 0.872 | 0.744
ORG 0.550 | 0.630 | 0.587
avg/total | 0.540 | 0.629 | 0.578

Table 1: Evaluation metrics on development dataset

For proposed neural network architecture the
evaluation of the training stage was produced on
development dataset. Table 1 shows span-level
metrics precision, recall, and fl-measure. For de-
velopment set, we obtained the following scores:
language classification quality (fl-score): 0.998
and Multilingual Named Entity Recognition qual-
ity (f1-score): 0.70 for exact word level matching
and 0.578 for exact full entities matching. Also we
train model without language classification, which
resulted in f1-score equal to 0.66 . This confirms
the impact of language classification. Our model
significantly outperforms the CRF baseline.

The evaluation of test dataset presented in Ta-
ble 2 (relaxed partial matching) and Table 2 (re-
laxed exact matching) is measured by the BSNLP
Shared Task organizers.



Relaxed partial matching

label | precision | recall | fl-score
PER | 0.84955 | 0.87119 | 0.86023
LOC | 0.77526 | 0.93197 | 0.84642
ORG | 0.62642 | 0.87170 | 0.72898
PRO | 0.42079 | 0.81416 | 0.55483
EVT | 0.24074 | 0.15476 | 0.18841

All | 0.90142 | 0.69917 | 0.78752

Relaxed exact matching

label | precision | recall | fl-score
PER | 0.76835 | 0.74023 | 0.73317
LOC | 0.87747 | 0.73014 | 0.79705
ORG | 0.71390 | 0.52295 | 0.60369
PRO | 0.34439 | 0.18506 | 0.24075
EVT | 0.10714 | 0.16667 | 0.13043

All | 0.56225 | 0.46901 | 0.50102
Table 2: Evaluation metrics on test dataset

5.2 Error Analysis

First of all, we face some errors with converting
from origin data format (raw and annotations) to
word markup and back to origin format after pre-
dictions were made. This problems stand for extra
spaces, bad Unicode symbols and symbols, absent
in WordPiece vocabulary. Other errors are caused
by neural network prediction failures. The model
turns to be overfitted on the negative label “O”
so that there are many false positives in the pre-
diction. Lastly, the infrequent labels “PRO” and
“EVT” are often confused.

6 Related Work

The related work has several parts: firstly, our
work follows the recent trend of using pretrained
neural languages models, such as (Devlin et al.,
2018; Peters et al., 2018; Howard and Ruder,
2018). The main difference between original
BERT’s approach for named entity recognition
task (Devlin et al., 2018) we use its only as in-
put embeddings of sequence without fine-tuning.
From ELMo paper (Peters et al., 2018) we use
weighting approach for different outputs from net-
work and getting final representation of sequence.
From ULMFiT work we took part which is re-
lated to the final decoding for classification (Pool-
ing Classifier) without proposed language model
(Howard and Ruder, 2018). Secondly we model
the task of NER as a joint sequence labeling and
classification task following other joint architec-
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tures (Liu and Lane, 2016; Nguyen et al., 2016).

7 Conclusion and Future Work

We have proposed neural network architecture
that solves Multilingual Named Entity Recogni-
tion without any additional labeled data for Bul-
garian, Czech, Polish and Russian languages. This
implementation allows to train the model even
on a modern personal computer with GPU. This
neural network architecture can be used for other
tasks, that can be reformulated as a sequence la-
beling task for any other language.

As the next steps in the study of the underlying
architecture, we can increase or decrease the num-
ber of units on each layer or remove the recurrent
layer or multihead-attention layer. As improve-
ments of the system, we can fine-tune BERT em-
beddings and put additional layers on top of BERT
or pass other modern language models as an input.
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Abstract

We report on the participation of the JRC
Text Mining and Analysis Competence Cen-
tre (TMA-CC) in the BSNLP-2019 Shared
Task, which focuses on named-entity recog-
nition, lemmatisation and cross-lingual link-
ing. We propose a hybrid system combining a
rule-based approach and light ML techniques.
We use multilingual lexical resources such as
JRC-NAMES and BABELNET together with
a named entity guesser to recognise names.
In a second step, we combine known names
with wild cards to increase recognition re-
call by also capturing inflection variants. In
a third step, we increase precision by filter-
ing these name candidates with automatically
learnt inflection patterns derived from name
occurrences in large news article collections.
Our major requirement is to achieve high pre-
cision. We achieved an average of 65% F-
measure with 93% precision on the four lan-
guages.

1 Introduction

Multilingual Named Entity Recognition (NER)
and the grounding of names to real-world enti-
ties is an essential component of the JRC TMA-
CC’s! large-scale, multi-annual and highly multi-
lingual media monitoring effort called Europe Me-
dia Monitor - EMM? (Steinberger et al., 2017).
EMM has been analysing online news articles
since 2003, reaching a current average of 320K ar-
ticles per day from about 12K news sources in up
to 70 languages. EMM clusters related news, cate-
gorises them into thousands of categories, detects
breaking news and tracks topics over short peri-
ods of time. For a subset of about two dozen lan-
guages, EMM recognises and disambiguates en-

"https://ec.europa.eu/jrc/en/
text-mining-and-analysis
http://emm.newsbrief.eu
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tity mentions. The EMM-NER component con-
stitutes the backbone of our submissions to the
BSNLP-2019 Shared Task (Piskorski et al., 2019).

2 Approach

We submitted four system instance results, all of
which are based on our in-house NER system
NERONE (Ehrmann et al., 2017; Steinberger et al.,
2015), which we describe first.

NERONE identifies and disambiguates men-
tions of persons, organisations, locations, events
and products by first looking up known names and
by then guessing new names. The list of known
names contains about 1.2 million names. 600 000
unique entities have an average of 2 variants, the
biggest number of variants for one entity being
6 200. The guessing of new names is based on
large lexical resources (1.5 million entries) and ca
200 language-agnostic recognition patterns using
the finite-state formalism described in (Piskorski,
2007). NERONE continuously updates the list of
known names. Newly guessed names can become
part of the list of known names if they are consid-
ered reliable enough. Reliability is mostly based
on the frequency of the newly guessed name, the
number of languages where it appears, the num-
ber of sources where it appears. Once eligible it
is automatically added as a new known name or
merged as a new variant of an existing name, in-
cluding across languages and scripts (Steinberger
et al., 2011). On average, 150 new variants and
new names are automatically added daily to the list
of known names. This list of known names (JRC-
NAMES), is distributed publicly, together with the
name variants, the titles, the language and date
when it was found (Ehrmann et al., 2017). Based
on previous work focused on multi-word entities
(Jacquet et al., 2019), we furthermore added 2.1
million names and variants of the relevant entity

Proceedings of the 7th Workshop on Balto-Slavic Natural Language Processing, pages 100-104,
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categories from BabelNet (Navigli and Ponzetto,
2012). In the disambiguation steps, names that
are part of a larger name are ignored (e.g. John
F Kennedy Airport) and location names are disre-
garded if a homographic entity name of another
category exists (e.g. Maprun (Martin) which
could be both a small city in Slovakia and a person
name).

In the remaining part of this Section we describe
the four approaches explored, all of which are built
on top of NERONE, which is known to have high
precision, but low recall. We modified it to ex-
tend the recall, knowing that the precision will
fall (NERONE with wildcards), then tried different
levels of filtering to optimise the balance between
precision and recall.

It is important to emphasise at this point that the
four NER approaches presented in this paper are
JRC’s contribution (as one of the co-organisers of
the Shared Task) to the provision of ’good’ base-
line systems to compare against.

2.1 JRC-TMA-CC-1: NERONE

The JRC-TMA-CC-1 variant uses NERONE as de-
scribed before. We only did a slight adaptation
for the location recognition. As our list of known
location names (LOC), derived from GeoNames>
is very short for some languages, we merged the
LOC lists for the Cyrillic script languages Rus-
sian, Bulgarian, Bosnian, Macedonian and Ser-
bian and we did the same for the Latin script west
Slavic languages Polish, Czech and Slovak. It cor-
responds to the update of 200 000 entries among
the existing 1.3 million location name resource.

2.2 JRC-TMA-CC-2: NERONE + wildcards

In addition to the system used in JRC-TMA-CC-1,
we added wildcards to each name part of all entity
types except for the GeoNames-derived LOC lists.
The objective is to increase Recall by also captur-
ing morphological variants of the known names.
During morphological inflection, suffixes can be
added to the base form of the name (e.g. An-
drej Babis inflected as Andrejem Babisem), but it
also happens that final letters get replaced (suf-
fix replacement, e.g. Garbiné Muguruzaovd in-
flected as Garbirie Muguruzaovou). We therefore
removed the last two letters of each name part and
added a wildcard (Garbiné Muguruzaovd would
become Garbi% Muguruzao%). To avoid over-

Shttps://www.geonames.org/

generating wildcard patterns, we did not remove
letters from name parts that are three letters or
shorter and we only removed one letter in four-
letter words. Note that we use the term ’suffix’ not
in the morphological sense, but simply to denote
the final letters of a name string.

2.3 JRC-TMA-CC-3: NERONE + wildcards
and suffix filtering

Due to the vast number of different names,
of which some can also be a string subset of
longer names, the wildcards do occasionally over-
generate, i.e. capture names that are not vari-
ants, but names in their own right (e.g. Josef
Mill would create the wildcard pattern Jos% Mil%
which would wrongly match Josefa Miller as a
possible inflection of Josef Mill). Submission
JRC-TMA-CC-3 is based on the previous method,
but here we aim to reduce such false positives (in-
crease Precision) by filtering the names matched
with the wildcards against a list of the more fre-
quent suffix replacement rules.

To create such suffix replacement rules, we first
searched in an average of 2 million news articles
per language* for all our known names with the
wildcard described in JRC-TMA-CC-2 to gather
possible inflections of names, resulting in variant
frequency lists for each name (see Table 1 for ex-
amples of collected variants). We then applied the
following algorithm:

1. We hypothesise that the main form accord-
ing to BabelNet and JRC Names is the main
form. We have found a good empirical evi-
dence this is true.

2. Tokenise all the names

3. For each token from the main variant T'm
find the corresponding token from one of the
derivations T'd.

4. Find the common parts between the token
Tm and T'd. For example (cf. first case in
Table 1), the common part between Kotleby
and Kotleba is Kotleb.

5. Find the difference between the two forms
and produce a list of candidate suffix rules,

“EMM collects daily meta-data from thousands of news
articles, including article URLs. Exploiting these URLs, we
collected (for the still active URLs) one year of articles for
each of the four analysed languages.



Known name potential variant list

Mariana Kotleby Mariana Kotleby

Marian Kotleba

Mariana Kotlebu

Marianem Kotlebou

Garbiiie Muguruzaovou

Garbirie Muguruzaovd

Garbirie Muguruzaové

Garbiné Muguruzaovou

Garbiiie Muguruzaovou

Andrej Babis

Andreje Babise

Andrej Babi

Andreje Babie

Andrejem Babisem

Harveyho Weinsteina

Harvey Weinstein

Harveymu Weinsteinovi

Harvey Weinsteinem

Harvey Weinsteinovi

Energeticky a priimyslovy holding
Energetického a primyslového holdingu
Energetickému a priimyslovému holdingu
Energetickym a priimyslovym holdingem
Energetickém a priimyslovém holdingu

Garbin Muguruza

Andrej Babis

Harvey Weinstein

Energeticky a priimyslovy holding

Table 1: Example of variant lists extracted from news.

in this last case the rules will look like y — a
; by — ba ; eby — eba.

. In the case when the first token is completely
contained in the second one, like Marian and
Mariana, we extract a rule by taking the
last two letters from the main form and the
last corresponding ending from the derivative
form an — ana.

. The inflection rules are gathered and we cal-
culate various statistics. For example, the
conditional probability that the first part of
the rule is transformed into the second part
of the rule. The statistics were collected from
the list of word variants

Table 2 shows some examples of inflection rules
obtained with this algorithm. This list was then
used to filter acceptable inflections according to
the initial base form: only those suffix replacement
rules that had a probability higher than 0.01 were
considered valid suffixes. If a name inflection
found belonged to the eliminated low-frequency
suffix replacement rules, it was not considered.

24 JRC-TMA-CC-4: NERONE + wildcards
and less strict suffix filtering

This variant is identical to JRC-TMA-CC-3 with a
lower threshold for filtering set to 0.001.

3 Results

While the Shared Task was subdivided into three
subtasks, namely, Entity Recognition, Normalisa-
tion and Linking, our contribution focused less on
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endings | inflections | ratio

-uza uzaova 0.4000
uzaovou 0.3000

uzaové 0.2000

-za z 0.1125
ze 0.1029

zem 0.0386

-a u 0.0696
em 0.0657

y 0.0602

-rej reje 0.2656
rejem 0.0938

reji 0.0938

-ey eyho 0.1366
eym 0.0478

y 0.0260

-cky | cky 0.2083
ckého 0.1667

ckém 0.1667

Table 2: Example of inflection probabilities

the normalisation subtask and more on recogni-
tion, with a priority on precision scores and on
cross-lingual entity-linking. Table 3 shows the
results obtained by the four systems we submit-
ted. The scores reported only refer to F-measure
scores. For each evaluation category and each lan-
guage, the bold score corresponds to the highest
obtained F-measure. As a first observation, ac-
cording to the description of the four systems, we
were expecting the JRC-TMA-CC-1 system to ob-
tain high precision but low recall, the JRC-TMA-
CC-2 system to obtain high recall but low preci-
sion, and JRC-TMA-CC-3 and JRC-TMA-CC-4
to filter the too noisy recognition from JRC-TMA-
CC-2 and deliver good precision/recall balance,
therefore better F-measure. This is what one could
observe when evaluating on the training set for the
four languages. On the test set, one can observe
the same phenomenon for Polish and Bulgarian,
both for the relaxed partial and strict recognition,
however, it applies to a smaller extent for Rus-
sian on the Nord-Stream topic and Czech on the
Ryanair topic. By checking the error logs, these
differences appear to be due to mis-recognition of
key entities for these specific topics. Addition-
ally to the F-measure scores reported in Table 3,
the high precision scores we obtained for all lan-
guages are worth mentioning . We obtained best
precision ranking compare to the other shared task
participants for all four languages. As an average
for both topics, our JRC-TMA-CC-4 system ob-
tained for Czech, Russian, Bulgarian and Polish a
precision of, respectively, 94.4%, 90.2%, 95.4%,
93.7% (at a price of lower recall). This precision is
also quite well-distributed across entity types. For



AVERAGE ON BOTH TOPICS Language

Phase Metric system cs u bg pl

Relaxed JRC-TMA-CC-1 620 73.6 732 56.13
Partial JRC-TMA-CC-2  61.6 720 724 54.8
JRC-TMA-CC-3 580 737 738 50.9

Recognition JRC-TMA-CC-4 580 735 742 574

Relaxed JRC-TMA-CC-1 556 68.7 673 48.6
Exact JRC-TMA-CC-2 543 662  66.7 455
JRC-TMA-CC-3 553 682 676 48.4
JRC-TMA-CC-4 553 68.0 679 49.6

Strict JRC-TMA-CC-1 476 599 639 41.8
JRC-TMA-CC-2 499 604 644 44.0
JRC-TMA-CC-3 500 60.6 64.6 44.6
JRC-TMA-CC-4 500 605 652 459

Single JRC-TMA-CC-1 298 418 51.8 21.9
language JRC-TMA-CC-2 359 429 515 303
JRC-TMA-CC-3 335 419 515 25.8
JRC-TMA-CC-4 339 418 524 282

Entity linking

JRC-TMA-CC-1 24.7
JRC-TMA-CC-2  29.7
JRC-TMA-CC-3 264
JRC-TMA-CC-4 273

Cross-lingual

Table 3: Evaluation results (F-scores) across all scenar-
ios and languages on the test data.

PER, LOC, ORG, PRO and EVT, we respectively
obtained 92.4%, 95.9%, 89.2%, 96.0% and 83.3%.
The fact that we were able to improve our existing
system with quite a simple adaptation is promising
and encourages us to push further this process of
name ending/inflection filtering. Concerning the
entity-linking evaluation, Table 3 shows results for
each single language and, more importantly, for
cross-lingual linking. Despite the low recall of
our four systems compare to other teams, our F-
measure scores are ranked 2nd for both single lan-
guage and cross-lingual linking. We will have to
analyse the error logs in more detail to investigate
possible improvements. Also, we observe that in
almost all languages and topics, the best results are
obtained by the JRC-TMA-CC-2 system, which is
most likely correlated to a high recall.

4 Related Work

NER systems are often the first step in event
detection, question answering, information re-
trieval, co-reference resolution, topic modelling,
etc. The first NER task was organised by (Grish-
man and Sundheim, 1996) in the Sixth Message
Understanding Conference. Early NER systems
were based on handcrafted rules (Chiticariu et al.,
2010), lexicons, orthographic features and ontolo-
gies. These systems were followed by NER sys-
tems based on feature-engineering and machine
learning (Nadeau and Sekine, 2007).

There are not many systems for NER that ad-
dress inflected languages like the Slavic ones.
Among the others, (Piskorski et al., 2007) tack-
led the task of matching morphological variants of
names in Polish text by optimising string similar-

ity calculations for inflections. (Pajzs et al., 2014)
experimented with name lemmatisation and inflec-
tion variant generation in the highly inflected and
agglutinative language Hungarian. (Gareev et al.,
2013) describes NER for the highly inflective Rus-
sian language. The first edition of the Shared Task
on Slavic NER was organised in the context of
BSNLP 2017 (Piskorski et al., 2017)

5 Conclusions and Future Work

We presented lightweight method to improve
the performance of our in-house NER system
NERONE for the recognition and linking of in-
flected named entities in inflected languages with-
out delving into the morphological rules and
proper name declension paradigms of each of the
languages. We learnt potential name inflection
patterns by searching for suffix variants of known
names in large volumes of text. We then changed
the known-name lookup part of NERONE by re-
placing the last letters of each name with wild-
cards to capture inflectional variants. We used
the newly captured potential name inflections to
reduce the number of wrong wildcard matches.
As expected, we achieved good precision scores,
94.4%, 90.2%, 95.4%, 93.7% respectively for
Czech, Russian, Bulgarian and Polish and un-
balanced F-measures, from too low (58.0% and
57.4% for Czech and Polish) to reasonably good
(73.5% and 74.2% for Russian and Bulgarian).
One of the main drive of developing the de-
scribed extension of NERONE was to contribute
to the provision of "good’ baseline systems for the
BSNLP-2019 Shared Task.

The proposed systems could be improved in
many ways, including, i.a.: (a) expansion of the
set of inflection patterns to guess new names, (b)
integration of a classifier to distinguish the read-
ing of entities that can designate different entity
types (e.g. BBC as an organisation or as a prod-
uct, (c) expansion of the lookup of geographical
names, (d) integration of a mechanism to distin-
guish the Czech female gender marker -ova from
case markers as it behaves differently: Forms such
as Merkelova are the Czech nominative base form
of the German Chancellor Merkel and inflections
apply to Merkelova instead of to our name list’s
base form Merkel, (e) introduction of additional
heuristics to narrow down the possible name men-
tion matches, since the automatically generated
groups of name inflection variants, from which we



learn the inflection patterns, contain errors because
the wildcards match too generously, and (f) updat-
ing and completing our list of geographical names
as the coverage for different languages currently
ranges from over 100,000 geographical names to
below 3,000.
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Abstract

This paper reports the results of the first ex-
periment dealing with the challenges of build-
ing a machine translation system for user-
generated content involving a complex South
Slavic language. We focus on translation of
English IMDb user movie reviews into Ser-
bian, in a low-resource scenario. We explore
potentials and limits of (i) phrase-based and
neural machine translation systems trained on
out-of-domain clean parallel data from news
articles (ii) creating additional synthetic in-
domain parallel corpus by machine-translating
the English IMDb corpus into Serbian. Our
main findings are that morphology and syntax
are better handled by the neural approach than
by the phrase-based approach even in this low-
resource mismatched domain scenario, how-
ever the situation is different for the lexical as-
pect, especially for person names. This finding
also indicates that in general, machine transla-
tion of person names into Slavic languages (es-
pecially those which require/allow transcrip-
tion) should be investigated more systemati-
cally.

1 Introduction

Social media platforms have become hugely pop-
ular web-sites where Internet users can commu-
nicate and spread information worldwide. Social
media texts, such as user reviews and micro-blogs,
are often short, informal, and noisy in terms of lin-
guistic norms. Usually, this noise does not pose
problems for human understanding, but it can be
challenging for NLP applications such as senti-
ment analysis or machine translation (MT). Addi-
tional challenge for MT is sparseness of bilingual
(translated) user-generated texts, especially for
neural machine translation (NMT). The NMT ap-
proach has emerged in recent years and already re-
placed statistical phrase-based (PBMT) approach
as state-of-the-art. However, NMT is even more
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sensitive to the low-resource settings and domain
mismatch (Koehn and Knowles, 2017). Therefore,
the challenge of translating user-generated texts is
threefold, and if the target language is complex,
then fourfold.

In this work, we focus on neural machine
translation of English IMDb movie reviews into
Serbian, a morpho-syntactically complex South
Slavic language. To the best of our knowledge,
this is the first experiment dealing with machine
translation of user-generated content involving a
South Slavic language. The main questions of
our research described in this work are (i) What
performance can be expected of an English-to-
Serbian machine translation system trained on
news articles and applied to movie reviews? (ii)
Can this performance be improved by translating
the monolingual English movie reviews into Ser-
bian thus creating additional synthetic in-domain
bilingual data? (iii) What are the main issues and
what are the most important directions for the next
experiments?

In order to answer these questions, we build
a neural (NMT) machine system on the publicly
available clean out-of-domain news corpus, and a
phrase-based (PBMT) system trained on the same
data in order to compare the two approaches in this
specific scenario. After that, we use these two sys-
tems to generate synthetic Serbian movie reviews
thus creating additional in-domain bilingual data.
We then compare five different set-ups in terms of
corpus statistics, overall automatic scores, and er-
ror analysis.

All our experiments were carried out on pub-
licly available data sets. In order to encourage fur-
ther research on the topic, all Serbian human trans-
lations of IMDb reviews produced for purposes of
this research are made publicly available, too'.

"https://github.com/m-popovic/imdb-corpus-for-MT
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2 Related Work

A considerable amount of work has been done
on social media analysis, mostly on the senti-
ment analysis of user-generated texts, but many
publications deal with different aspects of transla-
tion of user-generated content. Some papers in-
vestigate translating social media texts in order
to map widely available English sentiment labels
to a less supported target language and thus be
able to perform the sentiment analysis in this lan-
guage (Balahur and Turchi, 2012, 2014). Sev-
eral researchers attempted to build parallel corpora
for user-generated content in order to facilitate
MT. For example, translation of Twitter micro-
blog messages by using a translation-based cross-
lingual information retrieval system is applied in
(Jehl et al., 2012) on Arabic and English Twit-
ter posts. (Ling et al., 2013) crawled a consider-
able amount of Chinese-English parallel segments
from micro-blogs and released the data publicly.
Another publicly available corpus, TweetMT (naki
San Vicente et al., 2016), consists of Spanish,
Basque, Galician, Catalan and Portuguese tweets
and has been created by automatic collection
and crowd-sourcing approaches. (Banerjee et al.,
2012) investigated domain adaptation and reduc-
tion of out-of-vocabulary words for English-to-
German and English-to-French translation of web
forum content. Estimation of comprehensibility
and fidelity of machine-translated user-generated
content from English to French is investigated
in (Rubino et al., 2013), whereas (Lohar et al.,
2017) and (Lohar et al., 2018) explore maintaining
sentiment polarity in German-to-English machine
translation of Twitter posts.

Whereas South Slavic languages are generally
less supported in the NLP, they have been investi-
gated in terms of user-generated content. For ex-
ample, sentiment classification of Croatian Game
reviews and Tweets is investigated in (Rotim and
Snajder, 2017), and (Ljubesi¢ et al., 2017) pro-
poses adapting a standard-text Slovenian POS tag-
ger to tweets, forum posts, and user comments on
blog posts and news articles. These languages
have been dealt with in machine translation re-
search as well. (Maucec and Brest, 2017) gives
an overview of Slavic languages and PBMT, and
(Popovi¢ and Ljubesié, 2014) explores similari-
ties and differences between Serbian and Croat-
ian in terms of PBMT. Linguistic characteristics of
South Slavic languages which are problematic for

106

PBMT were investigated in (Popovi¢ and Arc¢an,
2015), and (Popovi¢, 2018) compares linguisti-
cally motivated issues for PBMT with those of the
recently emerged NMT.

However, to the best of our knowledge, MT of
user-generated texts involving South Slavic lan-
guages has not been investigated so far. In this
work, we present the first results of translating En-
glish IMDb movie reviews into Serbian.

3 Data Sets

We carried out our experiments using the publicly
available “Large Movie Review Dataset”?(Maas
et al., 2011) which contains 50,000 IMDb user
movie reviews in English. The data set is mainly
intended for sentiment analysis research, so each
review is associated with its binary sentiment po-
larity label positive” or “negative”. Negative re-
views have a score <4 out of 10, positive reviews
have a score >7 out of 10 and the reviews with
more neutral ratings are not included. The over-
all distribution of labels is balanced, namely 25k
positive and 25k negative reviews. In the entire
collection, no more than 30 reviews are allowed
for any particular movie.

For our experiments, we kept 200 reviews (100
positive and 100 negative) containing about 2, 500
sentences for testing purposes, and used the re-
maining 49, 800 reviews (about 500k sentences)
for training. Human translation of the test set
into Serbian, which is necessary for fast automatic
evaluation of MT outputs, is currently in progress,
and at the time of our first experiment described
in this work, Serbian reference translations were
available for 33 test reviews (17 negative and 16
positive) containing 485 sentences (208 negative
and 277 positive).

For the baseline out-of-domain training, we
used the South-east European Times (SEtimes)
news corpus (Tyers and Alperen, 2010) consisting
of about 200k parallel sentences from the news ar-
ticles. In order to be able to compare the results
with the in-domain scenario, the development set
is extracted from the SETimes corpus, too.

4 Expanding English IMDb Reviews into
a Bilingual Training Corpus

The Serbian language is generally not very well
supported in terms of NLP resources. The
English-Serbian publicly available parallel OPUS

*http://ai.stanford.edu/ amaas/data/sentiment/



data® consists mostly of subtitles, which are rather
noisy. The only really clean parallel corpus there
is “SEtimes”, which is the reason why we used
it for the baseline system in our first experiments
— we wanted to avoid any effects of noisy data.
To the best of our knowledge, there are no pub-
licly available parallel corpora containing user-
generated texts in Serbian.

Therefore, we created synthetic IMDb parallel
corpus by translating English IMDb reviews into
Serbian using our baseline systems. This tech-
nique is shown to be very helpful for NMT sys-
tems (Sennrich et al., 2016; Poncelas et al., 2018;
Burlot and Yvon, 2018) and has become a com-
mon practice in the development of NMT systems.
It is usually called “back-translation”, because the
monolingual in-domain data is normally written
in the target language and then translated into the
source language. In this way, the synthetic corpus
consists of noisy source and clean natural target
language texts. In our case, however, we are inter-
ested in translating into Serbian but we do not have
any movie reviews in Serbian, only in English
(the source language). Therefore, we actually ap-
plied the “forward-translation” technique, which
is also shown to be helpful, albeit less than back-
translation (Park et al., 2017; Burlot and Yvon,
2018).

In our case, we expected it to be even more sub-
optimal than for some other language pairs, be-
cause our target language is more complex than
the source language in several aspects. The Ser-
bian language, as other Slavic languages, is mor-
phologically rich and has a rather free word or-
der. Furthermore, unlike other Slavic languages,
it is bi-alphabetical (with both Latin and Cyril-
lic scripts) so attention should be payed in order
not to mix the two scripts in one corpus. Another
possible inconsistency in corpora is different han-
dling of person names — in Cyrillic, only transcrip-
tion is possible, whereas in Latin both transcrip-
tion as well as leaving the original are allowed.
Apart from this, all person names are declined, as
in other Slavic languages.

Usually, back- and/or forward-translation is per-
formed by an NMT system in order to improve
the performance of a baseline NMT system. Re-
cently, a comparison between NMT and PBMT
back-translation (Burlot and Yvon, 2018) shown
that using a PBMT system for synthetic data can

3http://opus.nlpl.eu/
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lead to comparable improvement of the baseline
NMT system with a lower training cost. There-
fore, we decided to use and compare both ap-
proaches for improving our baseline NMT system.

5 Experimental Set-up

For our experiment, we have built one PBMT
English-to-Serbian ~ system  using  Moses
toolkit (Koehn et al., 2007) and four English-to-
Serbian NMT models using OpenNMT (Klein
et al., 2017) in the following way:

e Train an out-of-domain PBMT system on the

SEtimes corpus.

Train a baseline out-of-domain NMT system
on the SEtimes corpus.

Translate the English IMDb training cor-
pus into Serbian using the PBMT system,
thus generating a synthetic parallel corpus
IMDDbp .

Translate the English IMDDb training corpus
into Serbian using the baseline NMT system,
thus generating a synthetic parallel corpus
IMDDb,, 1z

Train a new NMT system on the SEtimes cor-
pus enriched with the IMDb,;,,,; corpus.

Train another NMT system using SEtimes
corpus enriched with the IMDb,,,,; corpus.

Train one more NMT system using SEtimes
corpus enriched with both IMDb,,,; and
IMDDby,;,¢ corpora (IMDb o).

Table 1 shows the statistics for each of the
three training corpora (SEtimes, IMDb,p,,; and
IMDby,.,,t), for the development set, as well as for
the test set. First, it can be noticed that the IMDb
training corpus contains more than twice segments
and running words than the English part of the SE-
times corpus, and it has a much larger vocabulary.
Another fact is that, due to the rich morphology,
the Serbian SEtimes vocabulary is almost twice
as large as the English one. Nevertheless, this is
not the case for the synthetic IMDb data, where
the Serbian vocabulary is only barely larger or
even comparable to the English one. This confirms
the intuition about sub-optimal forward translation
mentioned in the previous section — machine trans-
lated data generally exhibit less lexical and syn-
tactic variety than natural data (Burlot and Yvon,



train reviews | segments | words (en) | voc (en) | words (sr) | voc (sr)
SEtimes (natural) / 224167 4675549 81064 4439280 | 155447
IMDD (natural) 49800 536433 11313315 | 223972 / /
IMDDb ¢ 49800 536433 / / 12012734 | 236272
IMDb,; ¢ 49800 536433 / / 11077566 | 195912
dev (SEtimes) / 1000 20338 4757 19244 6806
| OOVrate[%] |  SEtimes | 025 | 56 | 048 | 79 |
IMDb 1.29 19.9 / /
IMDb ¢ / / 2.21 29.0
IMDDb,, ¢ / / 2.18 29.0
test (IMDb) 33 485 8530 2548 7630 3220
| OOVrate[%] |  SEtimes | 1.16 | 175 | 1.83 | 222 |
IMDb 0.24 4.2 / /
IMDDb ¢ / / 2.39 27.4
IMDDb ;¢ / / 2.76 32.3

Table 1: Corpus statistics

2018), and here we are additionally dealing with a
scarce out-of-domain MT system translating into
a more complex language.

For the development set, as intuitively expected,
out-of-vocabulary rates are smaller for the in-
domain SEtimes corpus, and for the less morpho-
logically complex English language. As for the
test set, the English part behaves in the same way,
namely the OOV rates are smaller when compared
to the in-domain IMDD training corpus. However,
for the synthetic Serbian data, the OOV rates are
comparable with those of the out-of-domain devel-
opment corpus and much higher than for develop-
ment corpus when compared to its in-domain the
SEtimes corpus, which again illustrates the effects
of sub-optimal synthetic data.

6 Results

6.1 Overall Automatic Evaluation

We first evaluated all translation outputs using
the following overall automatic MT evalua-
tion metrics: BLEU (Papineni et al., 2002),
METEOR (Lavie and Denkowski, 2009),
TER (Snover et al., 2006), chrF (Popovié, 2015)
and characTER (Wang et al., 2016). BLEU, ME-
TEOR and TER are word-level metrics whereas
chrF and characTER are character-based metrics.
BLEU, METEOR and chrF are based on precision
and/or recall, whereas TER and characTER are
based on edit distance. The results both for the
development as well as for the test set can be seen
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in Table 2.

The results for the development set are as it
could intuitively be expected: the best option is to
use a NMT system trained on the in-domain data
(baseline), and using any kind of additional out-
of-domain data deteriorates all scores.

As for the test set, it could be expected that the
scores will be worse than for the development set.
However, several interesting tendencies can be ob-
served. First of all, the baseline NMT system out-
performs the baseline PBMT system despite the
scarcity of the training corpus and domain mis-
match (Koehn and Knowles, 2017), however only
in terms of word-level scores — both character-
level scores are better for the PBMT system. Fur-
thermore, adding IMDb,;,,,; data deteriorates all
word-level scores and improves both character-
level scores. On the other hand, adding IMDb,;;,¢
data improves all baseline scores, but the improve-
ments of the character-based scores are smaller
than those yielded by adding the IMDb,y,,; cor-
pus. Finally, using all synthetic data IMDb ;4,4 im-
proves all scores (except BLEU) over the baseline,
however the improvements are smaller than the
improvements of each individual synthetic data
sets (IMDby,,,; for word-level scores and IMDb,,p,
for character-level scores).

6.2 Automatic Error Analysis

In order to better understand the character-metrics
preference for the PBMT-based systems, we car-



(a) Overall automatic evaluation scores for the development set (SEtimes)

development set (SEtimes)
system training corpus BLEU?T | METEOR?T | TER| | chrF{ | chrTER|
PBMT SEtimes 33.1 29.4 48.9 61.2 41.5
| NMT  SEtimes | . 392 | 322 | . 426 | 627 | 391 |
SEtimes+IMDb,,p;¢ 36.2 30.8 447 61.1 41.0
SEtimes+IMDDb,,;,¢ 38.1 31.7 43.0 61.6 40.1
SEtimes+IMDD ;¢ 35.1 30.2 45.5 59.8 419
(b) Overall automatic evaluation scores for the test set (IMDDb)
test set (IMDDb)
system training corpus BLEU?T | METEORT | TER| | chrFt | chfrTER|
PBMT SEtimes 10.8 18.6 69.1 40.5 56.3
NMT  SEtimes 13.7 19.2 65.8 37.4 61.4
SEtimes+IMDb ¢ 11.6 19.0 66.9 40.7 55.3
SEtimes+IMDDb,, ;¢ 14.7 20.4 63.2 38.8 60.2
SEtimes+IMDDb ;¢ 13.3 19.7 64.8 40.6 55.5

Table 2: Overall word-level and character-level automatic evaluation scores for the development (SEtimes) and the

test (IMDDb) corpus.

ried out a more detailed evaluation in the form of
error classification. Automatic error classification
of all translation outputs is performed by the open
source tool Hjerson (Popovi¢, 2011). The tool is
based on combination of edit distance, precision
and recall, and distinguishes five error categories:
inflectional error, word order, omission, addition
and mistranslation. Following the set-up used
for a large evaluation involving many language
pairs and translation outputs in order to compare
the PBMT and NMT approaches in (Toral and
Sénchez-Cartagena, 2017), we group omissions,
additions and mistranslations into a unique cate-
gory called lexical errors. The results for both de-
velopment and for the test set can be seen in Ta-
ble 3 in the form of error rates (raw error count
normalised over the total number of words in the
translation output).

Again, the findings for the in-domain develop-
ment set could be intuitively expected, and are
in line with the findings of (Toral and Sanchez-
Cartagena, 2017): the NMT system better handles
grammatical features (morphology and word or-
der) than the PBMT system, whereas there is no
difference regarding lexical aspect.

The tendencies for the inflectional errors are
same for the test set. The lowest inflectional er-
ror rate can be observed for the baseline NMT sys-
tem, and it is slightly increased when the IMDDb,, ;¢
corpus is added. Other three systems, involving

the PBMT approach, exhibit much more inflec-
tional errors. For the other two error categories,
the situation is slightly different. Word order is
also better for the baseline NMT system than for
the PBMT system, however adding the IMDb,;;,¢
corpus does not improve it whereas the IMDb,,,4
corpus does. Possible reason is the free word order
in the Serbian language, so that the system trained
on IMDb,,p,,,,; data simply generated the word order
closest to the one in the reference translation. As
for the lexical errors, it can be seen that the lexi-
cal error rate is much higher for the baseline NMT
system than for the baseline PBMT system, which
corresponds to the domain-mismatch challenge for
NMT (Koehn and Knowles, 2017). Furthermore,
the highest reduction of this error type is achieved
when the IMDb,;,,,; corpus is added.

6.3 Manual Inspection of Lexical Errors

In order to further explore the increase of the lex-
ical errors in systems involving the NMT model,
we carried out a qualitative manual inspection of
three translation outputs: from the baseline NMT
system, from the NMT system with additional
IMDb,,p,,¢ corpus, and from the NMT system with
additional IMDb,,,,,; corpus.

We found out that in general, there are many
person names (actors, directors, etc., as well as
characters) in the IMDb corpus. As mentioned in
Section 4, Serbian (Latin) allows both transcrip-
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(a) Error rates (%) for the development set (SEtimes)

development set (SEtimes)
system training corpus inflection | word order | lexical
PBMT SEtimes 15.4 53 36.1
| NMT  SEtimes | 118 | 40 | 36.1 |
SEtimes+IMDDb ;¢ 12.5 4.4 37.2
SEtimes+IMDby, ¢ 11.8 4.1 36.6
SEtimes+IMDb;in¢ 12.6 4.4 38.0
(b) Error rates (%) for the test set (IMDDb)
test set (IMDDb)
system training corpus inflection | word order | lexical
PBMT SEtimes 14.2 5.1 54.1
| NMT  SEtimes | 100 | 49 | 60.1 |
SEtimes+IMDb ¢ 14.4 4.6 53.7
SEtimes+IMDDby,¢ 10.4 5.0 57.3
SEtimes+IMDDb ¢ 13.4 4.7 53.8

Table 3: Results of automatic error analysis including three error categories for the development (SEtimes) and

test (IMDD) corpus.

tion as well as leaving the original names, but it
should be consistent in a text. Whereas in the
test reference translation the names were left in
the original, neither of the MT systems handled
the names in a consistent manner. Both PBMT
and NMT-based systems generated originals, tran-
scriptions and sometimes unnecessary translations
of the names in a rather random way, and in ad-
dition, NMT-based systems often omitted or re-
peated (the parts of) the names.

This finding could explain both the increase of
the lexical error rates as well as decrease of the
character-level overall scores for the NMT-based
systems. Several examples can be seen in Table 4,
and for each example, the best version of the given
name is shown in bold. The names on the left were
problematic for the baseline NMT system and then
improved (albeit not always in the perfect way)
by adding the IMDDb,,,,,; corpus, but not improved
(or even worsened) by adding the IMDb,,;,,; cor-
pus. The names on the right were treated properly
both by the baseline NMT system as well as by the
IMDDb,, ;s system, however the IMDb,y,,,; system
transcribed the first name thus making it more dis-
tant from the reference, and unnecessarily trans-
lated the second name as though it were a common
noun.

This finding, together with the facts described
in Section 4, indicate that Serbian, as well as
other Slavic person names and other name enti-
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ties should be further investigated in the context of
machine translation, not only for movie reviews or
other types of user-generated context, but in gen-
eral.

7 Summary and Outlook

In this work, we focused on the task of building
an English-to-Serbian machine translation system
for IMDb reviews. We first trained a phrase-based
and a neural model on out-of-domain clean par-
allel data and used it as baselines. We then gen-
erated additional synthetic in-domain parallel data
by translating the English IMDb reviews into Ser-
bian using the two baseline machine translation
systems. This “forward-translation” technique
improved the baseline results, although ‘“back-
translation” (translating natural Serbian texts into
English) would be more helpful. Further analysis
shown that morphology and syntax are better han-
dled by the neural approach than by the phrase-
based approach, whereas the situation is different
for the lexical aspect, especially for person names.
This finding also indicates that in general, ma-
chine translation of person names into Slavic lan-
guages (especially those which require/allow tran-
scription) should be investigated more systemati-
cally.

The most important directions for the future
work on user-generated texts are finding appropri-
ate Serbian texts (for example, movie review ar-



IMDb,p,,,¢ 18 better IMDb,,,,,+ is better
source best Clark Kent to watch Patrick Duffy
reference najbolji Clark Kent gledati Patricka Duffyja
| SEtimes | bestKent | pratiti Patrick Duffy |
SEtimes+IMDb,,,,,; | najbolji Klark Kentu da gledaju Patrik Dafi
SEtimes+IMDDb,,,,; | best Kent Kent pratiti Patrick Duffy
source the Richard Donner Cut Kate Winslet (as Rose)
reference verziju Richarda Donnera | Kate Winslet (kao Rose)
| SEtimes | odlaska Richard Cut | Winslet (kao Jack) |
SEtimes+IMDb,y,,; | Ri¢ard Donner smanji Kate Winslet (kao ruza)
SEtimes+IMDDb,,,,,; | Richard Cut Cut Kate Winslet (kao Rose)
source Lester’s Superman II
reference Lesterov Supermen II
| SEtimes | ’sSupermanIl |
SEtimes+IMDb,,,,,; | Lestera u Superman II
SEtimes+IMDb,,,,¢ | ’s Superman II
source scriptwriter Tony Morphett
reference scenarista Tony Morphett
| SEtimes | scenarista Tony Tony |
SEtimes+IMDb,,,,; | scenarista Toni Morphett
SEtimes+IMDDb,,,,,; | scenarista Tony Tony

Table 4: Examples of different name entities (person names)

ticles in the news) and using them for enlarging
the in-domain part of the training corpus by back-
translation, as well as enlarging out-of-domain
data by cleaning the subtitles corpora, and by
back-translating monolingual Serbian news arti-
cles. In addition, more IMDb reviews should
be evaluated in future experiments. Apart from
this, future work should involve other types of
user-generated content, such as product or hotel
reviews and micro-blog posts, as well as other
(South) Slavic languages.
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Abstract

Using different neural network architectures is
widely spread for many different NLP tasks.
Unfortunately, most of the research is per-
formed and evaluated only in English language
and minor languages are often omitted. We be-
lieve using similar architectures for other lan-
guages can show interesting results. In this
paper, we present our study on methods for
improving sentiment classification in Slovak
language. We performed several experiments
for two different datasets, one containing cus-
tomer reviews, the other one general Twitter
posts. We show comparison of performance of
different neural network architectures and also
different word representations. We show that
another improvement can be achieved by us-
ing a model ensemble. We performed experi-
ments utilizing different methods of model en-
semble. Our proposed models achieved better
results than previous models for both datasets.
Our experiments showed also other potential
research areas.

1 Introduction and Related Works

Amount of text data produced by users in the
world has grown rapidly in recent years. On the
Web, users produce text using different platforms,
such as social networks or portals aggregating cus-
tomer reviews. Most of the produced text can be
considered as opinionated. There is a significant
need for utilization of natural language process-
ing tasks, such as sentiment analysis or other con-
nected tasks — emotion recognition, stance detec-
tion, etc.

Sentiment analysis can be viewed as one of
the most common and widespread tasks in nat-
ural language processing. Recent advancements
in neural networks allowed further research also
for minor non-English languages. In recent years,
there have been several studies researching senti-
ment classification of multiple Slavic languages,
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such as Czech (Habernal et al., 2014; Stein-
berger et al., 2014), Croatian (Rotim and Snajder,
2017), Lithuanian (Kapociuté-Dzikiené et al.,
2013), Russian (Chetviorkin and Loukachevitch,
2013), and Slovak (Krchnavy and Simko, 2017;
Pecar et al., 2018). Interesting study was also pro-
posed by Mozeti¢ et al. (Mozeti€ et al., 2016),
where authors studied the role of human annota-
tors for sentiment classification and provided also
datasets for sentiment analysis of Twitter posts
for multiple languages including some Slavic lan-
guages.

Whereas state-of-the-art methods widely em-
ploy different neural model architectures, such as
the attention mechanism (Wang et al., 2016) or
model ensemble techniques (Araque et al., 2017),
recent research in sentiment analysis in Slavic
languages still employs more traditional machine
learning methods, mostly Support Vector Ma-
chines (SVM). We suppose this can be cause due
to low availability of larger annotated datasets for
Slavic languages, ones that are quite common for
English or other major languages.

We see as an essential for further improve-
ment of sentiment classification employing differ-
ent techniques of transfer learning, especially us-
ing different pre-trained word representations on
large text corpora. In recent years, there have
been introduced many new methods for word rep-
resentations, such as ELMo (Peters et al., 2018),
BERT (Devlin et al., 2018) or ULM-FIT (Howard
and Ruder, 2018). Unfortunately, most of these
pre-trained word representations are only avail-
able for English language and further training re-
quires a significant amount of hardware resources
and extensive text corpora. On the other hand,
there have been recently introduced also word
representations for other languages, such as pre-
trained ELMo word representations (Che et al.,
2018; Fares et al., 2017) or fastText (Grave et al.,
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2018) for many different languages.

In this paper, we discuss possible methods for
improving sentiment classification for Slovak lan-
guage by using state-of-the-art methods. Our
main contribution is employment of different neu-
ral model architectures for sentiment classification
in Slovak. We also provide a study on how each
block of architecture can contribute to overall sen-
timent classification.

2 Model

We believe that application of different neural net-
work architectures can bring significant improve-
ments of results. For our study, we consider em-
ploying several such architectures. A general ar-
chitecture is shown in Figure 1 (Pecar et al., 2019).
As shown in the figure, we consider four main
block of this architecture, which are either variable
or permanent. The last layer (linear decoder) is
followed by logarithmic soft-max activation func-
tion to obtain final model predictions.

predictions

i

Linear decoder

Figure 1: General neural model architecture

Word Representations

Word representations are an essential part of each
neural network as embedding layer. We can con-
sider this layer as permanent, since it is always
present and we experiment only with different
sizes of embedding layer and different forms of
pre-trained embeddings. For this layer, we con-
sider using standard embedding layer in the form
of lookup table with dimension of 300. Different
types of word representations have been recently
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widely used, such as ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2018). For our study, we
used the pre-trained version of ELMo for Slovak
language (Che et al., 2018), fastText for Slovak
(Grave et al., 2018) and also pretrained word2vec
for Slovak trained on prim dataset (Jazykovedny
dstav L. Stira SAV, 2013).

Recurrent Neural Network Layers

We use different recurrent neural network ar-
chitectures, where we consider using LSTM
(Hochreiter and Schmidhuber, 1997) and Bi-
LSTM (Schuster and Paliwal, 1997) with differ-
ent number of stacked layers (one or two in our
case). To simplify number of hyperparameters and
types of architectures with different size, we con-
sider using only size of 512.

Self-Attention Layer

To improve contribution of the most informative
words, we also employ an attention mechanism.
The attention mechanism assigns each word its an-
notation (informativeness) and the final represen-
tation is computed as weighted sum of all annota-
tions from a sentence.

Linear Decoder

The linear decoder represents a standard linear
layer, which tries to classify samples to classes.
This layer can be considered as permanent, since
it is always present and tries to classify samples
into 2 or 3 classes depending on the target dataset.

Model Architectures

We consider several combination of described lay-
ers for evaluation of quality of neural networks for
specific datasets. All architectures are shown in
Table 1.

For purposes of our experiments we alternate
four different word representations (randomly ini-
tialized embedding layer — LookUp, deep contex-
tualized word representations — ELMo, fastText
and word2vec). We combine different types and
sizes of recurrent layers (1 LSTM, 1 Bi-LSTM)
with or without use of the attention layer. For fast-
Text and word2vec representations, we used only
the last architecture employing one bidirectional
LSTM with self-attention mechanism.

Model Ensemble

The last architecture we consider for improving
quality of sentiment classification is using differ-



Model name Word Representations | Recurrent Layer | Self-Attention
lookup-LSTM LookUp 1 LST™M None
lookup-BiLSTM LookUp 1 Bi-LSTM None
lookup-BiLSTM-att LookUp 1 Bi-LSTM Yes
ELMo-LSTM ELMo 1 LST™M None
ELMo-BiLSTM ELMo 1 Bi-LSTM None
ELMo-BiLSTM-att ELMo 1 Bi-LSTM Yes
w2v-BiLSTM-att word2vec 1 Bi-LSTM Yes
fast-BiLSTM-att fastText 1 Bi-LSTM Yes

Table 1: Different architectures used for experiments.

ent types of model ensemble. We consider us-
ing the same type of model for one model ensem-
ble. Each model ensemble consists of three same
models with different initialization and separate
training. We also consider two types of ensem-
ble, where models either vote for prediction or we
average probabilities of model predictions.

3 Data and Evaluation

For evaluation of our models, we used two differ-
ent datasets. The first dataset (Reviews3) consists
of customer reviews of various services, which
were manually labeled by 2 annotators. Since
many reviews were only slightly positive or neg-
ative and agreement between annotators were not
very high, we can categorize reviews into three
different classes, where we consider positive, neg-
ative and neutral class (contains slightly positive
or negative reviews). The second dataset (Twitter)
consists of tweets in Slovak language (Mozeti¢
et al., 2016), which were also labeled manually.
Since some of the tweets from the original dataset
did not exist anymore, we provide only evaluation
on tweets available via standard Twitter API. The
descriptive statistics of both datasets is shown in
Table 2.

Dataset ‘ Neg. ‘ Neut. ‘ Pos. ‘ Total
Reviews3 431 | 2911 | 1978 | 5320
Twitter | 12815 | 10817 | 27078 | 50710

Table 2: Statistics of used datasets.

To evaluate quality of our models we use F1
score. Since all datasets can be considered as
highly unbalanced, we evaluate micro and macro
F1 score separately.

One of the problems of the Reviews3 dataset
is its size. Since it contains approximately 5000
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annotated reviews, we need to perform complete
cross-validation, where the dataset is split in ratio
8:1:1 for train, valid and test set. For the Twit-
ter dataset we split dataset in ratio 8:1:1 for train,
valid and test set without any cross-validation. We
also provide twitter ids for each set to preserve fur-
ther reproducibility of experiments.

The only preprocessing used for our experi-
ments is escaping punctuation to improve qual-
ity of tokenization of spaCy tokenizer in Slo-
vak language. We also provide list of further
hyper-parameters and techniques used for train-
ing our models: dropout after embedding layer
0.5; dropout after recurrent and attention layer 0.3,
negative log likelihood loss, Adam optimizer.

4 Results

We performed many experiments using model ar-
chitectures described in Section 2 for both datasets
described in Section 3. We also compared our
results with previously published results for the
dataset Reviews3 and also the dataset Twitter. Ad-
ditionally, we also performed experiments using
model ensemble for the dataset Tivitter.

Model Results

In Table 3, we show results on the performance
of the proposed models for sentiment classifica-
tion for the dataset of customer reviews Reviews3.
As we can observe, more robust models outper-
form smaller ones. Using deep contextualized
word representations brings significant improve-
ments of overall sentiment classification. We can
also observe that a bidirectional recurrent network
performs better than standard one-directional one.
Using attention mechanism also brought further
improvement. We also performed experiments us-
ing different pre-trained word representations with
the most robust architecture. We can see that us-



ing word2vec and fastText did not bring any sig-
nificant improvement for review dataset than using
only randomly initialized embedding layer.

model \ micro F1 | macro F1
lookup-LSTM 0.7481 0.6960
lookup-BiLSTM 0.7687 0.7308
lookup-BiLSTM-att 0.7813 0.7337
ELMo-LSTM 0.8007 0.7613
ELMo-BiLSTM 0.8101 0.7681
ELMo-BiLSTM-att 0.8132 0.7693
w2v-BiLSTM-att 0.7838 0.7491
fast-BiLSTM-att 0.7819 0.7446

Table 3: Results of sentiment classification for dataset
Reviews3.

In table 4, we show results on the performance
of the proposed models for sentiment analysis
for twitter domain (Twitter). We observe simi-
lar trends as for the domain of customer reviews.
The most significant improvement brings using
deep contextualized word representations. Simi-
larly to the previous domain, employing bidirec-
tional LSTM and attention mechanism improves
the performance further. Unlike for dataset of cus-
tomer reviews, using of fastText and word2vec
representations brought improvement, which was
significantly lower than using ELMo word repre-
sentations.

model \ micro F1 | macro F1
lookup-LSTM 0.5804 0.5565
lookup-BiLSTM 0.5866 0.5614
lookup-BiLSTM-att 0.5967 0.5747
ELMo-LSTM 0.6594 0.6386
ELMo-BiLSTM 0.6671 0.6487
ELMo-BiLSTM-att 0.6978 0.6695
w2v-BiLSTM-att 0.6107 0.5908
fast-BiLSTM-att 0.6468 0.6188

Table 4: Results of sentiment classification for dataset
Twitter.

Comparison with Previous Work

In Table 5, we show comparison against previ-
ously published works for sentiment classifica-
tion for customer reviews. Both models used pre-
trained word2vec (Mikolov et al., 2013) word rep-
resentations to improve quality of classification
trained on prim dataset of the Slovak national cor-
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pora (Jazykovedny tstav L. Stira SAV, 2013).
The first model employs SVM (Krchnavy and
Simko, 2017) for sentiment classification and the
second one employs neural networks along with
various form of text preprocessing (Pecar et al.,
2018). Since the original papers do not consider
macro F1 score for evaluation, we can compare
our performance only in micro F1 score. Most
of our models outperforms previously published
models and our best models improve overall sen-
timent classification by more than 6 points.

model micro F1 | macro F1
ELMo-BiLSTM-att 0.8132 0.7693
SVM baseline 0.7512 -
NN baseline 0.7296 -

Table 5: Comparison of sentiment classification for
dataset Reviews 3.

In Table 6, we show comparison with the origi-
nal work of the authors of dataset (MozeticC et al.,
2016). The authors performed evaluation with
multiple machine learning algorithms and the best
one was labeled as TwoPlaneSVMbin. We can-
not compare our method with theirs completely,
since we were not able to obtain all samples in
their dataset (due to the twitter post unavailabil-
ity), hence we used only a smaller portion. We
performed also experiments with another method
for improving overall quality of sentiment classi-
fication — model ensemble. We trained the same
model multiple times (3 in this case) and per-
formed two types of model ensemble. In both
experiments, the ensembles performed better than
any of the model.

model \ micro F1 | macro F1
ELMo-BiLSTM-att 0.6978 0.6636
voting 3 0.6994 0.6710

mean 3 0.7008 0.6728
TwoPlaneSVMbin 0.6840* -

Table 6: Comparison of best performing model and
different types of model ensemble for dataset Twitter.
* - indicates differences in used dataset

Error Analysis

In figure 2, we provide also confusion matrix
of our best performed model for Twitter dataset,
since our model performed much worse for the
Twitter dataset than the Review3 dataset.
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Figure 2: Confusion matrix for best performed model
on Twitter dataset.

As we can observe, most mislabeled predic-
tions are concerned with positive labels, where our
model did not predict positive label or predicted
it incorrectly. We performed also additional error
analysis, where we looked for mislabeled tweets.
After further analysis, we observed that many pos-
itively labeled tweets do not contain any sign of
positive words and label was assigned due to ad-
ditional information in link attached in tweet it-
self. This type of labeling dost not enable senti-
ment classification based only on textual data it-
self. Another observed problem could be consid-
ered labeling tweets based on real world context
(e.g. political situation, twitter responses etc.),
which was not provided. We suppose described
problems caused significantly lower performance
on Twitter dataset, since we tackled only prob-
lem of sentiment classification on texts themselves
without utilizing any additional information. We
believe there will be need for further manual eval-
uation to identify limits of human performance for
this kind of dataset.

5 Conclusion

In our work, we tackled problem of sentiment
classification for Slovak language, which suffers
mainly from low resource datasets. We intro-
duced several neural model architectures employ-
ing state-of-the-art techniques for sentiment analy-
sis. As we showed, our models outperformed pre-
viously published models for sentiment classifica-
tion in Slovak language. Our models performed
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significantly better especially for the dataset of
customer reviews, where we achieved F1 score
higher more than by 6 points. We suppose the
main contribution to these results can be attributed
to deep contextualized word representations —
ELMo. Our results also showed there is only a lit-
tle improvement of model performance utilizing
bidirectional LSTM and attention mechanism. On
the other hand, combination of those techniques
along with used pre-trained word representations
helps achieving significantly better results, espe-
cially for the dataset of customer reviews. The
lower performance on twitter dataset could be due
to nature of the dataset, where customer reviews
tend to be mostly positive and negative and twitter
post could be much more general in sentiment.
We suppose there is also a significant space
for further improvement and application differ-
ent methods, such as cross-lingual learning, where
knowledge from multiple languages can be used to
reduce the problem of lack of annotated resources
(Pikuliak et al., 2019). Since we did not performed
any significant fine-tuning and used only some of
the standard setups, there can be a space to obtain
even better results than we presented in this pa-
per. Other point to consider can be training ELMo
on much larger dataset, since authors of ELMo for
many languages trained those representations only
on the limited dataset. We provide also code for
our experiments, which is available on GitHub !.
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Abstract

The paper presents a generic approach to the
supervised sentiment analysis of social media
content in foreign languages. The method pro-
poses translating documents from the origi-
nal language to English with Google’s Neural
Translation Model. The resulted texts are then
converted to vectors by averaging the vectorial
representation of words derived from a pre-
trained Word2Vec English model. Testing the
approach with several machine learning meth-
ods on Polish, Slovenian and Croatian Twitter
corpora returns up to 86 % of classification ac-
curacy on the out-of-sample data.

1 Introduction

Sentiment analysis is gaining prominence as a
topic of research in different areas of applica-
tion (journalism, political science, marketing, fi-
nance, etc.). In the last two decades, opinion-rich
data sources are widely available because of web-
resources and social networks. While lexicon-
based frameworks have long been investigated for
sentiment analysis, deep learning methods with a
vectorial representation of words are proving to
deliver promising results. The integration of two
types of methods is widely investigated as well.
Thus, the sentiment analysis approaches usually
require either fine-grained lexicon of most fre-
quent words along with their polarity scores or
the dataset large enough for supervised training
of deep learning network, sufficient computational
memory, etc.

Moreover, most of the open-source datasets
for training sentiment models comprise English-
language texts. The lexicons are not always avail-
able for other languages, and it remains a time-
consuming task to construct them. It motivates
us to build on the existing approaches and test a
rather general method to run a sentiment analysis

julien. jourdan@dauphine.psl.eu
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for different languages without polarity dictionar-
ies using relatively small datasets.

We address the challenges for sentiment analy-
sis in Slavic languages by using the averaged vec-
tors for each word in a document translated in
English. The vectors derive from the Word2Vec
model pre-trained on Google news.

Researchers tend to use the language-specific
pre-trained Word2Vec models (e.g., Word2Vec
model pre-trained on Wikipedia corpus in Greek,
Swedish, etc.). On the contrary, we propose ben-
efiting from Google’s Neural Translation Model
translating the texts from other languages to En-
glish. Translated documents are then converted
to the fixed-vectorial representation with Google
Word2Vec model.! The supervised machine learn-
ing classifiers such as Gradient Boosting Trees,
Random Forest, Support Vector Machines provide
sufficiently high accuracy on the out-of-sample
data converted to the aggregate vectors.

The rest of the paper is structured as follows:
Section 2 provides a brief review of related liter-
ature. Section 3 describes the methodology. Sec-
tion 4 expands on data used. Section 5 presents the
results from our experiments. Section 6 concludes
with some observations on our findings and iden-
tifies directions of future research.

2 Related Work

This section elaborates on existing methods for
sentiments analysis and the adjacent approaches to
text data treatment that have helped us formulate
the proposed process of sentiment analysis. Fol-
lowing Dashtipour et al. (2016), we divide senti-
ment analysis systems on lexicon-based, corpus-
based and hybrid.

"https://drive.google.com/file/d/
0B7XkCwpISKDYNINUTTISS21pQmM/edit
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2.1 Lexicon-Based Methods

Lexicon-based methods employ the dictionaries
of pre-defined words with corresponding polar-
ity scores. These scores define how positive the
term is. Some approaches (e.g., Vader lexicon in
Hutto and Gilbert (2014)) use the opinion of sev-
eral experts and the final polarity measure equals
the mean of the corresponding scores. A sub-
set of the most popular and promising lexicon-
based sentiment classifiers for English corpora
has been reported in Levallois (2013). Con-
cerning Slavic languages, Slovak lexicon trans-
lated from English and annotated with Bare-bones
particle swarm optimization helps achieve 0.865
F1 score in sentiment classification reported in
Krchnavy and Simko (2017). Gombar et al.
(2017) construct Croatian domain-specific lexicon
for domain-specific classification; Haniewicz et al.
(2013) run sentiment analysis with polarity lexi-
con for reviews in Polish that renders up to 79%
of accuracy. We will refer to these papers later in
our study to corroborate our results by comparison
with the existing methods.

The idea proposed in Wan (2009) shares some
similarities with our method. Authors translate
Chinese text in English and then employ lexicon-
based ensemble method to classify texts on posi-
tive or negative. The reported accuracy is 85.3%
though it requires Chinese and English lexicon and
some additional calculation to create the ensem-
ble method. However, word scoring in each con-
structed lexicon usually relies on human treatment
and perception. The task is also labor-intensive,
and it may be challenging to find fine-grained lex-
icons for some languages.

Moreover, a well-known drawback of lexicon-
based method is the contextual ignorance as some
terms may have different meanings in various doc-
uments. Besides, some documents (e.g., short
texts as tweets) sometimes do not include any
word from the lexicon. The introduction of word
vectorial representation tend to address this disad-
vantage.

2.2 Corpus-based and Hybrid Methods with
Vectorial Representation

Embedding approaches usually rely on the seman-
tic vector spaces derived from the neural networks.
Their application in supervised experimental set-
ups for polarity analysis often demonstrates su-
perior performance to the lexicon-based methods
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(Le and Mikolov, 2014; Severyn and Moschitti,
2015). As the reference point in our study we
use the papers of Giatsoglou et al. (2017) and
Garten et al. (2018) where authors meticulously
employ Sentence2Vec in their methodological set-
tings. Giatsoglou et al. (2017) uses Sentence2Vec
based on the Word2Vec model learned from the
Wikipedia corpus in Greek. The performance is
evaluated with the datasets of mobile phonesaAZ
reviews in Greek. The model that exploits the
vectors derived from the Wikipedia corpora+the
reviews provides the highest accuracy of 70.89-
82.40% on test samples. Author further try hy-
brid methods (lexicon- and embedding- driven)
that deliver slightly better results. Rotim and Sna-
jder (2017) use similar approach for Croatian cor-
pora obtaining 0.822 as F1 score for game reviews
but the results are much worse for the Twitter
dataset. In contrast to the authors, we do not train
our Word2Vec model for the corpora in Slavic
languages. Instead, we employ the pre-trained
Google News Word2Vec model after translating
texts to English. It makes our approach more
universal and easier to apply to the foreign lan-
guage corpora yielding satisfactory accuracy (see
Results).

Garten et al. (2018) compute the cosine similar-
ity between the aggregate vectorial representation
of documents and the 4AIJnegativeAAl and AAIJ-
positivedAl dictionaries. Precision on the IMBD
English reviews data varies between 0.70-0.75.
Our findings show that the introduction of the po-
larity dictionaries delivers less accurate outputs
than using Sentence2Vec. However, our set-up
does not foresee unsupervised learning.

Feature-based approach for Czech language
sentiment classification renders 0.69 as F1 mea-
sure in Habernal et al. (2013). The method has to
be adjusted for other languages if used.

Zhang et al. (2017) report another approach
for Twitter sentiment classification employing
character-based Convolutional neural networks
with different languages. The method transforms
the characters in alphabetic order in UTF-8 codes
facilitating sentence segmentation. The character
embedding matrix is then used as an input for the
convolutional neural network. We consider these
findings as one of the benchmarks for comparison
in our study.



3 Methodology

Recall from the previous sections that we tend to
develop a sentiment analysis approach for multi-
language use. Fig.1 depicts the proposed method.?

1.For each document in available

collection:
Initialize text pr‘epr‘ocessing2
Translate to English

2. Load Google Word2Vec moldel
3. For each document in translated texts:
For each word in document:
If word 1is in Google Word2Vec
vocabulary:

Draw vector representation

Compute aggregated representation of
words in document

4. Generate the file with aggregated vector
representation for each document.

5.

Initialize machine learning method.

Figure 1: Generic process of the multilingual sentiment
classiffication

Word vectorial representation spurs the inter-
est of many researchers in natural language pro-
cessing due to its capacity to catch the meaning
of terms depending on the context. Researchers
and practitioners who use deep learning methods
for sentiment analysis tend to learn the embed-
ding from the available dataset or pre-trained word
embedding models (i.e., Word2Vec, Glove). Each
document is then represented as the stack of vec-
tors. Document padding unifies the number of
vectors that serve as the network input. It means
that the network deals with [batchsize*size of vec-
torial stack*number of features] input data dimen-
sions which may be computationally costly.

Instead, our model exploits vectorial repre-
sentation of the words with a transfer learning
approach: Google Word2Vec pre-trained model
serves as a source of 300-dimensional dense vec-
tors for each word in the text. Then the model
computes an elementwise sum of the vectors di-
vided by the number of terms in the text.

The use of Google Word2Vec model has sev-
eral advantages over learning embeddings from
the training data: (i) Google model has been pre-
trained with the corpora of the news containing
circa 100 billion words where each term has been
used more than once and in different contexts. It

2We removed urls, emojis, digits and punctuation marks
as text preprocessing
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makes the model the state-of-the-art regarding the
quality of vectors which plays a crucial role in our
study as we use the translated text from Slavic
languages to English; (ii) Google model com-
prises approximately 3 million words and phrases.
This vocabulary covers the lion share of lexicon
employed by web-resources and social networks
users; (iii)) we do not need to construct a large
dataset to train our model as the vectors have al-
ready been pre-trained with a significant number
of terms.

Google Translation. Machine translation does
not always provide perfect accuracy from the lin-
guistic point of view. However, the resulted trans-
lation with recently introduced GoogleAAZs Neu-
ral Machine Translation approach tends to deliver
English text contextually similar to the input doc-
ument (see Wu et al. (2016) for more details).

3.1 Machine Learning Methods Used

This subsection discusses the machine learning
classifiers employed in a supervised learning ap-
proach to classify texts on positive or nega-
tive. The implementation details are stored in the
Github repository.

Support Vector Machines Classification. This
approach belongs to the family of versatile ma-
chine learning methods with high accuracy on
non-large datasets. It tries to find the broad-
est possible margin between positive and negative
classes. As in Giatsoglou et al. (2017) we use lin-
ear Support Vector Classifier (SVC) and Gaussian
Radial Basis Function (RBF) in our set-up.

Random forest (RF) helps overcome the disad-
vantages of a single decision tree by summariz-
ing and averaging predictions over the number of
trees. Itis an ensemble learning approach that uses
the outputs of the individual predictors as votes. If
the positive class gets more votes, the method will
return the corresponding result.

Gradient Boosting Trees. In our set-up Gradient
boosting (GBT) method represents an ensemble
of classification decision trees. Each tree sequen-
tially joins the ensemble correcting the antecedent
by fitting its residual errors.

Deep Neural Networks (DNN) are versatile
methods that address complex machine learning
tasks. They are effective to capture non-linearities
in the data and latent relationships between the
variables. We build on state-of-art DNN architec-
tures and recent findings on hyperparameters cali-



bration in our empirical search for the model with
the best possible accuracy. The architecture of our
DNN comprises 2 hidden layers with dropout rate
of 0.2

3.2 Evaluation

For this classification problem, the quality of a
model is measured by the proportion of correctly
classified observations (accuracy). The receiver
operating characteristic curve plots true positive
rate against false positive rate for the test set. The
area under the curve (AUC) represents another
way to compare the classifiers.

4 Data

Multilanguage Corpora. We use the corpora in
Polish, Slovenian and Croatian in our experimen-
tal set-up. Polish, Slovenian and Croatian lan-
guages belong to the Indo-European family as well
as English. However, they are members of the
Slavic branch that makes these languages share
less close ties with English than, for example,
French, Spanish or Italian would have.

We retrieve the dataset with texts and corre-
sponding polarity scores for tweets in mentioned
languages from the website of the European re-
search infrastructure CLARIN. * Our dataset com-
prises 2794 tweets in Polish (1397 positive and
1397 negative), 4272 tweets in Slovenian (2312
positive and 1950 negative) and 3554 tweets in
Croatian (2129 positive and 1425 negative).

Tweets may contain emojis and/or URLs. We
removed them together with digits and punctu-
ation marks as a part of the data preprocessing
step. Later we employ Google Translator API
via Python Library Google-api-translate to trans-
late texts to English language. Google Transla-
tion Library is easy to use and it takes approxi-
mately 12 min to translate 1000 tweets. The cor-
pora for Slovenian and Croatian languages are im-
balanced. Hence, we use stratified split in the
cross-validation settings that returns folds with the
corresponding ratio of classes in training and test
sets.

5 Results

After mentioned datasets have been translated to
English, each tweet is converted to the vector cre-
ating the averaged representation of the document
words. Data is split into training/testing sets as

3https://www.clarin.si/repository/xmlui/
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80/20 respecting the ratio of positive and negative
observations.

Table 1 presents the accuracy results for three
datasets (Polish, Slovenian, Croatian). The over-
all accuracy of the best classifiers is more than
76% which may be seen as satisfactory taking into
consideration state-of-the-art findings. The tree-
based methods usually deliver marginally better
accuracy to the SVC and DNN classifiers. The ac-
curacy of more than 78% is higher than the one
reported in Garten et al. (2018) where authors use
both documents aggregate representation and pre-
defined lexicon. Recall measure is lower for the
negative class in case of the corpora in Croatian
and Slovenian. The issue of the imbalanced data
may explain it.

Data/cl. RF GBT | SVM | RBF | DNN
Polish 76.30 | 78.46 | 76.84 | 73.25 | 75.58
Slovenian | 73.12 | 76.10 | 75.70 | 71.80 | 75.69
Croatian | 86.32 | 86.26 | 85.17 | 86.14 | 85.58
Table 1: Accuracy with applied machine learning

methods

Fig. 2, 3, 4. depict the ROC curve with the
largest AUC for each datasets (2) RF for Polish,
(3) GBR for Slovenian, (4) RF for Croatian. ROC
curve detects tree-base methods outperform the
rest of approaches for all datasets.
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Figure 2: ROC curve with the largest AUC for Polish
language

5.1 Comparison of Methods

In the previous sections we have described part of
the exisiting state-of-the-art methods. This sub-
section tries assessing the results obtained with
our approach by comparison with mentioned stud-
ies. However, the direct juxtaposition is restricted
as authors use different languages, corpora and
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Figure 4: ROC curve with the largest AUC for Croatian
language

scores to evaluate classifiers. Thus we choose the
papers with developed methods in Polish, Slove-
nian and Croatian tested on social media or prod-
uct review corpora to make the quantitative com-
parison as unbiased as possible. Table 2 reports
the evaluation findings. The analysis proves that
despite being generic our approach returns simi-
lar or better results for sentiment analysis in Pol-
ish, Slovenian and Croatian comparing to the other
methods.

Author Measure | Reported Results with
results developed method
POLISH LANGUAGE:
Haniewicz et al. (2013) Accuracy | circa 79.00 78.46
Zhang et al. (2017) Accuracy 81.19 78.46
Buczynski and Wawer (2008) | Accuracy 77.05 78.46
SLOVENIAN LANGUAGE:
Zhang et al. (2017) Accuracy 78.07 76.10
Kadunc (2016) Accuracy 76,20 76.10
CROATIAN LANGUAGE:
Gombar et al. (2017) F1 Score 0.66 0.86
Rotim and gnajder (2017) F1 Score 0.57 0.86
Agic et al. (2010) F1 Score 0.63 0.86

Table 2: Comparison of Findings

6 Conclusion

The paper introduces and elaborates on the de-
veloped generic approach to sentiment analysis of
multilingual corpora that encompasses translating
texts to English, aggregating vectorial representa-
tion of translated words and eventually applying
machine learning methods to classify documents
on positive or negative. As pointed out earlier, the
aim of the study is not to compete with the existing
techics in terms of accuracy but to propose method
that does not suffer from one-language applicabil-
ity and is simple to implement. We build on the
state-of-the-art and present a general set-up which
may be used in supervised sentiment analysis for
different Slavic languages. Testing the accuracy
of our approach on a collection of tweets in three
Slavic languages delivers comparable accuracy to
the reported findings from recent papers on senti-
ment analysis for English and non-English corpora
(see Related Work and Comparison of Methods).
However, the difference in the classification accu-
racy for Polish, Slovenian and Croatian languages
motivates us to test the method with other Slavic
languages. These discrepancies may arrise from
the quality of translation as well as from the im-
perfections in labeling the data. We are working
on our own pre-labeled balanced dataset to further
improve the approach.
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