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Abstract

This work presents the systems explored as
part of the CLPsych 2019 Shared Task. More
specifically, this work explores the promise of
deep learning systems for suicide risk assess-
ment.

1 Introduction

In the United States alone, on average, approxi-
mately 1 person every 11 minutes kills themselves
(Drapeau and McIntosh, 2017). In addition, the
situation is worsened by the fact that 124 million
Americans live in areas where there is a short-
age of mental health providers (Bureau of Health
Workforce, 2017). Meta-studies have shown that
the ability to predict suicide attempts has been
near chance for decades, and researchers have ar-
gued for the necessity to dedicate research efforts
to approaches based on machine learning (Walsh
et al., 2017). Machine learning systems which
predict suicide risk have the potential to improve
identification of people with heightened suicide
risk.

This work is part of the 2019 CLPsych Shared
Task1(Zirikly et al., 2019), which focuses on pre-
dicting someone’s degree of suicide risk using
posts they have made on the public forum Red-
dit. In this paper, we present our team’s results
from the Shared Task. Specifically, in this work,
we focused on two main objectives. The first
objective is the exploration of deep learning sys-
tems for this particular task. Deep learning sys-
tems have demonstrated high performance in var-
ious NLP tasks, including text classification, how-
ever as is highlighted in past work (Shing et al.,
2018), have yet to outperform more shallow ma-
chine learning models, such as Support Vector

1http://clpsych.org/
shared-task-2019-2/

Machines (SVM). In this work, we focus on ex-
ploring various deep learning architectures, in-
cluding convolutional neural networks, long short-
term memory networks, and neural network syn-
thesis. We find that deep learning models can
outperform more traditional machine learning sys-
tems for suicide risk assessment. In addition to
exploring the promise of deep learning for risk as-
sessment, we also present results for novelly tested
features for this particular task.
2 Dataset
This work leverages the data provided by the 2019
CLPsych Workshop organizers (Zirikly et al.,
2019). Our team’s use of this data and participa-
tion in these tasks met the ethical review criteria
discussed in Zirikly et al. (2019). The dataset in-
cludes a series of Reddit users who have posted
on the r/SuicideWatch subreddit, with annotations
from one of the following four categories: (a) No
Risk, (b) Low Risk, (c) Moderate Risk, and (d)
Severe Risk. For any models performing within
the scope of Task A, the dataset solely includes
r/SuicideWatch posts. The Task B dataset includes
all of the r/SuicideWatch posts as well as each
of the users’ posts on any other subreddit. The
Task C dataset only looks at the non-SuicideWatch
posts for these same users. The dataset includes a
post identifier, a user identifier, timestamp, sub-
reddit name, title of the post, and body of the post.

3 Feature Engineering

3.1 Preprocessing

Preprocessing steps were dependent on task and
model necessity. However, an overview of gen-
eral preprocessing steps adopted across many of
the systems included the following: joining of text
title and body, lowercasing text, removal of excess
punctuation/URLs/additional symbols, stop word
removal, and lemmatization.

http://clpsych.org/shared-task-2019-2/
http://clpsych.org/shared-task-2019-2/
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Figure 1: NeuNetS synthesized CNN architecture for
Tasks A and B. The only architectural difference be-
tween both models is the input dimension.

3.2 Bag of Words

We first apply the above preprocessing steps, and
then represent the concatenated post and title as a
bag of words vector, including unigrams and bi-
grams with tf-idf weighting.

3.3 Topics

We use Gensim’s LDA library to create topic mod-
els for each of the documents, one document be-
ing one post. This gave each document a topic
distribution, and those distributions were used as
features for the final model. We tested a range
of number of topics (specifically 10, 20, 30, 40,
50, 100, 150, 200, and 250 topics) and found the
macro-average precision, recall, and f1 score to re-
main the same, so the LDA model is ultimately
trained on 50 topics.

3.4 Syntax & Named Entities

We leverage SpaCy’s syntactic parser 2 to gener-
ate part-of-speech tags (POS) and named entities
(NER). POS tags include both coarse-grained POS

2https://spacy.io/

tags (Google’s Universal POS tagset) and fine-
grained POS tags (Penn Treebank POS tagset).
Counts of each type of tag (for both sets) are taken
across each post, and normalized by the word
count. For NER tags, counts are taken and nor-
malized by the number of named entities in the
document.

3.5 Word Embeddings
Various word embedding architectures are ex-
plored. For each type, the same data is used for
training specifically the entire task dataset (anno-
tated and unannotated).
Skip-gram: We compute 100-dimensional em-
beddings for the entire Reddit corpus using a Skip-
gram model (Mikolov et al., 2013), window size
5, and ignoring occurrences of words fewer than 5
times.
Retrofitted Skip-gram: For this representation,
the trained Skip-gram word embeddings are opti-
mized using the WordNet lexicon. This retrofitting
approach is taken from Faruqui et al. (2014),
where it was found to help improve performance
on text classification tasks.
FastText: We also compute FastText embeddings
(Joulin et al., 2016) for the entire Reddit corpus.
FastText is an extension to the Word2Vec Skip-
gram model. However, instead of training on indi-
vidual words, FastText breaks words into several
n-grams (sub-words). This helps capture morpho-
logical patterns and overcomes the limitation of
Skip-gram when facing out-of-vocabulary words.

3.6 Novel Features
To the best of the our knowledge, the following set
of features have yet to be explored for suicide risk
assessment and/or screening.

Personality features: We leverage the IBM
Watson Personality Insights API 3 to extract raw
scores and percentiles for a variety of personality
characteristics, including the Big Five (agreeable-
ness, conscientiousness, extraversion, emotional
range, and openness), as well as Needs (e.g. ex-
citement, harmony, etc.) and Values (e.g. con-
servation, hedonism, etc). Important to note, that
the API requires a sufficient amount of data to be
provided about a user to extract personality fea-
tures, namely at least 100 words per user to receive
any results, at least 300 words to receive statisti-
cally significant results, but preferably even more

3www.ibm.com/watson/services/
personality-insights/

https://spacy.io/
www.ibm.com/watson/services/personality-insights/
www.ibm.com/watson/services/personality-insights/
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System P R F1
Task A

SVM (Skip-gram) .41 .38 .36
CNN (Skip-gram) .38 .35 .34
NeuNetS .51 .64 .57

Task B
kNN (Personality) .33 .33 .32
LSTM (Tone) .42 .40 .41
NeuNetS .49 .47 .48

Task C
RF (Big 5 only) .38 .34 .31
kNN (Big 5 only) .33 .33 .32
kNN (Big 5 + Values) .33 .33 .32

Table 1: Evaluation phase results. Results are re-
ported on a 20% held out portion of the training dataset.
Macro precision (P), recall (R), and F1-score reported.
Only top 3 systems are reported.

- 600 or 1200 words per user. Given this limita-
tion, these features are only explored for Task C,
the screening task, where the most data about a
user is given.

Tone features: We leverage the IBM Watson
Tone Analyzer 4 to extract tone measures with cor-
responding weights (13 measures in total). The
tone measures fall into 3 categories: emotion
(anger, disgust, fear, joy, sadness), language (an-
alytical, confident, tentative), and social (open-
ness, conscientiousness, extroversion, agreeable-
ness, emotional range). The tone measures include
both the document and sentence level. The docu-
ment level measures are an aggregation of the indi-
vidual sentence level tone measures. Analysis on
the sentence level provides insight into the range
in each tone weight across the whole text body.

4 Systems

Systems are trained for three specific tasks. Two of
the tasks (Task A and Task B) focus on risk assess-
ment. The third task (Task C) focuses on screen-
ing. In addition, all tasks focus on predicting risk
at the user level.

4.1 Linguistic & Personality Classification
Models

Four sets of features are included in the linguistic-
based system: topic distributions, syntax features,
NER features, and tf-idf vectors. The various fea-
ture sets are concatenated together to train mod-

4www.ibm.com/watson/services/
tone-analyzer

els at the post level. Majority voting is then used
to aggregate the post predictions to the user level.
Various machine learning algorithms are explored
including: Random Forest (RF), Naive Bayes, k-
Nearest Neighbors (kNN), and linear SVM. Given
the imbalanced distribution across class labels,
oversampling of the minority classes are per-
formed using the SMOTE technique (Lemaı̂tre
et al., 2017). During the evaluation phase, the RF
model performs marginally better than the rest of
the models and is therefore used as the model in
the final linguistic-based system. These models
are explored for Task A only. For the Personality-
based models similar algorithms are explored with
different subsets of the personality features tested.

4.2 Deep Learning Classification Models
4.2.1 Convolutional Neural Network
The goal of this system was to explore the po-
tential of a Convolutional Neural Network (CNN)
for risk assessment. As is highlighted in the task
dataset paper (Shing et al., 2018), CNNs have been
shown to be effective in many NLP tasks, espe-
cially in text classification problems. However,
in past work, CNNs have not outperformed more
shallow systems for suicide risk assessment. We
evaluate the potential of CNN models for this task
and explore the impact of various different word
embedding inputs. The systems we built using
CNNs focus solely on Task A, as this task presents
the most challenging problem for a deep learning
model, i.e. the smallest data size per user, on av-
erage ∼1.8 posts per user. CNNs are built us-
ing Keras 5 and parameters are optimized using
Hyperas 6. All CNN models are trained on the
post-level; user level predictions are made by aver-
aging across the classes’ probability distributions,
choosing the risk label with the highest probabil-
ity.

4.2.2 Long Short-Term Memory Network
The goal of this system is to transform a Red-
dit user’s history of posts into a sequence of tone
weights over time. This system was used solely
for Task B. Tone data was extracted at the docu-
ment level. The date/time range in post activity for
each user varied widely. Some users appeared to
be new to the website, while other users had been
active on Reddit for years. To partially correct for

5https://keras.io/
6https://github.com/maxpumperla/

hyperas

www.ibm.com/watson/services/tone-analyzer
www.ibm.com/watson/services/tone-analyzer
https://keras.io/
https://github.com/maxpumperla/hyperas
https://github.com/maxpumperla/hyperas
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System Accuracy Macro F1 Flagged F1 Urgent F1
Task A

CNN (Skip-gram) .52 .31 .89 .83
NeuNetS .43 .18 .86 .79
RF (Linguistic) .40 .15 .83 .76

Task B
LSTM (Tone) .42 .30 .79 .75
NeuNetS .42 .21 .82 .74
kNN (Personality) .34 .28 .75 .67

Task C
kNN (Big 5 + Values) .44 .17 .55 .46
kNN (Big 5) .42 .18 .49 .41
RF (Big 5) .44 .12 .51 .47

Table 2: Results on CLPsych 2019 test set.

this issue only the 10 most recent posts were con-
sidered for each user. Another issue arises that
the length of time between a users’ most recent
post and their 10th most recent post is not uniform.
Thus, any relationship between a tone feature and
time is not easily explained. Ultimately, for each
user their features are the set of tone weights ex-
tracted on their set of maximum 10 posts. Many
users had fewer than 10 posts, thus their input data
was padded with zeros to maintain a constant in-
put shape. Sequence classification modeling was
performed by way of Long-Short Term Memory
(LSTM) neural network. The model was utilized
to predict user risk of suicide based on each users
series of tone data and the corresponding risk level
label for the user.

4.2.3 Neural Network Synthesis
In addition to exploring CNNs and LSTMs,
we also explore Neural Network Synthesis (Ne-
uNetS). The main objective of NeuNetS (Sood
et al., 2019) is to speed up the design of a deep
neural network architecture for text or image clas-
sification by synthesizing the best deep learning
model for a particular dataset. NeuNetS has two
main stages: Coarse-grained synthesis and fine-
grained synthesis. Based on the data provided,
coarse-grained synthesis automatically optimizes
and determines the overall architecture of the net-
work - how many layers there should be, how
are they connected and so on. The novel step of
fine-grained synthesis enables NeuNetS to take a
deeper dive into each layer optimizing the indi-
vidual neurons and connections, e.g. what kind
of convolution filter should be applied, and which
neurons and edges should be optimized. NeuNetS

is explored for both Tasks A and B. Specifically,
the goal of these systems were to explore the po-
tential for leveraging a model like NeuNetS to
build a strong system for these particular tasks.
As model input, the NeuNetS models take the full
text (title and body) of users and generates its own
word embeddings. The system is trained on the
post-level; therefore, predictions for all posts of
one user are aggregated into one final label to as-
sess risk for a specific user by majority voting and
choosing the higher risk label in case of a tie. The
final model architecture can be seen in Figure 1.

5 Results

Results from the evaluation phase can be seen in
Table 1. Although various combinations were ex-
plored, only the Top 3 systems are reported. In the
evaluation phase, we explored various feature sets
as well as standard and deep learning type classi-
fication models. We also explored post level vs.
user level training. For both Tasks A and B, we
found the NeuNetS systems to perform the high-
est, reporting a macro F1-score of .57 and .48 re-
spectively. In addition, we found systems trained
at the post level to outperform user-based systems.

To further test the robustness of our systems,
the Top 3 performing systems are evaluated on the
test set. Results from the test phase can be seen
in Table 2. These results are reported for predic-
tions made on an unseen test set which were eval-
uated by the Shared Task organizers. We find the
CNN and the LSTM models to perform best across
Tasks A and B. Unexpectedly, NeuNetS reports a
low F1-score. Although NeuNetS has many pro-
cedures in place to prevent overfitting, such as
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dropout and regularization, it seems that it still
faces the same challenges as more manually de-
signed deep learning architectures. We believe, by
design, NeuNetS is more suitable for classification
tasks trained on large and balanced data sets (e.g.
for text classification the training file size limit is
5GB). For Task A the training data for each label
was below the minimum required to train a robust
model using NeuNetS. Furthermore, the training
data provided for Tasks A and B was imbalanced,
providing almost 5 times more labelled posts for
label d than for label b. During training this might
cause the model to steer in the wrong direction.
This, plus the fact that NeuNetS trains word em-
beddings on the input alone might be a reason that
the resulting model overfits to the training data.
Even though various techniques are included in
NeuNetS to reduce overfitting, the training data
might just be too imbalanced and too small to be
a suitable use case for NeuNetS. Also interest-
ingly, for the NeuNetS system, majority voting did
not allow for any predictions of labels b or c al-
though they appeared as intermediate results for
some posts. Hence the macro-average F1 score for
tasks A and B are rather low. Alternative ways to
aggregate might improve these results, e.g. by av-
eraging the confidence scores that are returned for
each label. Although we see unexpected results
for NeuNetS, we find other deep learning designs
to perform well in the tasks, such as the results for
the CNN and LSTM systems. These results sug-
gest there is still promise in pursuing deep learn-
ing systems for tasks that face data size challenges,
such as suicide risk assessment.
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