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Introduction

Welcome to the Proceedings of the Workshop on Intelligent Interactive Systems and Language
Generation (2IS&NLG 2018)! This workshop seeks to gather researchers and practitioners working on
language generation, human-computer interaction, conversational agents, and computational intelligence
that deal with cross-cutting issues concerning language generation and intelligent interactive systems. It
is to be held on November 5 2018 at the International Conference on Natural Language Generation
(INLG2018), which is supported by the Special Interest Group on NLG of the Association for
Computational Linguistics.

We received 16 submissions (13 regular papers and 3 demos). 9 regular submissions were accepted after
a double blind peer review, whereas 2 demos have been included in the program after a juried process.
In addition, 2IS&NLG 2018 included an invited talk by Sander Wubben (Tilburg University).

We would like to thank to all authors for submitting their contributions to our workshop. We thank
the program committee members for their work at reviewing the papers and their support during the
organization.

Jose M. Alonso, Alejandro Catala and Mariët Theune
2IS&NLG 2018 Organizers
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Invited talk

Applications of NLG in practical conversational AI
settings

Sander Wubben
s.wubben@tilburguniversity.edu

Tilburg center for Cognition and Communication (TiCC)
Tilburg University, The Netherlands

Abstract

Conversational AI has seen a surge in popularity recently with the rise of chatbots and smart speakers
such as Amazon Alexa and Google Home. A logical extension of this development that can be expected
is a rise in popularity of NLG in such settings, as the task of such a conversational system consists
mainly of producing an output in natural language for a given language input. However, the extent to
which NLG has seen adoption in conversational settings has been limited so far. In this talk I will give an
overview to which extent NLG is used for conversational AI in the Flow.ai conversational AI platform. I
will discuss training an end-to-end recurrent neural network on various data sets to build conversational
systems, give an overview of the evaluation and discuss what can be expected of such systems in a
practical setting. I will also discuss other uses of NLG within conversational AI, ranging from basic
slot filling to more advanced functionality such as generation of data for the training of conversational
AI agents or to support humans in customer service settings by providing template responses in order to
decrease response times.
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Generating Descriptions for Sequential Images with Local-Object
Attention and Global Semantic Context Modelling

Jing Su1, Chenghua Lin2, Mian Zhou3, Qingyun Dai4, Haoyu Lv4

1Guangdong Ocean University, 2University of Aberdeen
3 Tianjin University of Technology, 4 Guangdong University of Technology

jingsuw@163.com,chenghua.lin@abdn.ac.uk
zhoumian@tjut.edu.cn,1144295091@qq.com,lvhaoyuchn@163.com

Abstract

In this paper, we propose an end-to-
end CNN-LSTM model for generating de-
scriptions for sequential images with a
local-object attention mechanism. To gen-
erate coherent descriptions, we capture
global semantic context using a multi-
layer perceptron, which learns the depen-
dencies between sequential images. A par-
alleled LSTM network is exploited for de-
coding the sequence descriptions. Exper-
imental results show that our model out-
performs the baseline across three differ-
ent evaluation metrics on the datasets pub-
lished by Microsoft.

1 Introduction

Recently, automatically generating image descrip-
tions has attracted considerable interest in the
fields of computer vision and nature language pro-
cessing. Such a task is easy to humans but highly
non-trivial for machines as it requires not only
capturing the semantic information from images
(e.g., objects and actions) but also needs to gener-
ate human-like natural language descriptions.

Existing approaches to generating image de-
scription are dominated by neural network-based
methods, which mostly focus on generating de-
scription for a single image (Karpathy and Li,
2015; Xu et al., 2015; Jia et al., 2015; You et al.,
2016). Generating descriptions for sequential im-
ages, in contrast, is much more challenging, i.e.,
the information of both individual images as well
as the dependencies between images in a sequence
needs to be captured.

Huang et al. (2016) introduce the first sequen-
tial vision-to-language dataset and exploit Gated
Recurrent Units (GRUs) (Cho et al., 2014) based
encoder and decoder for the task of visual sto-

rytelling. However, their approach only consid-
ers image information of a sequence at the first
time step of the decoder, where the local atten-
tion mechanism is ignored which is important for
capturing the correlation between the features of
an individual image and the corresponding words
in a description sentence. Yu et al. (2017) pro-
pose a hierarchically-attentive Recurrent Neural
Nets (RNNs) for album summarisation and sto-
rytelling. To generate descriptions for an image
album, their hierarchical framework selects repre-
sentative images from several image sequences of
the album, where the selected images might not
necessary have correlation to each other.

In this paper, we propose an end-to-end CNN-
LSTM model with a local-object attention mech-
anism for generating story-like descriptions for
multiple images of a sequence. To improve the co-
herence of the generated descriptions, we exploit
a paralleled long short-terms memory (LSTM)
network and learns global semantic context by
embedding the global features of sequential im-
ages as an initial input to the hidden layer of the
LSTM model. We evaluate the performance of
our model on the task of generating story-like de-
scriptions for an image sequence on the sequence-
in-sequence (SIS) dataset published by Microsoft.
We hypothesise that by taking into account global
context, our model can also generate better de-
scriptions for individual images. Therefore, in an-
other set of experiments, we further test our model
on the Descriptions of Images-in-Isolation (DII)
dataset for generating descriptions for each indi-
vidual image of a sequence. Experimental results
show that our model outperforms a baseline de-
veloped based on the state-of-the-art image cap-
tioning model (Xu et al., 2015) in terms of BLEU,
METEOR and ROUGE, and can generate sequen-
tial descriptions which preserve the dependencies
between sentences.
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Figure 1: The architecture of our CNN-LSTM model with global semantic context.

2 Related Work

Recent successes in machine translation using Re-
current Neural Network (RNN) (Bahdanau et al.,
2014; Cho et al., 2014) catalyse the adoption of
neural networks in the task of image caption gen-
eration. Early works of image caption generation
based on CNN-RNN networks have been made
great progress.Vinyals et al. (2014) propose an
encoder-decoder model which utilises a Convolu-
tional Neural Network (CNN) for encoding the in-
put image into a vector representation and a Recur-
rent Neural Network (RNN) for decoding the cor-
responding text description. Similarly, Karpathy
and Li (2015) present an alignment model based
on a CNN and a bidirectional RNN which can
align segment regions of an image to the corre-
sponding words of a text description. Donahue
et al. (2014) propose a Long-term Recurrent Con-
volutional Network (LRCN) which integrates con-
volutional layers and long-range temporal recur-
sion for generating image descriptions.

Recently, the attention mechanism (Xu et al.,
2015; You et al., 2016; Lu et al., 2016; Zhou et al.,
2016) has been widely used and proved to be ef-
fective in the task of image description generation.
For instance, Xu et al. (2015) explore two kinds
of attention mechanism for generating image de-
scriptions, i.e., soft-attention and hard-attention,
whereas You et al. (2016) exploits a selective se-
mantic attention mechanism for the same task.

There is also a surge of research interest in vi-
sual storytelling (Kim and Xing, 2014; Sigurds-
son et al., 2016; Huang et al., 2016; Yu et al.,

2017). Huang et al. (2016) collect stories using
Mechanical Turk and translate a sequence of im-
ages into story-like descriptions by extending a
GRU-GRU framework. Yu et al. (2017) utilise a
hierarchically-attentive structures with combined
RNNs for photo selection and story generation.
However, the above mentioned approaches for
generating descriptions of sequential images do
not explicitly capture the dependencies between
each individual images of a sequence, which is the
gap that we try to address in this paper.

3 Methodology

In this section, we describe the proposed CNN-
LSTM model with local-object attention. In or-
der to generate coherent descriptions for an im-
age sequence, we introduce global semantic con-
text and a paralleled LSTM in our framework as
shown in Figure. 1. Our model works by first
extracting the global features of sequential im-
ages using a CNN network (VGG16) (Simonyan
and Zisserman, 2014), which has been extensively
used in image recognition. Here a VGG16 model
contains 13 convolutional layers, 5 pooling lay-
ers and 3 fully connected layers. The extracted
global features are then embedded into a global
semantic vector with a multi-layer perceptron as
the initial input to the hidden layer of a paralleled
LSTM model. Our model then applies the last
convolutional-layer operation from the VGG16
model to generate the local features of each im-
age in sequence. Finally, we introduce a paralleled
LSTM model and a local-object attention mecha-
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nism to decode sentence descriptions.

3.1 Features Extraction and Embedding
Sequential image descriptions are different from
single image description due to the spatial cor-
relation between images. Therefore, in the en-
coder, we exploit both global and local features
for describing the content of sequential images.
We extract global features of the sequential im-
ages with the second fully connected layer (FC7)
from VGG16 model. The global features are de-
noted byGwhich are a set of 4096-dimension vec-
tors. Then, we select the features of the final con-
volutional layer (Cov 5) from the VGG16 model
to represent local features for each image in the
sequence. The local features are denoted as Lj (
j = 1,. . .,N ), whereN is the number of images in
the sequence. In our experiment, we follow Huang
et al. (2016) and set 5 as the number of images in
a sequence. Finally, we embed the global features
G into a 512-dimension context vector via a multi-
layer perceptron which is then used as the initial
input of the hidden layer in LSTM model.

3.2 Sequential Descriptions Generation
In the decoding stage, our goal is to obtain the
most likely text descriptions of a given sequence of
images. This can be generated by training a model
to maximize the log likelihood of a sequence of
sentences S, given the corresponding sequential
images I and the model parameters θ, as shown
in Eq. 1.

θ∗ = argmax
θ

N∑

j=1

∑

(I,sj)

log p(sj |I, θ) (1)

Here sj denotes a sentence in S, and N is the total
number of sentences in S.

Assuming a generative model of each sentence
sj produces each word in the sentence in order, the
log probability of sj is given by the sum of the log
probabilities over the words:

log p(sj |I) =
C∑

t=1

log p(sj,t|I, sj,1, sj,2...sj,t−1)

(2)
where sj,t represents the tth word in the jth sen-
tence and C is the total number of words of sj .

We utilize a LSTM network (Hochreiter and
Schmidhuber, 1997) to produce a sequence de-
scriptions conditioned on the local feature vectors,

the previous generated words, as well as the hid-
den state with a global semantic context. Formally,
our LSTM model is formulated as follows:

ijt = σ(Wxix
j
t−1 +Whih

j
t−1 +Wviv

j
t + bi)

f jt = σ(Wxfx
j
t−1 +Whfh

j
t−1 +Wvfv

j
t + bf )

ojt = σ(Wxox
j
t−1 +Whoh

j
t−1 +Wvov

j
t + bo)

qjt = ϕ(Wxqx
j
t−1 +Whqh

j
t−1 +Wvqv

j
t + bq)

cjt = f jt � cjt−1 + ijt � qjt
hjt = ojt � ϕ(cjt ) (3)

where ijt , f
j
t , ojt and cjt represents input gates,

forget gates, output gates and memory, respec-
tively. qjt represents the updating information in
the memory cjt . σ denotes the sigmoid activa-
tion function, � represents the element-wise mul-
tiplication, and ϕ indicates the hyperbolic tangent
function. W• and b• are the parameters to be esti-
mated during training. Also hjt is the hidden state
at time step t which will be used as an input to the
LSTM unit at the next time step.

Here, we utilize a multilayer perceptron to
model the global semantic context which can be
viewed as the initial input of the hidden state hj0,
where every initial value hj0 in the LSTM model is
equal and is defined as:

hj0 =W0 ϕ(WgG+ bg) (4)

When modelling local context, the local context
vector vjt is a dynamic representation of the rele-
vant part of the jth image in a sequence at time t.
In Eq. 6, we use the attention mechanism fatt pro-
posed by (Bahdanau et al., 2014) to compute the
local attention vector vjt , where the corresponding
weight kjt of each local features Lj is computed
by a softmax function with input from a multilayer
perceptron which considers both the current local
vector Lj and the hidden state hjt−1 at time t− 1.

kjt = softmax(Wk tanh(WlvL
j+Whvh

j
t−1+bv))

(5)

vjt =
M∑

i=1

kjitL
j
i (6)

4 Experiments

Dataset.
Both the SIS and DII datasets are published by

Microsoft1, which have a similar data structure,
1http://visionandlanguage.net/VIST/
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DII 

(our model) 

(1) a group of people that are on the beach. (2) a man and a woman pose for a picture together. (3) a

city at night with many buildings in the backgroud. (4) a bridge that is next to the water. (5) a large 

ship is being enjoyed by the crowd. 

DII 

(cnn-att-lstm) 

(1) a group of people that are next to each other. (2) a man and a woman sitting at a table. (3) a group

of friends pose for a picture. (4) the man is blowing out into the camera. (5) a woman is smilling. 

DII 

(ground truth) 

(1) a variety of people sitting in a window filled restanrant. (2) closeup of a woman looking to her

right in a restaurant setting. (3) many buildings by the beach. (4) a waterfront scence from an outside 

restaurant at night. (5) people on the ferris wheel.   

SIS 

(our model) 

(1) the family went to restaurant. (2) the family was very excited to have a party. (3) the sun was going

down to the beach. (4) the family decide to go to restaurant. (5) i was so excited to have a great time. 

SIS 

(cnn-att-lstm) 

(1) the city is a small windows. (2) the girls are ready to go to the day. (3) the beautiful fireworks. (4)

the city has a great view. (5) we drove up. 

SIS 

(ground truth) 

(1) me and my lover went on a vacation to see some sights. here we are getting something to eat. (2)

we liked the food but the place was rather crowded for our tastes. here is a view of the city from our 

hotel. (3) it was so lovely to look out every night as the sun went down. another shot from high up. (4) 

it was breath taking to watch the city light up as the sun went down. (5) we where in line for a ferris 

wheel. i thought that this would make a good pic, and i think it came out well. 

Figure 2: Example of sequential descriptions generated by our model, the baseline, and the ground truth.

Positive 

example 

(1) the kids had a lot of fun. (2) the people were very happy to celebrate. (3) the people brought their

favorite. (4) the people were enjoying themselves. (5) the people were very happy. 

Failure 

Example 

(1) there was a great time. (2) i had a great time. (3) we took a great time. (4) this is a picture. (5) we had a

great time. 

Figure 3: Error analysis of our model. First row: our model generates correct captions. Second row:
failure cases due to severe overfitting.
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Dataset Train Test Vocab. Size
DII 23,415 1,665 10,000
SIS 110,905 10,370 18,000

Table 1: Dataset statistics.

Dataset Method BLEU METEOR ROUGE

DII cnn-att-lstm 36.1 9.2 26.9
Our model 40.1 11.2 29.1

SIS cnn-att-lstm 15.2 4.6 13.6
Our model 17.2 5.5 15.2

Table 2: Evaluation of the quality of descriptions
generated for sequential images.

i.e., each image sequence consists of five images
and their corresponding descriptions. The key dif-
ference is that descriptions of SIS consider the de-
pendencies between images, whereas the descrip-
tions of DII are generated for each individual im-
age, i.e., no dependencies are considered. As the
full DII and SIS datasets are quite large, we only
used part of both datasets for our initial experi-
ments, where the dataset statistics are shown in
Table 1.
Evaluation. We compare our model with the
sequence-to-sequence baseline (cnn-att-lstm) with
attention mechanism (Xu et al., 2015). The cnn-
att-lstm baseline only utilises the local attention
mechanism which combines visual concepts of an
image with the corresponding words in a sentence.
Our model, apart from adopting a local-object at-
tention, can further model global semantic context
for capturing the correlation between sequential
images.

Table 2 shows the experimental results of our
model on the task of generating descriptions for
sequential images with three popular evaluation
metrics, i.e. BLEU, Meteor and ROUGE. It can
be observed from Table 2 that our model outper-
forms the baseline on both SIS and DII datasets
for all evaluation metrics. It is also observed that
the scores of the evaluation metric are generally
higher for the DII dataset than the SIS dataset. The
main reason is that the SIS dataset contains more
sentences descriptions in a sequence and more ab-
stract content descriptions such as “breathtaking”
and “excited” which are difficult to understand and
prone to overfitting.

Figure 2 shows an example sequence of five im-
ages as well as their corresponding descriptions
generated by our model, the baseline (cnn-att-
lstm), and the ground truth. For the SIS dataset,

it can observed that our model can capture more
coherent story-like descriptions. For instance, our
model can learn the social word “family” to con-
nect the whole story and learn the emotional words
“great time” to summarise the description. How-
ever, the baseline model failed to capture such im-
portant information. Our model can learn depen-
dencies of visual scenes between images even on
the DII dataset. For example, compared to the
descriptions generated by cnn-att-lstm, our model
can learn the visual word “beach” in image 1 by
reasoning from the visual word “water” in image
4.

Our model can generally achieve good results
by capturing the global semantics of an image se-
quence such as the example in the first row of Fig-
ure 3. However, our model also has difficulties in
generating meaningful descriptions in a number of
cases. For instance, our model generates fairly ab-
stractive descriptions such as “a great time” due
to severe overfitting, as shown in the second row
of Figure 3. We suppose the issue of overfitting
is likely to be alleviated by adding more training
data or using more effective algorithm for image
feature extraction.

5 Conclusion

In this paper, we present a local-object attention
model with global semantic context for sequen-
tial image descriptions. Unlike other CNN-LSTM
models that only employ a single image as input
for image caption, our proposed method can gen-
erate descriptions of sequential images by exploit-
ing the global semantic context to learn the de-
pendencies between sequential images. Extensive
experiments on two image datasets (DII and SIS)
show promising results of our model.
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bassam.jabaian@univ-avignon.fr

Fabrice Lefèvre
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Abstract

This study pertains to our ongoing work
about social artificial vocal interactive
agents and their adaptation to users. In
this regard, several possibilities to intro-
duce humorous productions in a spoken
dialogue system are investigated in order
to enhance naturalness during interactions
between the agent and the user. Our goal
is twofold: automation and optimisation of
the humor trait generation process. In this
regard, a reinforcement learning scheme is
proposed allowing to optimise the usage
of humor modules in accordance with user
preferences. Some simulated experiments
are carried out to confirm that the trained
policy used by the humor manager is able
to converge to a predefined user profile.
Then, some user trials are done to evalu-
ate both the nature of the produced humor
and its timely and proportionate usage.

1 Introduction

Interactive artificial agents, like spoken dialogue
systems, can now support a broad range of ap-
plications such as technical support services or
reservation systems (for flights, accommodation,
restaurant, etc.). For a while, systems used
patterns and rules to define their behaviours,
e.g. (Rambow et al., 2001). Lately, stochastic-
based models have replaced and improved this
rule-based approach for all the components of dia-
logue systems (Young et al., 2013). These more
advanced systems offer new possibilities, like a
higher variability in their answers or higher flex-
ibility to adapt to specific user preferences. Their
downside is that they require a large amount of
data to be trained.

In our ongoing work, we are interested in gen-
erating traits of humor in the outputs of a spoken
dialogue system, to improve user experience and
involvement. This paper investigates the oppor-
tunities offered by stochastic approaches to train
artificial agents to produce humorous answers ac-
cording to predetermined levels defining their na-
ture and quantity.

Since humor has played an important role in
cultural and social life of human beings, simi-
lar beneficial consequences can be expected in
human-computer interfaces to improve their so-
cial competence (Niculescu et al., 2013). Several
works attempted to document some theories or ex-
planations on how humor works in general (Mul-
der and Nijholt, 2002; Bucaria, 2004; Goldwasser
and Zhang, 2016) or even questioned the bare
possibility to implement it in computers (Ritchie,
2009). Several studies have also been led to de-
fine computational rules for generating puns and
riddles (Binsted and Ritchie, 1997; Ritchie, 2005;
Hempelmann et al., 2006; Anthony Hong and
Ong, 2009). Many of the solutions proposed in
these papers have inspired our own modules de-
scribed in the next section. However, while they
only studied one phenomenon at a time, the ap-
proach presented here combines the existing pos-
sible computational ways to produce several hu-
morous traits.

In this work, we are also interested in optimis-
ing this new capacity using reinforcement learn-
ing. As users can enjoy or reject agent’s humor
in general, and appreciate a specific type of hu-
mor, we want to allow the system to adapt its
use of humor mechanisms, both in quantity and
quality. We plan to follow an approach simi-
lar to the one used at the dialogue management
level (Daubigney et al., 2012), so as to let the
system choose, at each step, in an informed way,
whether or not it is profitable to produce a humor-
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ous utterance.
This study is, to the best of our knowledge,

among the very first to both compile several means
to produce humor in an automatic manner along
with a process to train such capacity so as to adapt
it to user preferences in the matter. It is worth
mentioning also that humor is not considered in
our work with the only objective to make laugh but
more generally to ease the on-going interaction.

In this paper, Section 2 describes different op-
tions we investigated to introduce humor in an ar-
tificial agent. In Section 3 a framework to optimise
the usage of humor in a goal-directed dialogue
system is introduced. Then Section 4 presents the
experimental work to evaluate this newly trained
humorous system and we conclude in Section 5.

2 Humor Generation Modules

As our main objective here is to be able to opti-
mise the usage of humor traits during dialogues, in
this preliminary setup, only four humor generation
modules are explored (Desfrançois, 2016). The
natural language generation module is in charge
of combining the humor modules’ output with the
next dialogue act selected by the dialogue man-
ager in the smoothest way (several modalities are
introduced as pre and post humor glues to standard
system’s outputs).

The quote module finds a humorous citation in
relation to the user input, so as to remain close to
the context of the dialogue. A corpus of purpose-
ful citations collected on-line has been indexed
and a query is built from the keywords available in
the user’s sentence. Quote results of the informa-
tion retrieval system are ranked for each query ac-
cording to their distance to a context vector. This
distance is used as an indicator of the interest of
using the quote in the situation. A threshold has
been manually defined to discard cases where no
quote is close enough to the user’s input. A history
is kept to avoid repeating the same quotes.

The joke module has a modus operandi similar
to the quote module; it returns the jokes that are
closest to the context and keeps a history to avoid
repetitions. The indexed jokes are generally longer
than the quotes and can be used alone, which pre-
supposes a new user turn before returning to the
main flow of the dialogue.

Self-derision is also considered, seen as a hu-
morous signal of low-esteem intended to encour-
age further use of the system by admitting its er-

rors. The module outputs predefined humorous
sentences like “Luckily I am not a human”, “I will
eventually file a complaint against the guy who
programed the system” when the dialogue man-
ager can assess that it is in a poor situation.

3 Reinforcement Learning Paradigm for
Humor Management

The introduction of the new modules described in
the previous section makes a real difference in the
system behaviour but their effects are complex to
evaluate. The use of Reinforcement Learning (RL)
techniques for the optimisation of this new capac-
ity can be a good solution. Since each user can ap-
preciate or reject the humor of the conversational
agent, the system will be able to adapt its use of
humorous mechanisms.

The dialogue manager used in this paper adapts
a system presented in (Ferreira and Lefèvre,
2015). It is based on a dialogue manage-
ment framework based on a Partially Observable
Markov Decision Process (POMDP), the Hidden
Information State (HIS) (Young et al., 2010). In
this setup, the system maintains a distribution over
possible dialogue states (the belief state) and uses
it to generate an adequate answer. An RL algo-
rithm, the KTDQ learning algorithm (Geist and
Pietquin, 2010), is used to train the system by
maximizing an expected cumulative discounted
reward, according to two types of feedbacks.

The global feedback is given at the end of the
dialogue by asking the user if the entire dialogue
is a success or not. The social feedback is given
at each turn to score the last response only. It is
composed of two parts, the score given by the user
to this last response, and the turn cost which pe-
nalises too long dialogues by adding a negative
score for each turn taken. At the end of the di-
alogue, the policy is updated according to all the
collected feedbacks.

In order to decide when to include a given hu-
mor trait with the four generation modules, a pol-
icy specific to humor is defined. For this purpose,
a dialogue server is launched and consults at each
turn of the dialogue system a humor manager. This
manager is associated with a policy that is learned
with simulated users (see Section 3.2). The fol-
lowing section describes the state space of the hu-
mor policy.
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3.1 Humor State
The state space for humor is defined by five con-
tinuous parameters, each associated with Radial
Basis Functions (RBF) to parameterize the pol-
icy (Daubigney et al., 2012): percentage of the
system utterances with a quotation, a joke, a slip of
the tongue, a self-derision assertion or without any
trait of humor. All these parameters are defined in
the [0; 1] range and converted with RBF into 3 val-
ues, which results in a 15-dimension state.

The action space itself contains five different ac-
tions: four associated with the humor modules and
one for avoiding humor. The number of actions
could be extended in order to include a new type
of humor module, and the framework has means to
capitalise on the simpler policy and avoid starting
the learning process from scratch again.

Rewards are defined by a simulated user dur-
ing simulations from a linear interpolation of
the dialogue final score scoreF inalDialogue
with respect to the goal, and the humor score
scoreHumor from the user’s point of view:

rf = wDialogue× scoreFinalDialogue

+wHumor× scoreHumor .

wDialogue and wHumor represent the weights
of dialogue and humor scores respectively.

The humor score is derived from the satisfaction
score computed from the simulated user:

scoreHumor = satisfaction×MaxReward .

Depending on the percentage of humor matches
made during the dialogue and its profile,
satisfaction is calculated thanks to the number of
humorous actions coherent with the user’s pref-
erences. MaxReward is the maximum reward
that can be obtained during a dialogue, and so
scoreHumor is the reward obtained in a particu-
lar dialogue.

3.2 Humor Simulator
For this study an agenda-based user simulator has
been extended to take into account humor traits
generated by the system. At this point it was not
possible to simulate a real appreciation of the qual-
ity and pertinence of the generated humor. Hence,
only the type and quantity of humor were taken
into account. For that purpose, a user’s profile was
defined, supposed to represent acceptable quantity
of each type of possible humor of a specific user.

Then, the user simulator was able to reward the
simulated dialogues by weighting their success in
accordance with its defined profile. From all the
possible profiles a few mean profiles were defined
as gold standards with a moderate but diversified
level of humor, and used for the field trials.

4 Experimental Study

4.1 Task Description

Experiments presented in this paper concern a
chit-chat dialogue system framed in a goal-
oriented dialogue task. In this context, users dis-
cuss with the system about an image (out of a
small predefined set of 6), and they tried jointly to
discover the message conveyed by the image, as
described in (Chaminade, 2017). In order to use
a goal-oriented system for such a task, the princi-
ple which has been followed was to construct, as
the system’s back-end, a database containing sev-
eral hundreds of possible combinations of charac-
teristics of the image, each associated with a hy-
pothesis of the conveyed message. During its in-
teraction with the system, it is expected that the
user progressively gives elements from the image,
which matches entities in the database. In return,
the system selects a small subset of possible en-
tities to inform the user or ultimately provides a
pre-defined message to give as a plausible expla-
nation for the image’s purpose. Thus, the user can
speak rather freely about the image before argu-
ing briefly about the message. No argumentation
is possible from the system’s side, it can only pro-
pose a canned message and the discussion is ex-
pected to last only around one minute at most.

The task-dependent knowledge base used in the
experiments is derived from INT task descrip-
tion (Chaminade, 2017), as well as from a generic
dialogue information. The semantics of the task is
represented by 16 different act types, 9 slots and
51 values. The lexical forms (53) used to model
act types were manually elaborated.

4.2 Humor Manager Configuration

The dialogue system is built accordingly to the
proposition of (Young et al., 2010). More recent
system architectures are available (most notably
based on end-to-end recurrent neural networks)
but it is not yet possible to bootstrap them with-
out a training data set, which is our situation here.
The system used hereafter has been trained in joint
learning of semantic parser based on a zero-shot
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learning algorithm combined with the Q-learner
RL approach to learn the dialogue manager policy.
The humor manager policy is trained alongside the
already trained dialogue policy. Ultimately it is
foreseeable to train the two policies jointly but to
reduce the state space we chose to fix the dialogue
policy when learning the humor manager policies.

4.3 Results

To confirm the humor policy learning process, four
profiles were defined and implemented in a user
simulator. Each profile sets out a ratio of us-
age expected from each of the module: “uniform”
(all modules and do-nothing are uniformly possi-
ble); “light” (all modules can only intervene less
than 40% of the time, and are uniformly possi-
ble between each other); “jokes” (mainly jokes
and do-nothing are possible, 30% and 40% re-
spectively, and the others have low probabilities:
10%); “none” (no humor is allowed).

The user simulator tries to enforce these ratios
in policy behaviours, but is also subject to the
variability of the whole dialogue process and the
availability of the various humor modules at each
turn. Therefore the simulated trainings have been
carried out to check how close the learned pol-
icy could be to the initial profiles. Each profile
was used in 50 training simulations, of 500 epochs
each. On a simulated test of 200 dialogue exam-
ples, without exploration, both “none” and “uni-
form” policies’ distribution are almost identical to
the definition of the profiles (exactly for “none”
and less 1 point of difference for each type of hu-
mor for “uniform”). “Jokes” and “light” presents
variations between 1 and 10 points.

The previous experiment only allowed us to
confirm the adequacy between a user preference
and a trained policy for humor usage. In a sec-
ond step the whole system with humor generation
mechanisms was tested in user trials. To this end,
two profiles have been selected, “light” and “uni-
form,” and their policy used in a system for a test
of 124 dialogues each. 14 participants were re-
cruited to evaluate the system with humor (they
all tested the two profiles). They all already ex-
perimented the system in its baseline version, i.e.
without humor. After each dialogue the users were
prompted to answer a short survey with 6 ques-
tions :

• Success: “Was the task successful?” (0/1)

• System Understandability: “Was the system
easy to understand?” [0,5]

• System Understanding: “Did the system un-
derstand you well?” [0,5]

• Humor Identification: “Do you think you
identified when the system was making hu-
mor?” [0-5]

• Humor Impact: “Do you think humor had
a favorable impact on your system percep-
tion?” [0-5]

• Humor Quantity: “Are you satisfied with the
amount of humor produced by the system?”
[0-5]

Table 1 shows the average results of the tests in
user trials. Lines 1 to 3 display the overall num-
ber of tests, the success rate and the average cu-
mulative rewards of the dialogue manager policy,
respectively. The remaining lines provide the sub-
jective scores made for each of the last 5 questions
(task success is the first question). The integration
of humor with the “light” or “uniform” profiles
leads to very competitive success rates (83 % and
89 %) compared to what is observed without hu-
mor (86 %). These results, confirmed by the close
values measured for the cumulative rewards for the
three setups, show that humor does not disturb too
much the dialogue system, especially since those
differences were not significant1. There is also no
significant1 differences concerning the system un-
derstandability.

Interestingly, the judgments made over the un-
derstanding ability of the system are significantly1

higher for the profiles with humor than the base-
line, supporting the interest of introducing this so-
cial competence. Let us note that the use of the hu-
mor generation modules was easily identified by
users (4.4 and 4.7/5). Finally, the last two ques-
tions with respect to the impact and quantity of
humor show that judges do not really have a pref-
erence between the “light” and “uniform” profiles.

5 Conclusion

In this paper, several possibilities to integrate
mechanisms to produce humorous utterances in
an interactive artificial agent were introduced. A

1Statistical significances were analyzed with a two-tailed
Welch’s t-test. Results were considered statistically signifi-
cant with a p-value < 0.001.
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Model No humor “Light” profile “Uniform” profile
Tests (#) 72 124 124

Success rate (%) 86 83 89
Average cumulative reward 10.2 9.8 10.7

System understandability 4.4 4.6 4.5
System understanding 2.6 3.3 3.5

Humor identification — 4.4 4.7
Humor favorable impact — 3.2 3.0

Humor quantity — 3.5 3.5

Table 1: Evaluation of several profiles for humor generation policy.

two-step process has been devised. First, regular-
enough humorous mechanisms have been identi-
fied, formalised and automated. Second, those
mechanisms have been implemented in a dialogue
system and their usage optimised by means of re-
inforcement learning and on-line adaptation learn-
ing approaches. To evaluate the social competence
increase of artificial agents endowed with humor,
evaluations with real users have been conducted.
They allowed us to confirm that dialogue success
rate is maintained at a comparable level while the
system was generally judged more pleasant.

We have many other challenges ahead. The hu-
mor generation modules are in their initial states,
and the user trials have been very instructive in
highlighting several ways of improvements that
will be pursued. Likewise, the optimisation pro-
cess is currently limited to the nature and quantity
of the generated humor. We are investigating an
enlargement of the humor state so as to encompass
more contextual information enabling the policy to
react with greater opportunity.
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Abstract

This paper proposes a novel question gen-
eration (QG) approach based on textual
entailment. Many previous QG studies
transform a single sentence into a ques-
tion directly. They need hand-crafted tem-
plates or generate simple questions sim-
ilar to the source texts. As a novel ap-
proach to QG, this research employs two-
step QG: 1) generating new texts entailed
by source documents, and 2) transforming
the entailed sentences into questions. This
process can generate questions that need
the understanding of textual entailment to
solve. Our system collected 1,367 En-
glish Wikipedia sentences as QG source,
retrieved 647 entailed sentences from the
web, and transformed them into ques-
tions. The evaluation result showed that
our system successfully generated non-
trivial questions based on textual entail-
ment with 53% accuracy.

1 Introduction

Question generation (QG) is a practical applica-
tion field of natural language generation. One im-
portant objective of QG in education is cultivating
students’ reading comprehension skills.

Many studies have been done on QG by
transforming a single sentence into a question.
Heilman and Smith (2010) researched QG based
on syntactic parsing which is characterized by
overgenerating and scoring. Mazidi and Tarau
(2016) generated questions based on dependency
parsing. Woo et al. (2016) studied QG based on
dependency and semantic role labeling.

Their systems can generate relatively simple but
grammatical questions. Suppose the following

sentence is picked up from the website1 .

1. Kawabata won the Nobel Prize in Literature
for his novel “Snow Country”.

Using the sentence above as a source, Heilman’s
system2 generated the following question.

2. Did Kawabata win the Nobel Prize in Litera-
ture for his novel “Snow Country”?

Although this question is grammatical, its educa-
tional effectiveness could be minimized, since stu-
dents might not exert their reading comprehension
skills due to the similarity between the generated
question and the original sentence. Questions gen-
erated by these QG methods are often quite similar
to the original sentences.

Some researchers have tried inference QG with
templates. Labutov et al. (2015) studied a QG sys-
tem that utilizes ontology and templates devel-
oped by crowd workers. Chinkina and Meurers
(2017) built a conceptual QG system using hand-
crafted pattern matching templates. Although the
templates in these studies may need more work,
the generated questions are more complicated than
those by transforming the single sentence.

Our research proposes a novel QG approach
based on textual entailment. In contrast to the ex-
isting studies that directly generate questions from
sources, our system firstly generates new sen-
tences entailed by source texts and then transforms
the entailed sentences into questions as shown in
Figures 1 and 2. For example, we generate the fol-
lowing sentence entailed by the sentence (1).

3. Kawabata is the writer of “Snow Country”.

Now we create a question for sentence (1) by
transforming sentence (3) as follows.

1https://sites.google.com/site/ntcir11riteval/
2http://www.cs.cmu.edu/ ark/mheilman/questions/

15



Source 
Document QuestionsQuestion 

Generation

Figure 1: Existing QG Flow

Source 
Document QuestionsQuestion 

Generation
Generating 
New Texts

Figure 2: Proposed QG Flow

Entailed Text
Generation

Start

Source Document 
Collection 

Entity Coreference 
Resolution

Similar Sentence 
Retrieval

Filtering

Question Generation

End

Entailment Detection

Figure 3: System Flow of the Proposed Approach

4. Is Kawabata the writer of “Snow Country”?

This question requires students to utilize more
reading comprehension skills than the question
(2), because there is not a word “writer” in the sen-
tence (1). Students need to infer that Kawabata is a
writer from the phrase of “won the Nobel Prize in
Literature” in the sentence (1) using world knowl-
edge. This method enables us to generate ques-
tions that are not similar to the original sentences
but need textual entailment inference to solve.

2 Proposed Method

Figure 3 illustrates the QG process of this re-
search. We first collected source texts. Second,
we retrieved new texts entailed by the source sen-
tences. Finally, we generated questions based on
the entailed sentences. In the subsections below,
we describe the function of each module.

2.1 Source Document Collection
Source texts for QG were collected from English
Wikipedia. To generate entailed sentences for

each source sentence, sentence tokenization using
spaCy3 was applied to all the collected sentences.

One example sentence from “Taj Mahal” article
in English Wikipedia was the following:

5. It is regarded by many as the best example of
Mughal architecture and a symbol of India’s
rich history.

2.2 Entailed Text Generation

We generate entailed texts by applying entailment
detection to similar texts retrieved from the web.

2.2.1 Entity Coreference Resolution
To search texts similar to the collected sentences
effectively, the entity coreferences of the source
texts were resolved by using neuralcoref4. Coref-
erent entities are often important keywords to
search similar sentences.

For example, the entity coreference of the sen-
tence (5) was resolved as follows:

6. The Taj Mahal is regarded by many as the
best example of Mughal architecture and a
symbol of India’s rich history.

2.2.2 Similar Sentence Retrieval
We then retrieved similar sentences from the web
for each sentence with entity coreference resolved
(for example, retrieving sentence (3) from sen-
tence (1) in Section 1). In order to select sentences
similar to the original text, we employed spaCy’s
sentence embedding to measure the similarity of
sentences.

The following sentences are examples of the re-
trieved sentences for sentence (6) in this step.

7. India, the Taj Mahal is by common consent
the finest example of Mughal Architecture.

8. The Taj Mahal is considered one of the finest
specimen of the Mughal architecture.

9. The Taj Mahal incorporates and expands
on design traditions of Persian and earlier
Mughal architecture.

2.2.3 Entailment Detection
To extract entailed sentences from the similar re-
trieved sentences, we applied the ESMI entailment

3https://spacy.io
4https://github.com/huggingface/neuralcoref
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Figure 4: Preliminary Entailment Evaluation

detector (Chen et al., 2017), which was trained us-
ing MultiNLI (Williams et al., 2018). We em-
ployed the GloVe (Pennington et al., 2014) as the
word embedding for the ESIM.

For sentences (7), (8), and (9), the entailment
detector labeled “entailment (confidence 0.93),”
“entailment (confidence 0.60),” and “neutral (con-
fidence 0.86),” respectively. Sentences (7) and (8)
were kept because they were labeled as entailment.
However, we eliminated sentence (9) because of
the neutral label.

2.2.4 Filtering
Filtering was applied to improve the answer ex-
istence accuracy of the generated questions. Our
filtering metrics include entailment confidence,
ROUGE-1, sentence similarity, and the word
counts of the source sentences and the retrieved
ones. Table 1 shows the thresholds we used.

For sentences (7) and (8), sentence (7) was kept
because it met all the criteria. However, sentence
(8) was excluded because it did not satisfy the en-
tailment confidence criterion.

Entailment Confidence Although the entail-
ment detector can classify similar sentences re-
trieved, we filtered some results of entailment de-
tection to increase the precision. Figure 4 shows
the preliminary results of human evaluation. We
collected Wikipedia sentences and retrieved the
sentences labeled as “entailment” by the ESIM. As
can be seen, the precision increases in proportion
to the minimum threshold of the entailment confi-
dence. To improve the entailment detector preci-
sion, we used a high confidence as a threshold.

ROUGE-1 To control the ratio of word overlap-
ping between the entailed sentences and the source
sentences, ROUGE-1 (Lin, 2004) was used.

Sentence Similarity We used spaCy to calculate
sentence similarity between the source sentences

Table 1: Filtering Values

Min. Max.

Entailment confi-
dence

0.9 1

ROUGE-1 0.2 0.7
Sentence similarity 0.5 1
Num. of retrieved
sentence words

6 -

Num. of source sen-
tence words

Num. of retrieved
sentence words

-

and the entailed ones, because ROUGE-1 cannot
measure semantic similarity.

The Word Counts of the Source Sentences and
the Retrieved Ones We excluded too short sen-
tences because they tend not to contain enough in-
formation.If a source sentence is too short, an en-
tailed sentence would also be too short to make a
question.

2.3 Question Generation

Questions based on textual entailment were gen-
erated by an existing QG tool. We chose Heil-
men’s QG system because it has been widely
used as a baseline QG system in many papers
(Woo et al. (2016) and Mazidi and Tarau (2016)).
We picked up the top ranked yes/no question for
each source sentence because Heilman’s tool over-
generates questions.

For example, sentence (7) was transformed into
the following question.

10. Is the Taj Mahal by common consent the
finest example of Mughal Architecture?

3 Experiment

We collected 100 English Wikipedia abstracts as
QG sources. We extracted 1,360 sentences by
the sentence tokenization and their entity coref-
erences were resolved Then, we retrieved 61,330
similar sentences from the web (maximum 50 sim-
ilar sentences per sentence). Maximum 30, 10
and 10 sentences were selected from the Google
search results, English Wikipedia, and Simple
Wikipedia, respectively. The entailment detec-
tor labeled 16,770 sentences as textual entailment
with an argmax criterion, but 676 sentences re-
mained after the filtering. We applied Heilman’s
QG system to them.
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Answerable Examples:
1. Article: IQ
Source Sentence:

Unlike, for example, distance and mass, a concrete measure 
of intelligence cannot be achieved given the abstract nature 
of the concept of "intelligence".

H&S System’s Yes/no Question:
Can distance and mass not be achieved given the abstract 
nature of the concept of ``intelligence'' for example?

Our System’s Question:
Is it problematic to claim that the intelligence quotient is a 
measure of intelligence?

Retrieved Sentence:
So, it is problematic to claim that the intelligence quotient is 
a measure of intelligence.

2. Article: Classical economics
Source Sentence:

These economists produced a theory of market economies 
as largely self-regulating systems, governed by natural laws 
of production and exchange (famously captured by Adam 
Smith's metaphor of the invisible hand).

H&S System’s Yes/no Question:
Were largely self-regulating systems governed by natural 
laws of production and exchange?

Our System’s Question:
Is the invisible hand a natural force that self regulates the 
market economy?

Retrieved Sentence:
The invisible hand is a natural force that self regulates the 
market economy.

3. Article: Taj Mahal
Source Sentence:

It is regarded by many as the best example of Mughal 
architecture and a symbol of India's rich history.

H&S System’s Yes/no Question:
(No yes/no questions were generated)

Our System’s Question:
Is the Taj Mahal by common consent the finest example of 
Mughal Architecture?

Retrieved Sentence:
India, the Taj Mahal is by common consent the finest 
example of Mughal Architecture.

Unanswerable Examples:
1. Article: Castle
Source Sentence:

Many castles were originally built from earth and 
timber, but had their defences replaced later by stone.

H&S System’s Yes/no Question:
Were many castles originally built from earth and 
timber?

Our System’s Question:
Were castles?

Retrieved Sentence:
Castles, whether made of mortared stone or earth and 
timber, were.

Error: Similar sentence retrieval failure
2. Article: Hydrogen
Source Sentence:

Hydrogen is a chemical element with symbol H and 
atomic number 1.

H&S System’s Yes/no Question:
Is hydrogen a chemical element with symbol H and 
atomic number 1?

Our System’s Question:
Is Fermium a chemical element?

Retrieved Sentence:
Fermium (symbol Fm) is a chemical element.

Error: Entailment detection failure
3. Article: Measles
Source Sentence:

Measles is an airborne disease which spreads easily 
through the coughs and sneezes of infected people.

H&S System’s Yes/no Question:
Is Measles an airborne disease which spreads easily 
through the coughs and sneezes of infected people?

Our System’s Question:
Does coughs, or sneezes spread through the air?

Retrieved Sentence:
When an infected person breathes, coughs, or 
sneezes, the virus spreads through the air.

Error: Entailment was OK but question generation 
failed.

Figure 5: Examples of the Questions from Our System

3.1 Discussion

We evaluated 150 out of 676 generated questions.
The evaluation results suggested that our system
successfully generated textually entailed questions
with 53% accuracy. Figure 5 lists answerable
and unanswerable examples of the generated ques-
tions. Tables 2, 3, and 4 show the grammatical-
ity, textual entailment, and answer existence of the
evaluated questions, respectively.

The positive examples shown in Figure 5 sug-
gests that the proposed method successfully gener-
ated relatively complex questions compared with
Heilman’s tool. In the first positive example, for
instance, students need to infer that IQ is “prob-
lematic” to measure intelligence by the phrase

of “a concrete measure of intelligence cannot be
achieved” in the source sentence.

The questions from our system relatively shared
a few number of words with the source sentences
compared to questions directly generated from the
source sentences by Heilman’s tool. We measured
two mean scores of ROUGE-1 (1) between the
source texts and our system’s questions, and (2)
between the source texts and the questions gener-
ated directly from the source sentences by Heil-
man’s tool. The mean scores of ROUGE-1 were
0.76 and 0.36, respectively. This difference sug-
gests that the questions from our system would re-
quire more reading comprehension skills than the
questions from Heilman’s tool.
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Table 2: Grammaticality of Questions

Number Ratio

Ungrammatical 26 0.17
Grammatical w/ minor errors 33 0.22
Grammatical 91 0.61

Table 3: Entailment of Retrieved Sentences

Number Ratio

Not Entailed 66 0.44
Entailed 84 0.56

Table 4: Answer Existence of Questions

Number Ratio

Unanswerable 70 0.47
Answerable 80 0.53

As can be seen in Table 2, about 83% of the
evaluated questions were grammatical or gram-
matical with minor errors. Out of 26 ungrammat-
ical questions, 14 were due to the errors of Heil-
man’s system and 12 due to the errors in the re-
trieval process.

The evaluations of textual entailment and an-
swer existence (Tables 3 and 4) were similar
to each other because most of the unanswerable
questions were generated from not-entailed sen-
tences. However, there are a few exceptions. The
retrieved text of the third unanswerable example in
Figure 5 was entailed by the source text, but Heil-
man’s tool generated an unanswerable question.

4 Conclusion

In this paper, a new question generation method
using textually entailed information is proposed.
We implemented the question generation system
that utilizes textual entailment and applied it to En-
glish Wikipedia abstracts. For 1,367 source sen-
tences, our system generated 647 questions and
more than half of the evaluated questions were an-
swerable. In the future, we plan to develop a nat-
ural language generation method to generate en-
tailed sentences based on given texts instead of re-
trieving entailed sentences from the web.
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Abstract 

Intelligent Transportation Systems could 

benefit from harnessing social media con-

tent to get continuous feedback. In this 

work, we implement a system to identify 

reasons for stress in tweets related to traffic 

using a word vector strategy to select a rea-

son from a predefined list generated by 

topic modeling and clustering. The pro-

posed system, which performs better than 

standard machine learning algorithms, 

could provide inputs to warning systems for 

commuters in the area and feedback for the 

authorities. 

1 Introduction 

Transportation systems connect hubs of human set-

tlements and facilitate the movement of goods and 

people, with limiting congestion and accidents be-

ing a key design goal for cities. Continuous updates 

about traffic bottlenecks and accidents can help 

with this. The social web is a potential feedback 

source for transportation systems, providing in-

sights about the experiences and mental states of 

commuters. Stress is a key factor to monitor since 

transportation problems of all kinds are likely to in-

crease stress.  

In this study, we implement a framework for 

finding the causes of stress expressed in tweets re-

lated to traffic. Our system identifies specific rea-

sons for stress of commuters (accidents, conges-

tion, etc.) that could be used to generate automated 

warnings for other travelers and feed in to context-

aware GPS devices. Commuters can then take in-

formed decisions to opt for alternate routes, avoid-

ing traffic bottlenecks. Urban planning authorities 

can also leverage the analysis of stress reasons to 

take remedial actions as part of their Intelligent 

Transportation Systems strategy. 

In this study we collected tweets about traffic in 

London during July 2018 and analyzed them to un-

derstand the reasons for the stress expressed by the 

commuters. As a pre-processing step, a list of po-

tential stressors in the traffic domain was found by 

topic modelling and k-means clustering. Three dif-

ferent word-vector based methods were then ap-

plied to tweets to select a stressor from the stressors 

list. The output is evaluated by comparing it with 

the stress reason selected by human annotators.  

The contributions of this work are as follows: 

1. This is the first study detecting reasons for

stress expressed in traffic-related tweets.

2. A dataset of traffic-related tweets annotated

with reasons for stress.

2 Related Work 

2.1 Stress Detection from Social Media 

Social media has become a source of data for men-

tal health analysis and evaluation. Lin et al. (2015) 

proposed a factor graph model combined with 

CNN based on linguistic, visual and social interac-

tion data to detect stress from social media content. 

There have been several studies on detecting men-

tal health disorders from social media data.  De 

Choudhury et al. (2013a) leveraged behavioural 

patterns from social media, such as decreased ac-

tivity, increased negative sentiment, religious in-

volvement and clustered ego networks to build a 

classifier to proactively find the risk for depression 

in individuals before the onset. De Choudhury et al. 

(2013b) introduced a statistical model for predict-

ing the onset of post-partum depression in mothers 
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with an accuracy of 71% using prenatal data and 

80-83% when utilizing postnatal data as well. Also, 

the anonymity of mental health related postings in 

Reddit and online forums is an important factor 

which is discussed by Umashanthi (2015). Copper-

smith et al. (2014) analysed linguistic features of 

Tweets of individuals with Post Traumatic Stress 

Disorder and built a classifier based on it. Stress 

can manifest around specific incidents, such as gun 

violence (Saha, 2017), and student deaths (Saha, 

2018). 

Thelwall et al. (2016) introduced TensiStrength, 

a novel lexicon-based system to detect stress/relax-

ation scores from social media based on linguistic 

resources such as LIWC (Tausczik and Penne-

baker, 2010), General Inquirer (Stone et al, 1986) 

and the sentiment analysis software SentiStrength 

(Thelwall et al, 2010; Thelwall et al, 2012). Incor-

poration of word sense disambiguation (Gopala-

krishna Pillai et al, 2018) improved the perfor-

mance of TensiStrength.  

Detecting reasons for stress from social media is 

a significant challenge. Lin et al. (2016) introduced 

a comprehensive scheme for identifying stressor 

event and subject and finding the stress reason and 

level based on it. This study is limited to personal 

stressor events, such as divorce, death, and rela-

tionships.  

2.2 Natural Language Generation from 

Tweets 

Traffic is a relatively new domain for the applica-

tion of Natural Language Generation. However, 

with the proliferation of social media and accurate 

location devices, there is tremendous potential for 

data-driven, automatically generated messages 

about traffic incidents. Tran and Popowich (2016) 

introduced a novel generation model to provide lo-

cation-relevant information. This traffic notifica-

tion system trains a model to generate natural lan-

guage texts and deliver real time warnings in case 

of traffic events.  

Generating route descriptions is another applica-

tion of NLG in traffic. Dale, Geldoff and Prost 

(2005) used GIS data as input and applies NLG 

principles to produce output texts. It used discourse 

structure to understand route structure and aggre-

gation techniques to form fluent and natural sen-

tences.   

2.3  Analysis of traffic-related tweets 

Lenormand et al. (2014) analyzed geo-located 

tweets from roads and railways in European coun-

tries. This study showed a positive correlation be-

tween the number of tweets and Average Annual 

Daily Traffic (AADT) on highways in France and 

the UK, especially in long highway segments.  

Kurniawan et al. (2016) proposed tweets as an 

alternate source to detect traffic anomalies. Support 

Vector Machines achieved a classification accuracy 

of 99.77% in the task of detecting traffic events in 

Yogyakarta province in Indonesia. In a similar 

study, D’Andrea et al. (2015) implemented an 

SVM classification model to distinguish traffic 

from no-traffic tweets with an accuracy of 95.8% 

and to distinguish externally caused traffic events 

with an accuracy of 88.9%.  

Long-term traffic prediction through tweet anal-

ysis has been shown to be effective by He et al. 

(2014) using traffic and Twitter data originating 

from San Francisco Bay in California. A cloud 

based system proposed by Sinnott and Yin (2015) 

has identified and verified accident black spots in 

the Australian city of Melbourne.  

Gu, Cian and Chen (2016) discussed mining 

tweets as an inexpensive and novel way to find traf-

fic incidents. Using a keyword dictionary, traffic 

incident tweets were identified, geocoded and then 

classified into one of five incident categories.  

Cottrill and Gault (2017) analyzed a case study 

of a Twitter account @GamesTravel2014 used dur-

ing the CommonWealth Games in Glasgow 2014, 

to share and respond to traffic related information. 

This Twitter account, in collaboration with the 

leading transportation providers in the city, was in-

strumental in detecting traffic hotspots. This case 

study establishes social media as a powerful tool to 

share trusted traffic information. 

Salas and Georgakis (2017) created a collection 

of Tweets which mention traffic events in the UK. 

A key contribution of this work is a methodology 

with 88.27% accuracy for crawling, preprocessing 

and classifying traffic tweets using Natural Lan-

guage Processing and Support Vector Machines. 

The dataset was analyzed to find the temporal and 

linguistic features of the Tweets.  

Lv and Chen (2016) summarized the main re-

search topics in transportation research using social 

media. However, though traffic-related tweets have 

been studied for identification of traffic events, the 

sentiments of the commuters using transportation 

systems have been largely unexplored. Cao and 
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Zeng (2014) proposed Traffic Sentiment Analysis 

as a new tool to analyze sentiments expressed in 

traffic related social media content. In the context 

of the ‘yellow light rule’ and fuel prices in China, 

they demonstrated the architecture, data collection 

and process of their methods. Our system is the first 

attempt to identify stress reasons in the social me-

dia outputs of commuters, providing feedback 

about the improvement areas for transportation 

systems.  

3 Methodology 

  We use a two-step method developed in our ear-

lier research on finding stress reasons for airlines 

and politics (Gopalakrishna Pillai et al., 2018b). 

High-stress tweets belonging to the traffic domain 

were first analyzed by topic modelling to find the 

most frequently occurring topics. A list of poten-

tial reasons for stress in traffic was constructed 

from it. In the second step, tweets were analyzed 

by word-vector methods to find the reason for 

stress from the potential list. 

3.1 Overview 

Construction of Potential Stressors list: Our 

study was limited to tweets discussing traffic in 

the city of London. The tweets collected were pre-

processed by removing duplicates. They were as-

signed stress scores by TensiStrength, on a scale 

of -1 to -5, (-1 denote the least stress and -5 the 

highest stress). 

The higher stress scored Tweets (with score -5 

or -4) constituted the corpus for performing batch-

wise LDA topic modeling with hashtag pooling. 

The topics from this step were grouped into 5 clus-

ters(the number of clusters was chosen based on the 

coherence of the collection). 

 A label was assigned to each cluster using the 

most similar word vector method. These cluster la-

bels encasing the most frequent topics in high-

stress tweets constituted the potential stressors for 

the traffic domain (Table 1). 

Example topics in the cluster Stressor 

Air cleanair smoke fog burning 

noise emissions mess 

Pollution 

Accident damage collision break-

down fatality 

accident 

Race hour rush delay late hours 

slow jam busy mayhem chocker 

Congestion 

Attack assault gunman fear chaos 

kill crime murder terrorist blast stab 

Violence 

Awareness counsel protest march 

rally public crowd  

Campaign 

 Table 1: Clusters and stressors (London Traffic) 

Finding stress reasons for tweets: As previ-

ously introduced for politics and airlines (Gopala-

krishna Pillai et al., 2018b), we employed 3 word-

vector based methods to find causes for stress in 

Tweets. 

 Method 1 (maximum word similarity): Select 

the stressor with the highest cosine similarity with 

any of the content words in the tweets. 

Method 2 (context vector similarity): Select 

the stressor with the highest cosine similarity with 

the context vector representing the tweet (average 

of vectors corresponding to the content words). 

Method 3 (cluster vector similarity): This is 

the same as Method 2, but the stressor is repre-

sented by a cluster vector found by averaging vec-

tors of all words in the topic cluster. Select the clus-

ter with highest cosine similarity with the context 

vector. 

3.2 Dataset and Annotation 

We first collected 23249 tweets from 1st to 31st 

July 2018 with the Twitter API. The search queries 

were strings and hashtags related to traffic in Lon-

don and two key motorways (‘London’ AND ‘traf-

fic’, #london AND #traffic, #londontraffic, #m25, 

#m40). Removing tweets consisting only of URLs, 

and duplicate tweets, left 13321 tweets. Using Ten-

siStrength, these tweets were given scores in a 

scale of -1 to -5 to indicate their stress level. There 

were 2334 tweets with a stress score of -4 or -5. A 

high-stress traffic tweet corpus was created by ran-

domly selecting the 1000 tweets from this set. This 

was divided into 5 groups with 200 tweets each and 

each group was subjected to LDA-based topic 

modelling with hashtag pooling. A list of potential 
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stressors in the traffic domain was created as de-

scribed in the previous section. 

Out of the 4410 tweets with -5, -4 or -3 stress 

scores, the 1000 tweets which were used for find-

ing the potential stress reasons were excluded and 

from the remaining tweets, 2000 were randomly 

chosen for evaluation of the word vector methods. 

We included Tweets with stress score -3 too in this 

dataset because this is a sufficiently high stress 

score for the annotators and the word vector analy-

sis to assign a stress reason.   

These 2000 tweets were annotated individually 

and independently by three human coders, marking 

them with the most appropriate reason for stress 

from the list of potential stressors. The annotators 

had engaged in a similar stress-reason annotation 

experiment, and their reliability was further as-

sessed with Krippendorff’s α inter-coder agree-

ment scores. The agreement rates were sufficiently 

high to claim that the annotations are coherent and 

usable (Table 2).  

Agreement Be-

tween Coders 

Krippendorff’s 

α 

A and B 0.732 

B and C 0.786 

A and B 0.721 

Table 2: Inter-coder agreement for stressor annotation 

(London Traffic)  

3.3 Experimental Setup 

The experiments performed were similar to our 

earlier research on finding stress reasons for air-

lines and politics (Gopalakrishna Pillai et al., 

2018b). To train the word vectors for finding 

stressors, we used a Word2Vec model trained on 

400 million tweets, from an ACL WNUT task 

(Godin et al, 2015).  

The default Weka 3.6 configurations of three 

machine learning algorithms (AdaBoost: An adap-

tive boosting algorithm, Logistic Regression and 

Support Vector Machines) were run using 10-fold 

cross validation to serve as comparison baselines 

for our methods. The feature selection was adapted 

from a similar task of assessing the stress and re-

laxation strengths expressed in tweets (Thelwall, 

2017).  Term unigrams, bigrams and trigrams and 

their frequencies were used as features. Punctua-

tion was included as a term, with consecutive punc-

tuation treated as a single term. 

4 Results 

4.1 Results Summary 

The stress reasons for the traffic tweets were 

found using the word vector processing methods. It 

is summarized in Table 3. Cluster vector method 

gives the best performance in terms of precision, 

recall and accuracy. 

Figure 1 shows a distribution of stress reasons in 

the traffic Tweets. 

Method Percent-

age Cor-

rect 

Precision Recall 

max. word 48.3% 47.6% 46.3 

context 

vector 

53.9% 52.1% 52.5% 

cluster vec-

tor 

63.8% 62.3% 61.4% 

SVM 50.1% 52.2% 55.7% 

AdaBoost 52.5% 54.3% 52.8% 

Logistic 49.7% 43.6% 48.7% 

 Table 3:  Accuracy of stress reason detection meth-

ods applied to London Traffic tweets  

Figure 1: Stress reasons detected in London Traffic 

Tweets by the cluster vector method  

4.2. Error Analysis 

Indirect/Sarcastic Expressions: Tweets with 

an indirect expressions of stress pose a challenge to 

our methods. An example is “The joys of London 

traffic; not moving for last one hour is killing me”, 

“Lea Bridge rd E10 traffic is murder really London 

counsel” in which the reason for stress is Conges-

tion, but is detected as violence.  

9.73%

25.13%

36.86%

10.34%

18.94%

0 10 20 30 40

Pollution

Accident

Congestion
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Multiple stressors: Tweets in which there are mul-

tiple reasons for stress. E.g.: “Vehicle emissions 

rise during rush hours, making the traffic jams hell-

ish” has two stressors, “pollution” and “conges-

tion”. A possible solution will be to expand the  

methods to accommodate multiple stressors.  

5 Conclusion and Future Work 

This paper proposed and implemented word vector 

based methods to find the reasons for stress ex-

pressed in Traffic domain. A dataset containing  

23249 Tweets about London traffic were collected 

and after preprocessing, 2000 tweets were ran-

domly chosen to be annotated by human coders 

for the reasons for stress. The performance of our 

proposed methods to detect the reasons for stress 

in this dataset was compared to that of standard 

machine learning algorithms. As a future work, 

we propose to extend this study to content in other 

social media and to modify our methods to accom-

modate Tweets with multiple stressors.   

This automated stress detection from tweets can 

identify traffic bottlenecks and accident-prone ar-

eas. These reasons identified for traffic-related 

stress can be used as inputs in the form of picto-

grams or short texts to an automated warning sys-

tem for the commuters and feedback for the traffic 

policymakers. Further research is required to use 

the findings of this stress reason detection method 

for improving Intelligent Transportation Systems. 
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Abstract

Nominalization is a common linguistic
feature in academic writing. By express-
ing actions or events (verbs) as concepts or
things (nouns), nominalization produces
more abstract and formal text, and con-
veys a more objective tone. We report
our progress in developing a system that
offers automatic assistance for nominal-
ization. Given an input sentence with a
complex clause, it paraphrases the sen-
tence into a simplex clause by transform-
ing verb phrases into noun phrases. Pre-
liminary evaluations suggest that system
performance achieved high recall.

1 Introduction

University students who are non-native speakers
of English often experience significant difficulties
in studying content subjects in English, due in
large part to their problems with academic writ-
ing (Evans and Green, 2007). The traditional fo-
cus in computer-assisted language learning and
natural language processing has been the devel-
opment of algorithms for correcting grammatical
errors (Dahlmeier et al., 2013) and improving sen-
tence fluency (Sakaguchi et al., 2016). The focus
of this paper, in contrast, is to help students im-
prove their writing style in Academic English.

Our long-term goal is to help students make use
of the full range of options available along what
M. A. K. Halliday calls the cline of metaphoric-
ity (Halliday and Matthiessen, 2014). This cline
ranges between the clausally complex, lexically
simple congruent construal of experience at one
end, and the clausally simple, lexically dense
metaphorical re-construal at other end. Table 1
shows paraphrases of an example sentence along
this cline. We envision a system that provides as-

sistance in moving a sentence from any point on
the cline to another. As a first step towards this
goal, the current system focuses on paraphrasing
a complex clause (e.g., “Because she didn’t know
the rules, she died.”) into a simplex clause (“Her
ignorance of the rules caused her to die.”).

The rest of the paper is organized as follows.
The next section summarizes previous work in
automatic paraphrasing. Section 3 describes the
three components in our system: syntactic parser,
nominalizer, and sentence generator. Section 4
evaluates system performance, focusing on the
output of the nominalizer. Section 5 concludes and
discusses future work.

2 Previous work

Previous work in automatic paraphrasing can be
viewed at two levels. At the word level, research in
lexical substitution (McCarthy and Navigli, 2009)
and the related task of lexical simplification (Spe-
cia et al., 2012) aims to replace a word or short
phrase with another, while preserving the meaning
of the original sentence.

At the sentence level, most previous work fo-
cused on syntactic simplification, i.e., to reduce
the syntactic complexity of a sentence by splitting
a complex sentence into two or more simple sen-
tences (Siddharthan, 2002). In terms of the cline
of metaphoricity, then, it transforms a “complex
clause” into a “cohesive sequence” (Table 1). Typ-
ically, the system analyzes the input sentence via
a parse tree, applies manually written transforma-
tion rules (Bott et al., 2012; Siddharthan and An-
grosh, 2014; Saggion et al., 2015), and then per-
forms sentence re-generation. Our system adopts
a similar architecture and also takes a complex
clause as input, but works in the opposite direction
on the cline: it attempts to transform the complex
clause into a simplex clause.
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Domain System Example
Cohesive sequence conjunction She didn’t know the rules. Consequently, she died.
Complex clause parataxis She didnt know the rules; so she died.

hypotaxis Because she didnt know the rules, she died.
Simplex clause causation Her ignorance of the rules caused her to die.

circumstantiation Through ignorance of the rules, she died.
relational process Her death was due to ignorance of the rules.

Her ignorance of the rules caused her death.
The cause of her death was her ignorance of the rules.

Nominal group qualification Her death through ignorance of the rules.

Table 1: The cline of metaphoricity, illustrated with example paraphrases of a sentence expressing a
relationship of cause (Halliday and Matthiessen, 2014).

Component Example
Input

POS tag: PRP VBD RB IN DT NN VBD JJ
Word: She died suddenly because the doctor was negligent

nsubj

ROOT

advmod

mark

det

nsubj

cop

advcl

Syntactic Parser Main clause = “She died suddenly”
Subordinate clause = “The doctor was negligent”
Linking word = “because”

Nominalizer NP for main clause = “her sudden death”
NP for subordinate clause = “the doctor’s negligence”

Sentence Generator “The doctor’s negligence caused her sudden death.”

Table 2: The system extracts the main and subordinate clauses of the input sentence with the Syntactic
Parser (Section 3.1); (2) transforms the clauses into noun phrases with the Nominalizer (Section 3.2);
and (3) links the noun phrases to produce a sentence with the Sentence Generator (Section 3.3).

3 Approach

Our system is a pipeline with three components
(Table 2).

3.1 Syntactic parser

Given an input sentence, we use the SpaCy de-
pendency parser (Honnibal and Johnson, 2015) to
derive its syntactic tree in Universal Dependen-
cies (Nivre et al., 2016). The system determines
whether a sentence contains a complex clause
by searching for the adverbial clause modifier
(advcl) relation. If so, the system extracts the
main clause from the head word of the advcl re-
lation, the subordinate clause from its child word,

and the linking word from the mark relation. In
Table 2, for example, it extracts “She died sud-
denly” as the main clause, “the doctor was negli-
gent” as the subordinate clause, and “because” as
the linking word.

3.2 Nominalizer
Given a clause with a verb phrase, the Nominalizer
matches its tree structure to the pattern shown in
Table 3. It then transforms the clause into a noun
phrase with the following steps:

• Identify the main verb (verb) and generate
its nominalized form, v2n(verb). In the ex-
ample in Table 3, “died” is transformed into
“death”. We do not treat verbs-to-be, modal

27



Input

POS tag: N* V* N* RB
Word: noun verb nounobj adv

↓ ↓ ↓
gen(noun) v2n(verb) nounobj adv2adj(adv)

Example: She died suddenly
↓ ↓ ↓

her death sudden

nsubj obj

advmod

Output gen(noun) adv2adj(adv) v2n(verb) of nounobj (Example: “her sudden death”)
the adv2adj(adv) v2n(verb) of noun
the adv2adj(adv) v2n(verb) of nounobj by noun

Table 3: Nominalization rule, where v2n is the mapping from a verb to a noun; adv2adj is the mapping
from an adverb to an adjective; and gen is the mapping from a nominative noun to its genitive form.

verbs and negated verbs, since their nominal-
ization patterns vary considerably depending
on meaning and context.

• Identify the adverb (adv), if any, and gener-
ate its adjectival form, adv2adj(adv). For
example, “suddenly” is transformed into
“sudden” in Table 3.

• Identify the direct object (nounobj) and
prepositional phrases, if any, and place them
after the nominalized main verb.

• Identify the subject (noun). If the sub-
ject is a pronoun or a short noun, use the
first output template in Table 3. For pro-
nouns, gen(noun) generates its possessive
form (e.g., “she”→ “her”); for nouns, it ap-
pends a possessive apostrophe (e.g., “doctor”
→ “doctor’s”). For longer noun phrases, the
system prepends “of” when using the second
template, or “by” when using the third tem-
plate (e.g., “the doctor in the clinic”→ “of/by
the doctor in the clinic”).

A similar rule is defined for clauses with an ad-
jectival phrase (e.g., “The doctor was negligent”).
Using an adjective-to-noun mapping adj2n, it re-
writes the adjective into a noun (e.g., “the doctor’s
negligence”). Both rules operate on the following
part-of-speech conversion lists:

Verb-to-noun (v2n) We constructed our verb-to-
noun list based on the NOM entries1 from

1We excluded the NOMLIKE entries, and those whose

NOMLEX (Meyers et al., 1998). For verbs
not covered by NOMLEX, we retrieved their
nouns in CATVAR (Habash and Dorr, 2003).
When a verb is mapped to multiple nouns,
we choose the one with the highest unigram
frequency count in the Google Web 1T Cor-
pus (Brants and Franz, 2006) that ends with a
typical noun suffix2. This procedure yielded
7,879 one-to-one verb-noun mappings.

Adjective-to-noun (adj2n) We constructed our
adjective-to-noun list with a similar proce-
dure based on the NOMADJ entries from
NOMLEX and verb-adjective pairs in CAT-
VAR. There are 11,369 unique one-to-one
adjective-noun mappings.

Adverb-to-adjective (adv2adj) We constructed
our adverb-to-adjective mapping with CAT-
VAR, with a total of 2,834 such mappings.

The current system assumes one-to-one map-
pings for the above, though it is clear that pol-
ysemy necessitates one-to-many mappings. For
example, the verb “descend” should be nominal-
ized as “descendance” in the context of “descen-
dance from royalty”, but as “descent” in the con-
text of “descent from the mountain”. In future
work, we plan to incorporate automatic semantic
disambiguation to make this distinction.

NOM-TYPE is SUBJECT, e.g., “teacher” for the verb
“teach”.

2‘-age’, ‘-ance’, ‘-ce’, ‘-cy’, ‘-dge’, ‘-dom’, ‘-ence’, ‘-
ery’, ‘-ess’, ‘-esse’, ‘-hood’, ‘-ice’, ‘-ics’, ‘-ion’, ‘-ise’, ‘-
ism’, ‘-ity’, ‘-ment’, ‘-ry’, ‘-ship’, ‘-th’, ‘-tude’, ‘-ty’, ‘-ure’.
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3.3 Sentence Generator
The Sentence Generator takes as input the noun
phrases produced by the Nominalizer for the main
clause and subordinate clause. It then recom-
bines them into a complete sentence based on
the semantic relation between them. Since im-
plicit discourse identification remains a challeng-
ing task (Braud and Denis, 2014), the system de-
termines the relation by keyword spotting; the
keywords “because”, “since”, “so”, and “there-
fore” for the causal relation; “although”, “de-
spite”, “even though” for the concession relation,
“after”, “before” for the temporal relation, etc. In
Table 2, the system infers the relation as causal
based on the keyword “because”, and links the
two noun phrases with the verb “to cause” (“The
doctor’s negligence caused her sudden death”). In
other contexts, another linking word may be war-
ranted, such as “to result in”, “to lead to”, “to be
due/attributable to”, “to be a result of”, “to lie in”
etc. Currently, our system lets the user choose the
most appropriate word.

4 Evaluation

We performed a preliminary evaluation that fo-
cuses on the Nominalizer. We first describe our
dataset and metric (Section 4.1), and then discuss
the results (Section 4.2).

4.1 Data and evaluation metric
Our test data included 33 clauses present in 25 sen-
tences from Wikipedia, covering causal, conces-
sion, and temporal relations. To produce the gold
annotation, we asked a senior staff member at the
English Language Centre at our university to re-
write these sentences in more nominalized forms,
using a simplex clause whenever possible.

We applied our system on these sentences, and
classified the system output into three categories:

• Identical to the gold annotation other than the
position of the subject. For example, the two
NPs “the existence of the company” and “the
company’s existence” would be considered
identical;

• Minor revision, i.e., same choice of nominal-
ized verb or adjective, but different choices
for determiners or prepositions elsewhere in
the NP. For example, the two NPs “a decrease
in the number” versus “the decrease in the
number” would fall into this category;

• Major revision, i.e., different choice of nom-
inalized verb or adjective.

4.2 Results

While our system attempted nominalization for all
33 clauses, the human annotator nominalized only
18 of them. This suggests that in the other 15
cases, the system offered nominalizations that re-
sulted in a less fluent sentence.

Among clauses that should be nominalized, the
system achieved relatively high recall. Out of the
18 nominalizations, the system output is identical
in 55.6%; requires minor revision in 16.7%; and
major revision in 27.8%. Minor revisions were
caused by subtle abstractions that are produced
by nominalization. For example, the clause “(...
even though) the years passed” was nominalized
as “the passage of years” in the gold annotation,
while the system did not delete the definite article.
Major revisions were due sometimes to a less flu-
ent choice of noun. For instance, “they are wrong
...” was paraphrased as “their error” in the gold
annotation, while the system more mechanically
generated “their wrongness”. In other cases, they
reflected different paraphrasing strategies. For ex-
ample, the annotator nominalized “the stem is nice
because ...” as “... is an attractive feature of the
stem”, rather than directly using a nominalized
form of “nice”.

5 Conclusion

We have presented a system that assists users in
improving their Academic English by suggesting
nominalizations. It applies transformation rules
on dependency parse trees, and performs nom-
inalization using two existing resources, NOM-
LEX (Meyers et al., 1998) and CATVAR (Habash
and Dorr, 2003). Preliminary evaluations suggest
that the system has high recall but low precision:
when a clause can indeed be nominalized, the sys-
tem is able to offer valid suggestions; it also pro-
vides suggestions, however, that would yield less
natural sentences. As such, it is currently suit-
able for more advanced students who can judge
the quality of these suggestions.

We plan to pursue three lines of research in fu-
ture work. First, we hope to construct better verb-
to-noun and adjective-to-noun mappings with au-
tomatic sense disambiguation. Second, we aim to
raise precision by detecting sentences that are not
amenable to nominalization. Finally, we plan to
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train the sentence generator to rank its suggestions
of words for linking the noun phrases.
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Abstract 

Generative chatbot models based on se-
quence-to-sequence networks can generate 
natural conversation interactions if a huge 
dialogue corpus is used as training data. 
However, except for a few languages such 
as English and Chinese, it remains difficult 
to collect a large dialogue corpus. To ad-
dress this problem, we propose a chatbot 
model using a mixture of words and sylla-
bles as encoding-decoding units. In addi-
tion, we propose a two-step training meth-
od, involving pre-training using a large 
non-dialogue corpus and re-training using 
a small dialogue corpus. In our experi-
ments, the mixture units were shown to 
help reduce out-of-vocabulary (OOV) 
problems. Moreover, the two-step training 
method was effective in reducing gram-
matical and semantical errors in responses 
when the chatbot was trained using a small 
dialogue corpus (533,997 sentence pairs). 

1 Introduction 

Chatbots (also known as conversational agents, 
such as Alexa, Siri, and Cortana) are software 
programs that mimic written or spoken human 
speech for interactions with real people. Chatbot 
models are divided into two types: retrieval-based 
and generative models. The retrieval-based mod-
els match an input query against predefined que-
ries, select one query with the highest matching 
score, and return a response paired with the se-
lected query. They simply pick responses from a 
repository of query-response pairs, and therefore 
the responses do not contain any unplanned 
grammatical errors. However, the response cov-
erage is restricted, because retrieval-based models 
cannot handle unseen queries for which prede-

fined responses do not exist. To overcome this 
problem, generative models have been proposed 
with the increasing development of deep learning 
techniques. Generative models do not rely on 
predefined responses, but rather generate new re-
sponses using well-trained neural networks. 
Therefore, they have an ability to cope effectively 
with unseen queries. However, they require a 
large training corpus, in the form of query-
response pairs. If the training corpus is not suffi-
cient, then they make grammatical errors, espe-
cially in longer sentences. 

Many previous studies on generative chatbot 
models are based on sequence-to-sequence net-
works called encoder-decoder models (Vinyals 
and Le, 2015; Shang et al., 2015). To furnish a 
chatbot with personal characteristics, Li et al. 
(2016b) proposed a persona-based model in 
which individual characteristics of speakers are 
encoded. However, the persona-based model re-
quired a large speaker-specific dialogue corpus 
for model training. To resolve this problem, Lu-
an et al. (2017) proposed a speaker-role adapta-
tion model based on auto-encoding methods us-
ing a non-dialogue corpus. To improve the per-
formances of chatbots, Qiu et al. (2017) pro-
posed a hybrid model that generates answers by 
selecting the most suitable among those re-
trieved. These previous models require a huge 
single-turn dialogue corpus (about ten million 
paired sentences) for training. For most lan-
guages, excluding a few such as English and 
Chinese, it is not easy to collect a high-quality 
dialogue corpus with millions of entries. To re-
duce this problem, we propose a two-step train-
ing method for efficiently training a generative 
chatbot model based on a sequence-to-sequence 
neural network. In the first step, the proposed 
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model is pre-trained using a large amount of 
non-dialogue text, such as novel texts and news 
articles. We call this the language learning step. 
In the second step, it is finaly trained using a 
comparably small single-turn dialogue corpus. 
We call this the dialogue learning step. Previous 
models face difficulties in dealing effectively 
with out-of-vocabulary (OOV) words. To reduce 
this problem, we propose an encoding-decoding 
method using a mixture of words and syllables 
as encoding-decoding units. The proposed mod-
el encodes and decodes closed words (i.e., gen-
eral nouns and verbs) into word forms. Then, it 
encodes and decodes open words (i.e., proper 
nouns and OOV words) into syllable forms. 

2 Chatbot Based on Two-Step Training 
Method and Mixed Encoding-
Decoding Units 

Figure 1 illustrates the network architecture of the 
proposed chatbot. 

 

 
Figure 1: Overall architecture 

 
As shown in Figure 1, the proposed chatbot is 
based on a sequence-to-sequence network with an 
attention mechanism (Bahdanau et al., 2015). This 

differs from conventional sequence-to-sequence 
networks in the aspect that the encoding and de-
coding units are not fixed. In the encoder,  is 
the ith word embedding vector in an input sen-

tence, and  is the jth syllable embedding vector 
of the kth word in an input sentence. If an input 
word is included in a closed word category, such 
as general nouns, verbs, and particles, then the 
word is input to the sequence-to-sequence net-
work as a word embedding vector. If an input 
word is not included in a closed word category, 
but rather in an open word category such as prop-
er nouns or OOV words, then the word is split into 
syllable sequences, and is merged into an embed-
ding vector using a convolutional neural network 
(Kim et al., 2016). The merged embedding vector 
takes the place of an embedding vector for the in-
put word. In the decoder,  is the ith of the lexical 
fragments constituting a sentence. The lexical 
fragment  can be a word or syllable. Words in a 
closed word category are generated in the form of 
words, and words in an open word category are 
generated in the form of syllable sequences. To 
implement this encoding and decoding method, 
we perform a morphological analysis of the train-
ing corpus and split open words into syllable se-
quences. Then, we use the mixture of words and 
syllables as an input sequence and output se-
quence for the sequence-to-sequence network. For 
example, the single-turn dialogue “A: I want to go 
to Gangnam. B: How about visiting Garosugil?” 
is individually split into [I, want, to, go, to, Gang, 
nam] and [How, about, visiting, Ga, ro, su, gil]. 
The former and latter are used as an input and 
output of the sequence-to-sequence network, re-
spectively. 

2.1 Language Learning Step 

In the language learning step, we expect that the 
proposed chatbot learns the grammatical struc-
tures of sentences and semantic co-relations be-
tween words in a given language. We assume that 
sentence mimicking can provide some assistance 
in achieving this goal. To realize this assumption, 
we adopt an autoencoder mechanism. The pro-
posed chatbot is trained using a large non-
dialogue corpus (e.g., news articles) without any 
turn-taking. During the training, we use each sen-
tence in the non-dialogue corpus as input and out-
put for the sequence-to-sequence network. As a 
result, the decoder plays the role of a kind of neu-
ral language model based on mimicking, which 
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learns how to generate a grammatically and se-
mantically correct sentence. What our model is 
based on mimicking is a main difference with 
Ramachandran’s model (Ramachandran et al. 
(2016) based on language modeling (LM). 

2.2 Dialogue Learning Step 

In the dialogue learning step, we expect that the 
proposed chatbot learns the degree of association 
between two sentences in single-turn dialogues. 
We assume that a chatbot does not require a huge 
corpus of dialogue examples if it already knows 
how to generate sentences. To validate this as-
sumption, the dialogue learning step of the pro-
posed chatbot starts after the language learning 
step is finished. During the training, we employ 
pairs consisting of a query and response in single-
turn dialogue as input and output pairs for the se-
quence-to-sequence network. 

3 Evaluation 

3.1 Data Sets and Experimental Settings 

For our experiments, we collected two kinds of 
Korean corpuses: One is a non-dialogue corpus 
(2,975,918 sentences) consisting of news articles 
and online forum texts, and the other is a single-
turn dialogue corpus (533,997 sentence pairs) col-
lected from mobile chat rooms, in which two us-
ers discuss each other’s views on a specific topic 
using the short message service of a commercial 
telecommunications company. To evaluate the 
performance of the proposed chatbot, we divided 
the single-turn dialogue corpus into a dialogue 
training corpus (499,959 sentence pairs) and a dia-
logue test corpus (34,038 sentence pairs). We used 
the whole non-dialogue corpus as training data for 
the language learning step. Then, we used the dia-
logue training corpus as training data for the dia-
logue learning step. The non-dialogue corpus and 
dialogue training corpus contained 46,334 unique 
closed words in total. They contained a total of 
367,646 unique open words, consisting of 1,120 
unique syllables. Therefore, the vocabulary size of 
the sequence-to-sequence network was set to 
47,454 (46,334 unique closed words + 1,120 
unique syllables). 

 We performed an automatic evaluation, as 
well as a manual evaluation. Automatic evalua-
tion measures for chatbots have been not 
agreed universally. Portions of word-overlaps 
between gold-standard answers and chabot’s re-

sponses are widely used as a practical choice for 
automatic evaluation. Therefore, we used BLEU 
(BiLingual Evaluation Understudy) (Papineni et 
al., 2002) and ROUGE (Recall-Oriented Under-
study for Gisting Evaluation) (Lin et al., 2004) as 
automatic evaluation measures. BLEU was de-
signed to evaluate the quality of text that has been 
machine-translated from one natural language to 
another. ROUGE was for designed for evaluating 
automatic summarization and machine translation 
software in natural language processing. BLEU 
and ROUGE were automatically calculated using 
the test dialogue corpus. It has been reported that 
these automatic measures may not be suitable for 
evaluating chatbots (Liu et al. 2016a). Thus, to 
supplement these evaluation measures, we manu-
ally examined outputs of the proposed chatbot 
from grammatical and semantic viewpoints. For 
the manual evaluation, we collected 100 new que-
ries from four university students who were not 
involved in the research. The four students input 
the queries to the chatbot. Then, they assigned 
scores of 0~2 points to each response generated 
by the chatbot, from both syntactic and semantic 
viewpoints, as shown in Table 1. 
 

Score Syntactic Score Semantic Score 

0 
A response includes 
many grammatical 
errors. 

A response is not as-
sociated with a que-
ry at all. 

1 
A response includes 
a few grammatical 
errors. 

A response is partial-
ly associated with a 
query. 

2 
A response does not 
include any gram-
matical errors. 

A response is fully 
associated with a 
query. 

Table 1: Scores for the manual evaluation 
 

3.2 Implementation 

We implemented the proposed chatbot using Ten-
sorFlow 1.0 (Abadi et al., 2015). Training and 
prediction were carried out on a per-sentence lev-
el. We set the sizes of word embedding vectors 
and syllable embedding vectors in Figure 1 to 50 
and 10, respectively. In the language learning step, 
the training spanned one epoch, and was per-
formed by mini-batch stochastic gradient descent 
with a fixed learning rate of 0.001. Each mini-
batch consisted of 32 sentences. In the dialogue 
learning step, the training spanned five epochs, 
and was performed by mini-batch stochastic gra-
dient descent with a fixed learning rate of 0.001. 
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Each mini-batch consisted of 32 sentences. Dur-
ing the error backpropagations, the cross-entropy 
was used as a loss function. The optimal parame-
ters were empirically obtained. 

3.3 Experimental Results 

The first experiment was designed to show the 
usefulness of the proposed architecture, where 
mixtures of words and syllables are used as input 
and output sequences, from the aspect of OOV 
problems. Table 2 shows the how the performance 
of the proposed chatbot varies according to 
changes in encoding-decoding units. 
 

Measure 
Word-
Only 

Syllable-
Only 

Mixture

Vocabulary Size 57,102 1,534 55,568 
Training Time (h) 2.3 3.2 2.9 

BLEU 
0.3693 

(0.4646) 
0.4394 

(0.4234) 
0.4230 

(0.4710)

ROUGE-1 
0.2840 

(0.3646) 
0.4279 

(0.4026) 
0.3654 

(0.4194)

ROUGE-L 
0.2657 

(0.3861) 
0.4177 

(0.3920) 
0.3518 

(0.4009)
Syntactic Score 0.43 0.98 0.70 
Semantic Score 0.62 1.26 0.98 
Table 2: Performance comparison according to 

different encoding and decoding units 
 
In Table 2, Mixture is the proposed model. Word-
Only and Syllable-Only represent chatbots that use 
only words and syllables, respectively, as encod-
ing-decoding units. The parenthesized scores are 
the performances when functional words (i.e., 
ending words, postpositional words, and so on) in 
Korean are excluded from the performance evalu-
ations. In other words, they are the performances 
with respect to generated content words (i.e., 
nouns, verbs, and so on). All of the models were 
trained using only the dialogue training corpus, 
like conventional chatbot models. As shown in 
Table 2, Mixture exhibited a better performance 
than Word-Only for all measures. Although Mix-
ture achieved an inferior performance to Syllable-
Only for the measures with respect to all types of 
words, it outperformed Syllable-Only for the 
measures with respect to just content words. We 
found that Word-Only and Syllable-Only made 
many mistakes in generating content words that 
were unseen in the training data. This fact indi-
rectly shows that the proposed architecture may 
contribute to reducing OOV problems. We ana-
lyzed the cases in which Mixture showed lower 

syntactic and semantic scores than Syllable-Only. 
The reasons are as follows: Syllable-Only showed 
relatively high syntactic and semantic scores be-
cause it often returns short and general responses 
like “Okay” and “Yes, I see”. Moreover, Syllable-
Only more correctly generated functional words 
than Word-Only and Mixture did. As a result, Syl-
lable-Only obtained higher syntactic and semantic 
scores. Although Mixture well generated content 
words, it showed lower syntactic and semantic 
scores than Syllable-Only because it less correctly 
generated functional words.  

The second experiment was designed to show 
the effectiveness of the proposed training method. 
Table 3 shows how the performance of the pro-
posed chatbot varies according to different train-
ing methods. In Table 3, Single-Step Training is a 
conventional training method in which a chatbot 
is trained using only the dialogue training corpus. 
LM Training is the training method proposed by 
Ramachandran et al. (2016). In LM Training, a 
chatbot is pre-trained using a language model, and 
re-trained using the dialogue training corpus. Two-
Step Training is the proposed method, in which 
the chatbot is pre-trained using the non-dialogue 
corpus and re-trained using the dialogue training 
corpus. The parenthesized scores give the perfor-
mances when functional words are excluded from 
the performance evaluations. 
 

Measure 
Single-Step 

Training 
LM 

Training 
Two-Step 
Training 

BLEU 
0.4230 

(0.4710) 
0.4592 

(0.5094) 
0.4591 

(0.5076) 

ROUGE-1
0.3654 

(0.4194) 
0.3833 

(0.4231) 
0.4045 

(0.4673) 

ROUGE-L
0.3518 

(0.4009) 
0.3858 

(0.4379) 
0.4004 

(0.4666) 
Syn. Score 0.70 0.81 0.94 
Sem. Score 0.98 1.09 1.30 
Table 3: Performance comparison according to 

different training methods 
 
As shown in Table 3, Two-Step Training outper-
formed Single-Step Training for most measures 
and showed competitive performances compared 
with LM Training for the ROUGE scores of con-
tent words. In particular, Two-Step Training 
achieved much higher scores than Single-Step 
Training and LM Training in the manual evalua-
tion. This fact reveals that the proposed training 
method can be effective in reducing grammatical 
errors of responses and in generating responses 

34



 
 
 

   

associated with input queries when a dialogue 
corpus is not sufficient to train chatbots based on 
sequence-to-sequence networks. 

4 Conclusion 

We have proposed a chatbot model using a modi-
fied architecture of a sequence-to-sequence net-
work. The chatbot used a mixture of words and 
syllables as encoding-decoding units, in order to 
reduce OOV problems. In addition, we proposed a 
new training method to pre-train the chatbot using 
a large non-dialogue corpus, and to re-train the 
chatbot using a small dialogue corpus. This train-
ing method contributed to reducing syntactic and 
semantic mistakes when a dialogue corpus for 
training is not large enough. 
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Abstract

Designing content output for weather-
aware services based on domain experts
can sometimes be arduous due to their lim-
ited availability and the amount and com-
plexity of information considered in ex-
plaining their recommendations. As an
initial step in our work towards generat-
ing recommendations that are acceptable
and readable, our methodology involving
an eye tracker attempts to simplify and
capture more valuable data in early design
stages. Our pilot study explored which in-
formation in weather-based recommenda-
tions seemed to be more useful to support
users decision making. The results sug-
gest that interactive content could be de-
ployed based on the relevance of informa-
tional items and both graphical points of
interest and legends could help in deliver-
ing content more efficiently.

1 Introduction

In the realm of context-aware services and inter-
active applications, Natural Language Generation
(NLG) involving maps in combination with mete-
orological data is subject to active field research
(Ramos-Soto et al., 2015). Automatically generat-
ing recommendations consisting of both text and
figures can help users in making decisions while
providing personalized services (Gkatzia et al.,
2017). Furthermore, it is not just an issue of giving
a suitable recommendation according to the user’s
context (Mocholi et al., 2012), but also to design
content generators in such a way that the artificial
intelligence associated to the service is better con-
sidered in terms of being explainable, accountable
and intelligible (Abdul et al., 2018; Alonso et al.,
2018).

The combination of such qualities means that
we are facing a complex design problem that needs
to deal with several issues before a successful al-
gorithm can be implemented. In order to start
addressing this issue, we propose to use an eye
tracker with a double purpose: i) to set a prior-
ity and get a narrower focus on all the informa-
tion elicited from meteorologists; and ii) to supply
a method in order to gather from users more ob-
jective data that complement self-reporting ques-
tionnaires. In this way, we expect to enable better
informed design decisions. Thus, this paper con-
tributes a pilot empirical study exploring with the
help of an eye tracker how stimuli containing rec-
ommendations with explanations supported by fig-
ures are processed by people and which elements
can be more relevant for generating content in fu-
ture designs.

2 Background on cognitive psychology
and eye tracking

Eye trackers are devices capable of recording gaze
or eye-movement data as users focus their visual
attention. They have typically supported research
concerned about reading patterns and content en-
gagement (Liu, 2014), since visual attention trig-
gers underlying cognitive processes. There are
also studies regarding how the required tasks can
influence people’s eye movements (Kaakinen and
Hyona, 2010). In addition, it is well-known from
cognitive psychology that multimodal texts and
underlying structures can enhance interaction with
contents and their processing effort (Danielsson
and Selander, 2016). For example, the study in
(Holsanova et al., 2008) used an eye tracker to
confirm that design principles such as spatial con-
tiguity and attentional guidance that support both
spatial navigation and semantic integration of con-
cepts facilitate information processing in newspa-
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per reading.
In order to analyze gaze data, there are several

features and a range of metrics that eye-tracking
tools can provide, as surveyed in (Sharafi et al.,
2015). Among the raw data, eye fixations are es-
pecially useful, which refer to stabilization of the
eye for a period of time (e.g. circa 200ms) and
provide deeper understanding on where visual at-
tention has been focused. Scanpaths are also in-
teresting, which visualize chains of fixations. To
the best of our knowledge, there is not much spe-
cific work using eye-tracking to explore weather-
based stimuli besides the recent study by (Sivle
and Uppstad, 2018). The authors explored how
multimodal reading takes place and why readers
move between representations, concluding that ta-
bles are more often used with respect to diagrams.

3 Study

3.1 Participants and equipment
Fifteen adult volunteers (mean: 23.13 years old,
sd=2.71) participated in the empirical study. They
were all postgraduate students or PhD candidates
working on technical fields related to computer
science. All except one stated to have prior knowl-
edge of Galician geography.

The experimental setting was implemented us-
ing the EyeTribe Tracker1 to track the eye gaze
on a main screen where the stimuli were displayed
(see Figure 1). Also, a device supported the sub-
ject’s chin to prevent tracker calibration issues. A
secondary bigger screen only active while answer-
ing questionnaires was set behind, placed at a dis-
tance so that both can be read without changing the
pose, to not compromise the tracker calibration.

We used the Ogama software (Voßkühler et al.,
2008) (version 5.0.5754) to assemble the stimuli
and manage the gaze data recording.

3.2 Stimuli design
The empirical study consisted of 6 trials, which
were randomized to prevent order effects. The
stimulus in each trial included a recommenda-
tion about the suitability to carry out activities on
the Beach, Surfing or activities on the Mountains.
Typically, a stimulus included a textual description
on the upper side of the screen. The text was in
Spanish, the native language of the participants. A
literal transcription of a sample text on the Beach
topic into English is as follows:

1https://github.com/EyeTribe/documentation

Figure 1: Experimental setting.

“Today will be a perfect day to enjoy the
beaches of A Mariña luguesa, like in As Catedrais
or Arealonga, since the temperatures will be very
pleasant and the skies will remain clear all day.
Likewise, it is also recommended to attend the flu-
vial beaches of the interior of Galicia.
The reason for the good weather prevailing on
the Cantabrian coast and inland of Galicia is due
to the move of the Anticyclone from the Azores
to the east. Such a synoptic situation will cause
both territories to be left out of the mists and low
cloud cover that will do affect the Galician At-
lantic coast.”

The text consisted of both a recommendation
R (the first paragraph) and an explanation of the
weather forecast E (the second paragraph). The
order of these parts can lead to two possible ar-
rangements (i.e., <R, E> or <E, R>). The stim-
uli also came with a set of maps supporting the
explanation (see Figure 2-Left): weather forecast,
UV index, max temperature, and sea state maps.
The fourth map was replaced by a storm warning
map in the mountain recommendations. The stim-
uli were designed by a meteorologist with expe-
rience in generating weather reports, taking into
account that the target user is the general public.

3.3 Procedure

Before the experimental session, each participant
was provided with an informed consent form ex-
plaining the research context and empirical tasks,
and agreed to participate voluntarily. Then, the
experimenter proceeded to make the adjustments
to the chair as needed, and a calibration proce-
dure was carried out in order to initialize the eye
tracker and ensure gaze data recording. Some in-
formational screens were displayed regarding ge-
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ographical information to get acquainted with the
type of maps and related locations. Then the user
performed the trials following instructions on the
main screen, just switching to the secondary dis-
play when requested to answer questionnaires. For
each trial, there was a first screen presenting the
textual description as a stimulus. The task was to
read the text, in order to gather typical reading pat-
terns, warm up, and be sure that tracking worked
correctly. A second screen presented the same text
plus the figures supporting the textual description.
The task for the user was to inspect the recommen-
dation to assess to which extent the visual infor-
mation provided matched the textual description.
The stimuli were self-paced, and participants kept
their hand on the space bar all the time, which had
to be pushed to move forward. Switching between
displays was handled by the experimenter, turn-
ing them off and on as needed. Instruction screens
were set between stimuli in order to ensure that
gaze recording was separated accordingly. Once
the 6 trials were finished, the participant answered
the demographics questionnaire.

3.4 Results

3.4.1 Gaze data

We carried out a qualitative analysis by replay-
ing the fixations, scanpaths and calculating the at-
tention maps as fixation count heatmaps with fix-
ations weighted by duration as provided by the
Ogama software. While fixations just give point
clouds where users looked at on screen, the atten-
tion maps can be used to identify regions of spe-
cial attention in specific stimuli, filtering noise and
enhancing visual analysis. Longer fixations, and
therefore attention, have several implications. In
reading tasks, longer fixations are typically over
words that took longer processing time (Rauzy and
Blache, 2012; Sharafi et al., 2015), either because
the word was more difficult to understand or just
because it was considered a relevant and important
term to remember. In matching tasks, fixations and
attention maps provide insight into which spots
can be more informational and relevant to support
the textual description. This allows us to decide
which information should be kept as it is, high-
lighted or discarded.

In the reading tasks, we captured the reading
patterns, which led to scanpaths line per line from
left to right. It took on average about 29 seconds
(sd=7.99), resulting in 91.28 (sd=22.97) fixations

and 3.18 fixations per second on average. The at-
tention maps show that more processing effort fo-
cused on the general forecast description E rather
than in the recommendation R itself regardless of
the arrangement. We must also be aware that ex-
planations were usually longer than the proper rec-
ommendation. When analyzing the words lying in
the spots, the most prominent ones are related to
weather events (e.g., showers, wind, or very sig-
nificant waves) and geographical locations (e.g.,
Patos beach, A Madalena beach, or province of
Pontevedra). Also, we noticed that some single
words (e.g., synoptic) were signaled, which are un-
common terms often used by meteorologists.

In the matching tasks, each trial took 24.42 sec-
onds on average (sd=9.71), with a mean number
of fixations about 70.28 (sd=26.67) and 2.9 fixa-
tions per second. Regarding the gaze data, weather
events and geographical locations are again promi-
nent in the text (e.g., light showers, high temper-
ature, inland region, or beach of Carnota). Re-
garding the figures, the most prominent spots are
over the weather forecast map (e.g., related to spe-
cific areas mentioned in the text such as A Mariña
luguesa in Figure 2-Center), the max temperature
map and the maps’ legends. When the gaze fo-
cused longer on weather graphic symbols, they
were about weather events such as showers rather
than good weather conditions. The sea and the
storm warning maps had some relevant role in
the surfing and mountain trials respectively as de-
picted in Figure 2-Right. Overall, the dwell times
on the defined Areas of Interests (AOIs) confirm
the relevance of maps for users (see Figure 3).

3.4.2 Questionnaires
We gathered additional information through ques-
tionnaires provided after each trial. We used a 7-
point Likert scale for assessing questions regard-
ing Coherence text-graphics (m=6.26, sd=1.13),
Readability (m=6.23, sd=1.02), and Understand-
ability (m=6.37, sd=0.98). Some open questions
to gather the most and less relevant items accord-
ing to participants were included. Table 1 reports
the frequencies of topics in the content analysis.
Overall, these self-reported remarks were consis-
tent with the observation from the gaze data.

4 Discussion and future work

We have explored eye-tracking as a complemen-
tary method to the self-reporting questionnaires
that are typically used in similar research.

38



Figure 2: Sample maps (Left). Attention maps for a beach (Center) and a mountain stimulus (Right),
calculated as fixation count height maps with fixations weighted by duration and using the following
colour scale normalization: purple (10%), blue (25%), turquoise (40%), green (65%), yellow (75%),
orange (93%), red (100%). The stimuli size was 1920x1080, the kernel size was Ogama’s default 201.

Figure 3: Complete fixation time on Areas of Interests (AOIs) and relative transition paths for a Beach
stimulus. It provides a magnitude for the overall time spent in each AOI.
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Table 1: Content analysis: the most ‘+’ and less ‘-’ relevant items (number of occurrences in brackets).

Beach Surfing Mountain
+ weather forecast map (7), max

temperature map (4), UV in-
dex map (2), sea state map (2)

sea state map (7) weather forecast map (8),
storm warning map (4), max
temperature map (3)

- complex descriptions includ-
ing either technical terms or
place names (5), UV index (3)

max temperature map (2), UV
index map (2), place names (3)

place names and technical
terms, storm warning map if
there is no risk

Involving domain experts to provide well-
founded descriptions and explanations is a chal-
lenge. They provide much information to be fully
precise, and therefore prioritizing or simplifying
the pieces of information is not straightforward.

Following a traditional approach would require
several design cycles to elicit information from
meteorologists, who are not always available,
whereas testing with users is costly even for small
samples. Thus, our approach attempts to speed up
the process at an early stage of development by
starting with a more exploratory scenario that al-
lowed us to get multiple observations at once in
order to back up future design decisions. This mo-
tivated that our request to the meteorologist for de-
signing the stimuli included some practical con-
straints such as text no longer than a short para-
graph and no more than four maps fitting a single
screen for a web service application. In this way,
the expert still had some room to create a report
and we are not discarding informational items be-
forehand without a good reason. Moreover, having
a setting with a PC desktop screen was deliber-
ately chosen because we can focus on the content
without any interference imposed by interactions
(e.g., navigating between smaller screens in a mo-
bile user interface), and the design space is better
understood by both the domain expert and users.

The results confirmed that the domain expert
who designed the stimuli used more source infor-
mation than users demand and can naturally pro-
cess, as suggested by underused maps and user
comments regarding complex descriptions and
technical terms. Thus, one design principle is to
provide simplified on-screen information. Choos-
ing a limited set of information sources would
help to reduce complexity and cognitive load. For
example, by providing only the two most rele-
vant maps as reported in the results and by giving
the option to interactively explore more complex
and extended information. Salient gaze spots for

text were on referring expressions, such as proper
nouns of places, and weather events. This is an
expected result as these words are actually the key
information being conveyed, in line with (Rauzy
and Blache, 2012).

When talking about specific places (e.g., the
name of a beach or a peak), the maps should also
include landmarks to facilitate its interpretation,
mitigate any gap in the user’s geographical back-
ground knowledge and simplify text. Furthermore,
when text is the only possible output, because
maps are not available or another modality is be-
ing used (e.g., speech), the specific place should
be accompanied of a more general location. For
example, a recommendation referring to the beach
called “Patos” could be improved by expanding
the information in the text with a more general lo-
cation well-known by users such as Rı́a de Vigo.
We can also focus on the recommendation R, and
then consider the general explanation in a follow-
up interaction. This is still important to provide
more intelligibly context-aware applications (Lim
and Dey, 2013). Expanded explanations under re-
quest could include a more technical view indeed.
We must use the legends properly as can be a very
powerful resource, with users looking at them sys-
tematically. Although using heatmaps can be a
very useful tool, they must be handled with care
to prevent misinterpretations (Bojko, 2009). Our
study used fixation count height maps with a cor-
rection to take into account the length of fixations.
However, we must be aware that they just repre-
sent average fixation behaviour, and as any aver-
aged computation it can be subject to bias due to
very different fixation behaviours or longer expo-
sures to the stimuli. Accordingly, more advance
and robust computations to complement and coun-
teract such limitations should be considered when-
ever possible.

We can conclude that an eye-tracker provides
additional objective and valuable data which are
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complementary, but quite in agreement to those
derived from questionnaires. As future work,
we aim to develop a data-to-text module ready
to automatically produce multimodal recommen-
dations. Content design will be initially guided
by the conclusions derived from this study. Fur-
thermore, we will analyze how other different
structures (that can be explored interactively) may
affect the explainability and intelligibility of a
weather-aware service.
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Abstract

Open-domain dialog systems are difficult to
evaluate. The current best practice for ana-
lyzing and comparing these dialog systems is
the use of human judgments. However, the
lack of standardization in evaluation proce-
dures, and the fact that model parameters and
code are rarely published hinder systematic
human evaluation experiments. We introduce
a unified framework for human evaluation of
chatbots that augments existing chatbot tools,
and provides a web-based hub for researchers
to share and compare their dialog systems.
Researchers can submit their trained mod-
els to the ChatEval web interface and obtain
comparisons with baselines and prior work.
The evaluation code is open-source to en-
sure evaluation is performed in a standardized
and transparent way. In addition, we introduce
open-source baseline models and evaluation
datasets. ChatEval can be found at https:
//chateval.org.

Introduction
Reproducibility and model assessment for open-
domain dialog systems is challenging, as many small
variations in the training setup or evaluation technique
can result in large differences in perceived model per-
formance. In addition, as the field has grown, it has be-
come increasingly fragmented.

Papers often focus on novel methods, but insuffi-
cient attention has been paid to ensuring that datasets
and evaluation remain consistent and reproducible. For
example, while human evaluation of chatbot quality
is extremely common, few papers publish the set of
prompts used for this evaluation, and almost no papers
release their learned model parameters. Because of this,
papers tend to evaluate their methodological improve-
ment against a sequence-to-sequence (Seq2Seq) base-
line (Sutskever et al., 2014) rather than against each
other.

Seq2Seq was first proposed for dialog generation
by Vinyals and Le (2015) in a system they called
the Neural Conversational Model (NCM). Due to the
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Figure 1: Flow of information in ChatEval. A re-
searcher submits information about her model, includ-
ing its responses to prompts in a standard evaluation
set. Automatic evaluation as well as human evaluation
are conducted, then the results are posted publicly on
the ChatEval website.

NCM being closed-source, nearly all the papers com-
paring against it have implemented their own versions,
with widely varying performance. Indeed, we found no
model, neither among those we trained nor those avail-
able online, that matched the performance of the origi-
nal NCM, as evaluated by humans.

Another issue is that human evaluation experiments,
which are currently the gold standard for model evalu-
ation, are equally fragmented, with almost no two pa-
pers by different authors adopting the same evaluation
dataset or experimental procedure.

To address these concerns, we have built ChatEval, a
scientific framework for evaluating chatbots. ChatEval
consists of two main components: (1) an open-source
codebase for conducting automatic and human evalua-
tion of chatbots in a standardized way, and (2) a web
portal for accessing model code, trained parameters,
and evaluation results, which grows with participation.
In addition, ChatEval includes newly created and cu-
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rated evaluation datasets with both human annotated
and automated baselines.

Related Work

Competitions such as the Alexa Prize,1, ConvAI2 and
WOCHAT,3 rank submitted chatbots by having humans
converse with them and then rate the quality of the con-
versation. However, asking for absolute assessments of
quality yields less discriminative results than soliciting
direct comparisons of quality. In the dataset introduced
for the ConvAI2 competition, nearly all the proposed
algorithms were evaluated to be within one standard
deviation of each other (Zhang et al., 2018). Therefore,
for our human evaluation task, we ask humans to di-
rectly compare the responses of two models given the
previous utterances in the conversation.

Both Facebook and Amazon have developed evalu-
ation systems that allow humans to converse with (and
then rate) a chatbot (Venkatesh et al., 2018; Miller
et al., 2017). Facebook’s ParlAI 4 is the most compa-
rable system for a unified framework for sharing, train-
ing, and evaluating chatbots; however, ChatEval is dif-
ferent in that it entirely focuses on the evaluation and
warehousing of models. Our infrastructure relies only
on output text files, and does not require any code base
integration .

The ChatEval Web Interface

The ChatEval web interface consists of four primary
pages. Aside from the overview page, there is a model
submission form, a page for viewing the profile of any
submitted model, and a page for comparing the re-
sponses of multiple models.

Model Submission When researchers submit their
model for evaluation, they are also asked to submit the
following: A description of model which could include
link to paper or project page. The model’s responses on
at least one of our evaluation datasets. Researcher may
also optionally submit a URL to a public code reposi-
tory and a URL to download trained model parameters.

After the code and model parameters are manually
checked, we use the ChatEval evaluation toolkit to
launch evaluation on the submitted responses. Two-
choice human evaluation experiments compare the re-
searchers’ model against baselines of their choice.
New models submitted to the ChatEval system become
available for future researchers to compare against. Au-
tomatic evaluation metrics are also computed. At the
researchers’ request, results may be embargoed prior
to publication.

1https://developer.amazon.com/
alexaprize

2http://convai.io/
3http://workshop.colips.org/wochat/
4https://parl.ai

Model Profile Each submitted model as well as each
of our baseline models have a profile page on the Chat-
Eval website. The profile consists of the URLs and de-
scription provided by the researcher, the responses of
the model to each prompt in the evaluation set, and
a visualization of the results of human and automatic
evaluation.

Response Comparison To facilitate qualitative com-
parison of models, we offer a response comparison in-
terface where users can see all the prompts in a particu-
lar evaluation set, and the responses generated by each
model.

Evaluation Toolkit
The ChatEval evaluation toolkit is used to evaluate sub-
mitted models. It consists of an automatic evaluation
and a human evaluation component.

Automatic Evaluation Automatic evaluation met-
rics include: The number of unique n-grams in the
model’s responses divided by the total number of gen-
erated tokens. Average cosine-similarity between the
mean of the word embeddings of a generated response
and ground-truth response (Liu et al., 2016). Sentence
average BLEU-2 score (Liu et al., 2016). Response per-
plexity, measured using the likelihood that the model
predicts the correct. response (Zhang et al., 2018). Our
system is easily extensible to support other evaluation
metrics.

Figure 2: The instructions seen by AMT workers.

Human Evaluation A/B comparison tests consist of
showing the evaluator a prompt and two possible re-
sponses from models which are being compared. The
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prompt can consist of a single utterance or a series of
utterances. The user picks the better response or spec-
ifies a tie. When both responses are the same, a tie is
automatically recorded. The instructions seen by AMT
workers are shown in Figure 2.

The evaluation prompts are split into blocks (cur-
rently defaulted to 10). Crowd workers are paid $0.01
per single evaluation. We used three evaluators per
prompt, so, if there are 200 prompt/response pairs, we
have 600 ratings and the net cost of the experiment is
$6. On the submission form, we ask researchers to pay
for the cost of the AMT experiment.

The overall inter-annotator agreement (IAA) varies
depending on the vagueness of the prompt as well as
the similarity of the models. Out of 18 different experi-
ments run, we found that IAA, as measured by Cohen’s
weighted kappa (Cohen, 1968), varies between .2 to .54
if we include tie choices. This is similar to the findings
of Yuwono et al. who also found low inter-annotator
agreement. Unfortunately, there are occasionally bad
workers, which we automatically remove from our re-
sults. In order to identify such workers, we examine the
worker against the other annotators.

Evaluation Datasets
We propose using the dataset collected by the dialogue
breakdown detection (DBDC) task (Higashinaka et al.,
2017) as a standard benchmark. The DBDC dataset was
created by presenting participants with a short para-
graph of context and then asking them to converse with
three possible chatbots: TikTok, Iris, and CIC. Partici-
pants knew that they were speaking with a chatbot, and
the conversations reflect this. We randomly selected
200 human utterances from this dataset, after manu-
ally filtering out utterances which were too ambigu-
ous or short to be easily answerable. As the DBDC
dataset does not contain any human-human dialog, we
collected reference human responses to each utterance.

For compatibility with prior work, we also publish
random subsets of 200 query-response pairs from the
test sets of Twitter and OpenSubtitles. We also make
available the list of 200 prompts used as the evaluation
set by Vinyals and Le (2015) in their analysis of the
NCM’s performance.

The datasets used for chatbot evaluation ought to re-
flect the goal of the chatbot. For example, even if a chat-
bot is trained on Twitter, it only makes sense to evalu-
ate on Twitter if the chatbot’s aim is to be skilled at
responding to Tweets. With the DBDC dataset, we em-
phasize the goal of engaging in text-based interactions
with users who know they are speaking with a chatbot.
We believe that this dataset best represents the kind of
conversations we would expect a user to actually have
with a text-based conversational agent.

Conclusion
ChatEval is a framework for systematic evaluation of
chatbots. Specifically, it is a repository of model code

and parameters, evaluation sets, model comparisons,
and a standard human evaluation setup. ChatEval seem-
lessly allows researchers to make systematic and con-
sistent comparisons of conversational agents. We hope
that future researchers–and the entire field–will benefit
from ChatEval.
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Abstract

CheckYourMeal! is an app designed to
manage the diet of a user. The app is a
component of a complex cloud architec-
ture designed for assisting users in their in-
teraction with food during a week. Check-
YourMeal! allows to show the results of
automatic reasoning in both graphical and
textual forms. In particular, the bilingual
English/Italian textual messages are gener-
ated server-side by using the SimpleNLG
realizer.

1 Introduction

Following a healthy diet plays a key role in the
fulfillment of a good life. Artificial intelligence
and ubiquitous computing are emerging technolo-
gies that can help people to eat in a correct way
(e.g. (Mankoff et al., 2002; Kaptein et al., 2012;
Hashemi and Javidnia, 2012)). Natural Language
Generation (NLG) can be used in the diet context
in different ways. NLG can be used to explain
the results of numeric and symbolic reasoners (e.g.
(Dragoni et al., 2017; Anselma et al., 2017)) or
can be used to motivate users toward the best di-
etetic choice. Indeed, a number of projects have
recently use NLG for guiding a user towards a vir-
tuous behavior, among them (Reiter et al., 2003;
Braun et al., 2018; Conde-Clemente et al., 2018).

MADiMan (Multimedia Application for Diet
Management) is an ongoing project1 with the aim
to build a virtual assistant that is able to: recover
the nutritional information directly from a specific
recipe, reason over recipes and diets with flexibil-
ity, i.e. by allowing some forms of diet disobe-
dience, and persuade the user to minimize such
acts of disobedience (Anselma et al., 2017). The
MADiMan architecture is composed by various

1http://di.unito.it/madiman
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2. DietManager
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Figure 1: The MADiMan architecture.

modules (Fig. 1), that are a mobile app (described
in Section 2), a numerical reasoner that decides
the compatibility of a specific dish in some point
of the diet (Anselma et al., 2017), an informa-
tion extraction module used to compute the nu-
trient values of a specific recipe, a NLG service
that converts the results of the computing to tex-
tual form (Anselma and Mazzei, 2017). The rea-
soning module of MADiMan overcame reason-
able baselines in different simulation experiments
(Anselma et al., 2017, 2018). We realized the
CheckYourMeal! app in order to evaluate the per-
formance and the usability of the whole architec-
ture with human-evaluation into a realistic context.
Moreover, we have recently used the app to test
the appealing of the NL generated sentences in a
first human-evaluation experiment (Anselma and
Mazzei, 2018).

2 The CheckYourMeal! App and the
NLG service

CheckYourMeal! is an iOS app2 (developed in the
Swift functional language) designed to present the
result of the reasoning on food and diet in terms of
both graphics and textual messages. The app is a
prototype currently in a development stage.

In Fig. 2 we report three screenshots of the app.

2The app is currently in closed beta. Moreover, we plan
to release an Android version in the next future.
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Figure 2: Three screenshots of CheckYourMeal.

The user interface is structured in three sections:
the Home section, where the users are provided
with general information, the Menu section, where
the users can see the suggestions for the next meal
and where they can input the chosen meals, and
the Profile section, where the users can modify
settings and user parameters. In the Menu sec-
tion (central screenshot in Fig. 2), the user is pre-
sented with some suggestions of meals taken from
a precompiled database of menus which are or-
dered by their distance from the ideal values of the
dietary reference values. When a user selects a
specific menu, CheckYourMeal! shows both (1) a
pie-chart and (2) a textual message which contains
information about the macronutrients values of the
chosen menu.

The server (DietManager service in Fig. 1) is
written in Java and it uses the Spring frame-
work to communicate with the CheckYourMeal!
app. The server calls the NLG service as an
external Java library compacted into a single jar
file. The NLG Service is composed by two sub-
modules: (i) a monolithic rule-based document-
sentence planner (Anselma and Mazzei, 2017)
and, (ii) a bilingual English/Italian realizer de-
fined over the SimpleNLG-it library (Mazzei et al.,
2016). The entire NLG service has been devel-
oped by using the clojure language, that is a func-
tional language running over the JVM.

The document and sentence planner follows
simple fixed schemata. All messages will be
composed by two parts: an overall evaluation
of the dish and three evaluations for carbohy-
drates, lipids, proteins. The sentences gener-
ated for expressing the appropriateness of the

specific macronutrients are positive copula sen-
tences with a predicate expressing the deviation
(i.e. rich/poor/perfect), and a PP modifier speci-
fying the macronutrient (e.g. in lipids). Moreover,
an adverb (e.g. lightly) distinguishes distinct devi-
ations from the optimal choice. Note that the sen-
tence plans generated are, apart from the lexicon,
independent from the language used. So, the user
selection of the language for the produced mes-
sages (English or Italian) corresponds to use a dif-
ferent realizer class of SimpleNLG-it. The actual
implementation of the generator allows to select
other two features concerning the lexicon (fixed or
variable) and the aggregation strategy (VP and set
aggregation). We have tested the app, by consid-
ering different values of the various features, in a
first human-evaluation experiment with 20 people
(Anselma and Mazzei, 2018).

During the demo session, we will show both the
iOS app on a mobile phone and inner workings of
the NLG Service.

3 Conclusion and Ongoing Work

In this paper we have presented the main features
of CheckYourMeal!, an iOS app developed in the
domain of the diet management. The app is used in
the MADiMan architecture to provide the results
of an automatic reasoner in terms of graphics and
short text messages.

Future development concerns the implementa-
tion of a more sophisticated method for explana-
tion in the text messages. We intend to integrate
the numerical reasoning with ontological reason-
ing to obtain a causal explanation based over the
past dishes. In the actual state of development
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the system allows for a limited form of human-
machine interaction. In future work, we intend to
experiment too a more sophisticated form of inter-
action based on dialogue, where the system could
answer to questions concerning the compatibility
of the menu in relation to the diet history.
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