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Abstract
This paper presents the NICT’s participation
in the WMT18 shared parallel corpus filtering
task. The organizers provided 1 billion words
German-English corpus crawled from the web
as part of the Paracrawl project. This corpus
is too noisy to build an acceptable neural ma-
chine translation (NMT) system. Using the
clean data of the WMT18 shared news trans-
lation task, we designed several features and
trained a classifier to score each sentence pairs
in the noisy data. Finally, we sampled 100
million and 10 million words and built cor-
responding NMT systems. Empirical results
show that our NMT systems trained on sam-
pled data achieve promising performance.

1 Introduction

This paper describes the corpus filtering system
built for the participation of the National Institute
of Information and Communications Technology
(NICT) to the WMT18 shared parallel corpus fil-
tering task.

NMT has shown large gains in quality over Sta-
tistical machine translation (SMT) and set several
new benchmarks (Bojar et al., 2017). However,
NMT is much more sensitive to domain (Wang
et al., 2017) and noise (Khayrallah and Koehn,
2018). The reason is that NMT is a single neu-
ral network structure, which would be affected by
each instance during the training procedure (Wang
et al., 2017). In comparison, SMT is a combina-
tion of distributed models, such as a phrase-table
and a language model. Even if some instances in
the phrase-table or the language model are noisy,
they can only affect part of the models and would
not affect the entire system so much. To the best
of our knowledge, there are only few works inves-
tigating the impact of the noise problem in NMT
(Xu and Koehn, 2017; Belinkov and Bisk, 2017).

∗The first two authors have equal contributions.

In this paper, we focus on the performance of
NMT trained on noisy parallel data. We adopt the
clean data of WMT18 News Translation Task to
train a classifier and compute informative features.
Using this classifier, we score each sentence in the
noisy data and sample the top ranked sentences to
construct the pseudo clean data. The new pseudo
clean data are used to train a robust NMT system.

The remainder of this paper is organized as fol-
lows. In Section 2, we introduce the task and data.
In Section 3, we introduce the features that we de-
signed to score sentences in the noisy corpus. We
use these features to train a classifier and the sen-
tences in the noisy corpus are scored by this classi-
fier. Empirical results produced with our systems
are showed and analyzed in Section 4, and Section
5 concludes this paper.

2 Task Description

WMT18 shared parallel corpus filtering task1

(Koehn et al., 2018) provides a very noisy 1 bil-
lion words (English word count) German-English
(De-En) corpus crawled from the web as a part of
the Paracrawl project. Participants are asked to
provide a quality score for each sentence pair in
the corpus. Computed scores are then evaluated
given the performance of SMT and NMT systems
trained on 100M and 10M words sampled from
data using the quality scores computed by the par-
ticipants. newstest2016 is used as the develop-
ment data and the test data include newstest2018,
iwslt2017, Acquis, EMEA, Global Voices, and
KDE.2 The statistics of the noisy data to filter are
shown in Table 1.

The participants may use the WMT18 News

1http://www.statmt.org/wmt18/
parallel-corpus-filtering.html

2Note that, except for newstest2018, all testsets remained
unknown from the participants until the submission deadline.
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Language #lines #words #tokens

En 104.00 M 1.00B 1.66B
De 104.00 M 0.96B 1.62B

Table 1: Statistics of the noisy data to filter. “#words”
indicates the word count before tokenization.

Translation Task data3 for German-English (with-
out the Paracrawl parallel corpus) to train compo-
nents of their method. In addition, to participate
in the shared task, participants have to submit a
file with quality scores, one score per line, corre-
sponding to the sentence pairs. The scores do not
have to be meaningful, except that higher scores
indicate better quality.

3 Sentence Pairs Scoring

The task requires to give a score to each sentence
pair in the corpus to filter. We performed first an
aggressive filtering (Section 3.1) to avoid scoring
sentence pairs that are clearly too noisy to be used
during the training of MT systems. Then, we com-
puted informative features (Section 3.2) for each
one of the remaining sentence pairs. Then, ac-
cording to the feature scores, a classifier computes
a global score for each sentence pair that can be
used to rank them.

3.1 Aggressive Filtering

After a quick observation of the data, we first de-
cided to perform an aggressive filtering since it ap-
peared that many of the sentence pairs are obvi-
ously too noisy to be used to train MT systems.
For instance, many sentences in the corpus are
made of long sequences of numbers or punctua-
tion marks. We decided to give a score of 0.0 to
all the sentence pairs that contain a sentence made
of tokens that are, for more than 25% them, num-
bers or punctuation marks. We also had to take
into account the sentence length: very short source
sentences are more likely to be paired with a good
translation in the corpus, and our classifier may
give to such pairs very high scores. Then, in or-
der to avoid a filtering that keeps sentences made
in majority of very short and redundant sentences,
that are not very useful to train NMT systems, we
also give a score of 0.0 to all sentence pairs that
contain a source or a target sentence that contains
less than four tokens. We also give a score of 0.0

3http://www.statmt.org/wmt18/
translation-task.html

to all the sentence pairs that contain a sentence
longer than 80 tokens since the default parameters
of the SMT system used for evaluation filter out
sentences longer than that.

This aggressive filtering excluded 69% of the
sentence pairs, leaving us a much reduced quantity
of sentence pairs to be scored by our classifier.

3.2 Features

We scored each of the remaining sentence pairs
with four NMT transformer models, trained with
Marian (Junczys-Dowmunt et al., 2018)4, on all
the parallel data provided for the shared news
translation task (excluding the “paracrawl” cor-
pus). We trained left-to-right and right-to-left
models for German-to-English and English-to-
German translation directions. We used these four
model scores as features in our classifier.

We also trained lexical translation probability
with Moses and used them to compute a sentence-
level translation probability, for both transla-
tion directions, as proposed by Marie and Fujita
(2017).

To evaluate the semantic similarity between the
source and target sentence, we compute a feature
based on bilingual word embeddings as follows.
First, we trained monolingual word embeddings
with FastText (Bojanowski et al., 2017)5 on the
monolingual English and German data provided
by the WMT organizers. Then, we aligned En-
glish and German monolingual word embedding
spaces in a bilingual space using the unsupervised
method proposed by Artetxe et al. (2018).6 Given
the bilingual word embeddings, we computed em-
beddings for the source and target sentence by do-
ing the element-wise addition of the bilingual em-
bedding of the words they contain. Finally, we
computed the cosine similarity between the em-
beddings of source and target sentence for each
sentence pair, and used it as a feature.

Other features are computed to take into ac-
count the sentence length: the number of tokens
in the source and target sentences, and the differ-
ence, and its absolute value, between them. We
summarize the features that we used in Table 2.

4https://marian-nmt.github.io/
5We used the default parameters for skipgram, with 512

dimensions.
6We used the implementation provided by the authors,

with default parameters, at: https://github.com/
artetxem/vecmap.

964



Feature Description

L2R (2) Scores given by the left-to-right German-to-English and English-to-German NMT models
R2L (2) Scores given by the right-to-left German-to-English and English-to-German NMT models
LEX (4) Lexical translation probabilities, for both translation directions
WE (1) Bilingual sentence embedding similarity
LEN (4) Length-based features

Table 2: Set of features used by our classifier.

3.3 Classifier

We chose a logistic regression classifier to com-
pute a score for each sentence pair using the fea-
tures presented in Section 3.2. We trained our clas-
sifier on Newstest2014, that we used as positive
examples of good sentence pairs, and created the
same number of negative examples using the fol-
lowing procedure. We created three-type of nega-
tive examples, each of which contains one third of
the sentence number of Newstest2014:

• Misaligned: The target sentences are
wrongly aligned to the previous or following
source sentences.

• Wrong translation: some words in a sentence
are replaced by random words from the vo-
cabulary.

• Misordered words: we shuffled the words in
a sentence.

We used the same procedure to create training data
with Newstest2015, and used it to tune the regular-
ization parameter of our classifier. The classifier
accuracy is 78.9% on Newstest2015.

We used the probability returned by the classi-
fier for each sentence pair as the score to be used
to perform filtering.

4 NMT Systems and Results

For this task, we did not conduct experiments with
a state-of-the-art NMT system, because the orga-
nizers fixed the data and systems settings for a fair
comparison.

4.1 NMT Systems

For the data preprocessing, we strictly followed
the data preparation (including tokenization, true-
casing, and byte pair encoding) provided by the
organizers. To train NMT systems, we used the
provided official settings of Marian, which can be

found at the WMT offical website7 and the Ap-
pendix A. All our NMT systems were trained on
four Nvidia Tesla P100 GPUs.

Our settings were the same for all of the NMT
systems. For each method, we use their score to
select the top 100M and 10M sentences to train the
corresponding NMT systems. In Table 4, “Origi-
nal” means the original corpus without any filter-
ing. “Aggressive Filtering” is the method which
we introduced in Section 3.1. “Hunalign” indi-
cates the baseline corpus filtering method (Varga
et al., 2007)8 given by the organizers. “Classi-
fier” indicates the classifier that we proposed in
Section 3.3. “Classifier + LangID” indicates that
we also use a language identification tool, LangID
(Lui and Baldwin, 2012)9, to filter the sentence
pairs containing sentences that are not German or
English. The results were evaluated on the devel-
opment data newstest2016.

4.2 NMT Performance

From the results in Table 4, we have the following
observations:

• The proposed “Aggressive Filtering” reduced
69% sentences and improved 1.5 BLEU com-
pared to using the original corpus. This indi-
cates that most of the noisy data can be fil-
tered by the aggressive filter.

• The baseline “Hunalign” did not perform
very well, the performance decreased to
3.6/0.03 by selecting 100/10M sentences. Es-
pecially when selecting 10M sentences, the
NMT system nearly did not work.

• The proposed “Classifier” significantly im-
proved NMT performance by more than 20

7http://www.statmt.org/wmt18/
parallel-corpus-filtering-data/
dev-tools.tgz

8http://mokk.bme.hu/resources/
hunalign/

9https://github.com/saffsd/langid.py

965



System newstest2018 iwslt2017 Acquis EMEA Global Voices KDE average

SMT-10M 27.79 20.94 19.27 25.89 21.38 25.51 23.46
SMT-100M 30.79 22.76 21.98 30.39 23.63 26.55 25.98
NMT-10M 32.93 23.67 21.67 27.60 25.13 24.65 25.94
NMT-100M 37.28 25.83 26.11 34.13 27.62 29.25 30.04

Table 3: WMT official results.

Methods #tokens (En) #lines #BLEU

Original 1.6B 104.0M 7.4
Aggressive Filtering 584M 31.9M 8.8
Hunalign 100M 8.7M 3.6
Classifier 100M 9.1M 26.1
Classifier + LangID 100M 6.7M 31.6
Hunalign 10M 2.6M 0.03
Classifier 10M 1.2M 25.6
Classifier + LangID 10M 0.9M 27.8

Table 4: Results on the development data.

Methods #tokens (En) #Time

Original 1.6B 43 hours
Aggressive Filtering 584M 47 hours
Classifier + LangID 100M 55 hours
Classifier + LangID 10M 11 hours

Table 5: Training efficiency.

BLEU. This indicates that the proposed clas-
sifier can rank sentence by a proper order and
the more useful sentences are selected.

• The “Classifier + LangID” achieved fur-
ther approximately 2∼5 BLEU improve-
ment. This indicates there are several sen-
tences which are not proper languages and
they can be detected by the LangID.

• For the proposed method, the systems built
from 100M sentences performed much bet-
ter than the ones built from 10M sentences.
This indicates that filtering too many sen-
tences will harm the NMT performance.

4.3 Training Efficiency
Besides the NMT performances, we also showed
the training efficiency in Table 5.

The results in Table 5 showed:

• The training time of using 1.6B, 584M, and
100M sentences was very close.

• The training time of using 10M sentences
was quite faster than the other ones. Together
with the performance results in Table 4, it
show that these 10M contains most of the

useful information in the entire corpus and
can accelerate NMT training significantly.

4.4 Official Results
We reported the official results of our submitted
system “Classifier + LangID” in Tables 3. In the
official results, both SMT and NMT results were
reported.

From the results in Table 3, we have the follow-
ing observations:

• The NMT system performed much better
than corresponding SMT systems. This in-
dicates that the proposed method can help
NMT in overcoming the noise problem.

• The systems built from 100M sentences per-
formed much better than the ones built from
10M sentences. This is consistent with the
results obtained on the development data.

• Compared with other teams, the rankng of
our SMT systems performed better than our
NMT systems. The reason may be that we
used several features from SMT. We ranked
the first in the KDE SMT-10M task.

5 Conclusion and Future Work

In this paper, we investigated the noisy data prob-
lem in NMT. We designed a classification system
to filter the noisy data for the WMT18 shared par-
allel corpus filtering task and built NMT systems
using the selected data.

The empirical results showed that most of the
sentence pairs in the corpus are noisy. By remov-
ing these sentence pairs, the training corpus can be
reduced up to 1% of the original one while training
a significantly better NMT system than the origi-
nal NMT system trained on all the data. In our
future work, we would like to investigate the im-
pact of each type of noise and the effect of each
feature used by our classifier.

In this paper, we focused on supervised classi-
fication methods. That is, we used clean data as a
gold standard. In our future work, we would like
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to investigate this task using unsupervised meth-
ods. That is, we only use the noisy data and let
NMT itself detect noisy sentence pairs.
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A Marian Settings

To train NMT systems, we used
the provided settings of Marian:
--sync-sgd -T --devices 0
1 2 3 --mini-batch-fit -w
3000 --dim-vocabs 50000
50000 --layer-normalization
--dropout-rnn 0.2 --dropout-src
0.1 --dropout-trg 0.1
--learn-rate 0.0001
--after-epochs 0 --early-stopping
5 --max-length 80 --valid-freq
20000 --save-freq
20000 --disp-freq 2000
--valid-mini-batch 8
--valid-metrics cross-entropy
perplexity translation --seed
1111 --exponential-smoothing
--normalize=1 --beam-size=12
--quiet-translation.

References
Mikel Artetxe, Gorka Labaka, and Eneko Agirre. 2018.

A robust self-learning method for fully unsupervised
cross-lingual mappings of word embeddings. In
Proceedings of the 56th Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 789–798. Association for Com-
putational Linguistics.

Yonatan Belinkov and Yonatan Bisk. 2017. Synthetic
and natural noise both break neural machine transla-
tion. CoRR, abs/1711.02173.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and
Tomas Mikolov. 2017. Enriching word vectors with
subword information. Transactions of the Associa-
tion for Computational Linguistics, 5:135–146.
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