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Abstract

This paper describes the participation of We-
binterpret in the shared task on parallel corpus
filtering at the Third Conference on Machine
Translation (WMT 2018). The paper describes
the main characteristics of our approach and
discusses the results obtained on the data sets
published for the shared task.

1 Task description

Parallel corpus filtering task at WMT181 tackles
the problem of cleaning noisy parallel corpora.
Given a noisy parallel corpus (crawled from the
web), participants develop methods to filter it to a
smaller size of high quality sentence pairs.

Specifically, the organizers provide a very noisy
1 billion word German–English corpus crawled
from the web as part of the Paracrawl project2.
Participants are asked to select a subset of sentence
pairs that amount to (a) 100 million words, and
(b) 10 million words. The quality of the resulting
subsets is determined by the quality of a statisti-
cal and a neural Machine Translation (MT) sys-
tems trained on the selected data. The quality of
the translation systems is measured computing the
BLEU score on the (a) official WMT 2018 news
translation test set and (b) another undisclosed test
set.

The organizers make explicit that the task ad-
dresses the challenge of data quality and not
domain-relatedness of the data for a particular use
case. Hence, they discourage participants from
sub-sampling the corpus for relevance to the news
domain despite being one of the evaluation test
sets. Organizers thus place more emphasis on the
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1http://www.statmt.org/wmt18/
parallel-corpus-filtering.html

2https://paracrawl.eu/

second undisclosed test set, although they report
both scores.

The provided raw parallel corpus is the outcome
of a processing pipeline that aimed for high recall
at the cost of precision, which makes it extremely
noisy. The corpus exhibits noise of all kinds
(wrong language in source and target, sentence
pairs that are not translations of each other, bad
language, incomplete or bad translations, etc.).

We address this problem under the framework
of quality estimation (QE) (Blatz et al., 2004). QE
aims at assessing MT quality in the absence of ref-
erence translation, based on the features extracted
from the source sentence and from the MT out-
put. We consider parallel corpus filtering as a QE
task where the goal is to estimate to what extent
a pair of sentences in two languages correspond
and, therefore, can be considered as translations
of each other.

The rest of this paper is organized as follows.
First, we describe our submission. Next, we
present our experiments and the results of the
shared task. Finally, we close the paper with the
conclusions and some ideas for future work.

2 Corpus filtering as QE task

We frame the corpus filtering task within the QE
framework. Given a pair of sentences (s, t), we
first compute a set of features indicating to what
extent the sentences correspond to each other.
Then, these features are used to predict a binary
score indicating if the sentences in the pair can be
considered translations of each other.

In order to make the training process effective,
any binary classification model needs to use both
positive and negative examples. In our context
positive examples are pairs of original and trans-
lated sentences, whereas negative examples are
sentence pairs that cannot be considered transla-
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tions of each other. Positive examples can be
easily obtained from clean parallel corpora, and,
while there is no explicit corpus with negative ex-
amples, these can be generated on demand.

We use the confidence score from our binary
classifier as the final score for our submission to
the shared task. As described in the previous Sec-
tion, based on this score, the sentence pairs in the
original noisy corpus provided by the organizers
will be sorted and then the first N pairs will be se-
lected and used to train the MT systems.

Note that this approach may be sub-optimal
since it considers each individual pair of sentences
in isolation from the rest. In exchange for this, we
end up with a much more efficient method, linear
in the size of the noisy data.

Next, we describe in detail the features we used
for our submission (Sec. 2.1), the process we fol-
lowed for generating negative examples (Sec. 2.2)
and the classification model we chose (Sec. 2.3).

2.1 Features

We use a rich variety of features intended to cap-
ture what it means to be an adequate training pair
of sentences. For simplicity, we split them into
three categories.

Adequacy These features measure how much
of the meaning of the original is expressed in the
translation and vice versa. We use probabilistic
lexicons with different formulations of word align-
ment to estimate the extent to which the words in
the original and translated sentences correspond to
each other.

• Average Max lexical probability (2 f.): orig-
inally proposed by (Ueffing and Ney, 2005)
for word-level QE. It measures the average
maximum probability of translation for each
word in the sentence. We apply it in both
source-to-target and target-to-source direc-
tions. Formally, source-to-target is given by:

1

n

n∑

1

m
max
j=0

P (ti | sj)

where the source word s = s1 . . . sm has
m words, the target sentence t = t1 . . . tn
has n words and the word s0 indicates the
NULL word (Brown et al., 1993). For target-
to-source, source and target words swap their
roles.

• Cross-entropy (2 f.): proposed by (Xu and
Koehn, 2017), it measures a “distance” be-
tween the sentence pairs based on a bag-of-
words translation model. Specifically, the
“distance” is measured as the cross-entropy
between the bag-of-words of the actual sen-
tence and the bag-of-words estimated from
the other sentence in the pair via the proba-
bilistic lexicon. We apply it in both source-
to-target and target-to-source directions.

Fluency This type of features aim at capturing
if the sentences are well-formed grammatically,
contain correct spellings, adhere to common use
of terms, titles and names, are intuitively accept-
able and can be sensibly interpreted by a native
speaker. We use two different features, both based
on language models:

• Language model score (2 f.): given language
models for the source and target languages,
we use as features the log probability of each
sentence in the pair computed with the corre-
sponding model.

• Perplexity (2 f.): is measured as the inverse
probability of the sentence normalized by its
number of words. Again, we apply it to both
source and target sentences in the pair.

Shape features These features can be seen as
an extension of adequacy since they measure the
mismatch between the frequency of different to-
kens between the two sentences in the pair; these
features are quite commonly used in the QE liter-
ature, (Specia et al., 2015) inter alia.

• Counts (8 f.): count of words, numbers, al-
phanumeric tokens, and punctuation in both
source and target sentences.

• Jaccard index (4 f.): metric that measures the
similarity and diversity of the sets of tokens
between the source and target sentences. For-
mally it is defined as:

| A ∩B |
| A ∪B |

where A and B are the set of tokens of the
source and target sentences respectively. We
apply it to words, numbers, alphanumeric to-
kens and punctuation.
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• Counts difference (16 f.): we compute four
metrics from the counts of tokens: the ra-
tio in both directions, the absolute difference,
and the absolute difference normalized by
the maximum number of tokens of both sen-
tences. Each of these metrics is applied to
four different types of tokens: words, num-
bers, alphanumeric tokens and punctuation.

• Specific punctuation (12 f.) same as the pre-
vious features, but in this case we only com-
pute the absolute difference and the normal-
ized difference for specific punctuation to-
kens: dot (.), comma (,), colon (:), semicolon
(;), exclamation mark (!), and question mark
(?).

2.2 Training regime

An important consideration for this task is how
to obtain suitable examples to train the classifi-
cation model. Positive examples are easy to ob-
tain since any clean parallel corpus provide us with
plenty of them. Negative examples, however, are
not readily available -there exist no collection of
“wrong” sentence pairs. Fortunately, they can be
easily generated on demand. We mostly followed
the approach described in (Xu and Koehn, 2017),
perturbing one or both of the sentences in a pair
to create a new synthetic pair that by construction
constitutes a negative example.

We apply three different perturbation operations
when generating negative pairs:

• Swap: exchange source and target sentences.

• Copy: two copies of the same string. We ap-
ply it to both source and target strings.

• Randomization: replace the source or target
sentence by a random sentence from the same
side of the corpus.

As can be seen from above, we focus on the
perturbation operations that mess with the correct
alignment between the sentences. Thus, we aim
at identifying correctly aligned sentence pairs. A
complementary approach would be to aim at de-
tecting the actual “quality” of the sentence pair,
or, in other words, how valuable a sentence pair is
when used for training MT systems. However, this
is left for future developments.

2.3 Classification model

We did some initial experiments testing the perfor-
mance of different classifiers on the task of distin-
guishing between actual original-translation sen-
tence pairs and the synthetically generated nega-
tive examples (see Sec. 3.2 for details on the data
we used). Gradient boosting algorithm (Fried-
man, 2002) obtained the highest accuracy and,
therefore, we used it for our final submission.

Gradient boosting (Gra) is a machine learning
technique for regression and classification prob-
lems, which produces a prediction model in the
form of an ensemble of weak prediction models,
typically decision trees. Similar to other boosting
methods, it builds the models in a stage-wise fash-
ion and it generalizes them by allowing optimiza-
tion of an arbitrary differentiable loss function.

3 Submission

Next, we describe the tools and the data we ex-
ploited for feature extraction, the data used to train
the classifier, and the results of our participation in
the shared task.

3.1 Feature Extraction

We need to generate two types of models to ex-
tract our features: probabilistic lexicons and lan-
guage models. We used the probabilistic lexicons
that can be obtained as a sub product of the train-
ing of full statistical models. In particular, we used
Moses (Koehn et al., 2007) with its default config-
uration with the News Commentary V13 parallel
corpus as provided for the News translation shared
task. We used the same corpora to train the lan-
guage models. For this, we used Kenlm (Heafield
et al., 2013) and estimated models of order 5.

3.2 Training the classifier

We also used News Commentary V13 parallel
corpus for training the classifier. We generated
as many negative examples as positive sentence
pairs in the corpus for a total of almost 600k data
points. The negative examples were evenly dis-
tributed among the three perturbation operations
described in the previous section. We used the im-
plementation of gradient boosting classifier from
the scikit-learn library3 to train our model. The
model was then applied to each sentence pair in
the noisy Paracrawl corpus from the shared task.

3http://scikit-learn.org/stable/index.
html
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We used the probability of the positive class as
predicted by the classifier as the final scores in our
submission.

We also conducted some initial experiments us-
ing the Common Crawl corpus, under the rationale
that it would be closer to the domain of the noisy
data from the Paracrawl corpus. However, Com-
mon Crawl data has quite a large number of mis-
aligned sentences. To handle this issue we imple-
mented an iterative training process which com-
prises the following steps: a) train the model us-
ing all available data as positive class and syn-
thetically generated data as negative class (see
Sec 2.2); b) use the trained model to clean the
available data eliminating the sentence pairs as-
signed to the negative class with a very high proba-
bility; c) use the cleaned data to train a new model;
d) repeat until no more sentence pairs can be elim-
inated with a given threshold. An advantage of this
approach is that it allows to be less dependent on
the quality of the initial training data. However,
we had to stop exploring this direction due to time
constraints.

3.3 Evaluation and results

Participants in the shared task have to submit a file
with quality scores, one per line, corresponding to
the sentence pairs on the 1 billion word German-
English Paracrawl corpus. Scores do not have to
be meaningful, except that higher scores indicate
better quality. The performance of the submis-
sions is evaluated by sub-sampling 10 million and
100 million word corpora based on these scores,
training statistical (Koehn et al., 2007) and neu-
ral (Junczys-Dowmunt et al., 2018) MT systems
with these corpora, and assessing translation qual-
ity on six blind test sets4 using the BLEU (Pap-
ineni et al., 2002) score.

Figure 1 displays the score of the best sub-
mission of each individual participant institution.
The top plot shows the results for the 10 million
token sub-sampled corpus, and the bottom plot
shows the results for the 100 million token corpus.
Scores are the aggregation of the BLEU scores of
the statistical and neural systems averaged over the
six blind test sets.

One first observation we can make is that (al-
most) all scores are quite close to each other with
little variation between them; particularly in the

4Tests: newstest 2018, iwslt 2017, Acquis, EMEA, Global
Voices, and KDE.

Figure 1: Best submission of each participant insti-
tution. We display BLEU [%] results stacked for
SMT (blue) and NMT (red).

100 million condition. Also, the scores for the
statistical and neural systems tend to follow the
same pattern. We do not have confidence intervals
available which makes difficult to interpret the ob-
served differences between systems. Still, in the
case of 100 million tokens sub-sampling, it seems
quite clear that all the systems except for the DCU
and UTFPR submissions are of the same quality.
There is only a 5% relative improvement between
the last system of this group and the best submis-
sion to the task. Scores are a bit more spread out in
the 10 million tokens sub-sampling. This indicates
that 100 million sample neutralizes the differences
between the data cleaning methods and allows (al-
most) all systems to reach a theoretical maximum.

Our submission (Webinterpret) scored 22.5 for
statistical and 24.8 for neural MT systems on
the 10 million tokens sub-sampling, in compari-
son to the corresponding scores of 24.5 and 28.6
achieved by the best submission. For the 100
million condition, we scored 26.1 and 31.2, in
comparison to the best system with the respective
scores of 26.5 and 32.1.
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4 Conclusions

We have presented our submission to the WMT18
shared task on parallel corpus filtering. We frame
the task as a QE problem, where we estimate how
well two sentences correspond to each other to be
part of a training sample for MT models. Our ap-
proach is computationally light, takes advantage
of well-known methods used for QE, and exploits
a general training regime that allows to customize
it by defining under demand samples of negative
examples.5

There are several directions that can be explored
to extend this approach:

• Use a neural model to automatically estimate
the features relevant for the system instead of
hand-crafting them.

• Extend the training regime with new pertur-
bation operations, in particular those that de-
grade the quality of the pair so it is less valu-
able as training data for MT.

• Implement an iterative training procedure
where steps of model training and data clean-
ing are repeated over the available training
data until convergence. This will make train-
ing more robust and less dependent on the
quality of available training data.
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