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Abstract 

Transcribing handwritten documents to 
create fully searchable texts is an essential part 
of the archival process. Traditional text 
recognition methods, such as optical character 
recognition (OCR), do not work on handwritten 
documents due to their frequent noisiness and 
OCR’s need for individually segmented letters. 
Crowdsourcing and improved machine models 
are two modern methods for transcribing 
handwritten documents. 

Transcription projects on Zooniverse, a 
platform for crowdsourced research, generally 
involve three steps: 1) Volunteers identify lines 
of text; 2) Volunteers type out the text associated 
with a marked line; 3) Researchers combine raw 
transcription data to generate a consensus. This 
works well, but projects generally require 10-15 
volunteer transcriptions per document to ensure 
accuracy and coverage, which can be time-
consuming. Modern machine models for 
handwritten text recognition use neural networks 
to transcribe full lines of unsegmented text. 
These models have high accuracy on standard 
datasets (Sánchez et al., 2014), but do not 
generalize well (Messina and Louradour, 2015; 
Moysset et al., 2014). While modern techniques 
substantially improve our ability to collect data, 
humans are limited in speed and computers are 
limited in accuracy. Therefore, by combining 
human and machine classifiers we obtain the 
most efficient transcription system. 

We created a deep neural network and 
pre-trained it on two publicly available datasets: 
the IAM Handwriting Database and the Bentham 
Collection at University College, London. This 
pre-trained model served as a baseline from 
which we could further train the model on new 
data. Using data collected from the 
crowdsourcing project “Anti-Slavery 
Manuscripts at the Boston Public Library,” we 
re-trained the model in a pseudo-online fashion. 

Specifically, we took existing data, but supplied 
it to the model in small batches, in the same 
order it was collected. To test the model’s 
predictive accuracy, we predicted each new line 
of text from a batch of data before training the 
model on that data. 

After training on 90,000 lines of text, the 
model had an error rate of 12% on previously 
unseen data. This is slightly higher than other 
studies (Sánchez et al., 2014; Sánchez et al., 
2015; Sánchez et al., 2016) which generally 
worked with cleaner, more curated data, 
potentially explaining the difference. This error 
rate also exceeds the 2.5% error rate achieved by 
volunteers when compared to experts. 
Nonetheless, the model performed identically to 
human performance in many cases, which can be 
used to improve transcription speed, if not 
accuracy. 

We plan to incorporate this model into 
the human transcription process by showing the 
predicted transcriptions to volunteers as they 
transcribe. Much of the infrastructure already 
exists within Zooniverse due to the work on 
collaborative transcription done within the Anti-
Slavery Manuscripts project. By showing 
volunteers the machine prediction, there are 
many opportunities for improving efficiency. If 
the computer prediction is correct, the volunteer 
can agree with it without retyping the whole line. 
If the volunteer does not agree, they can either 
correct it, or completely redo the transcription, 
ensuring high accuracy. This process will also 
improve model performance by allowing us to 
focus model training on more difficult text.1 

                                                           
1 Portions of this work are derived from Daniel Hanson’s 
University of Minnesota (UMN) Data Science Master’s 
thesis. This work was funded in part by the UMN Digital 
Arts, Sciences, & Humanities (DASH) program, UMN 
College of Science & Engineering, and NSF-IIS 1619177. 
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