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Abstract 

In the current study, we apply multi-class 

and multi-label sentence classification to 

sentiment analysis of online medical fo-

rums.  We aim to identify major health is-

sues discussed in online social media and 

the types of sentiments those issues evoke. 

We use ontology of personal health infor-

mation for Information Extraction and ap-

ply Machine Learning methods in auto-

mated recognition of the expressed senti-

ments.    

1 Introduction 

Computational Health. Online social media 

became an invaluable and ever growing source of 

Computational Health (Collier et al, 2017; Sarker 

et al, 2015). Personal health information, i.e. in-

formation about health that individuals share in 

clinical settings, had been found on Twitter, other 

social networks, in blogs and medical forums 

(Sokolova and Schramm, 2011). A diverse lan-

guage and a subjective style of social media mes-

sages stipulate two principal components of 

Computational Health: i) automated recognition 

of medical concepts, ii) automated identification 

of sentiments. The former is essential for extrac-

tion of health information (Limsopatham and 

Collier, 2016); the latter enables to recognize per-

sonal attitude in discussion of one’s health 

(Sokolova and Bobicev, 2013).             

We apply multi-class and multi-labeled sen-

tence classification in sentiment analysis of 

online medical forums.  We aim to identify ma-

jor health issues discussed in online social media 

and the types of sentiments those issues evoke. 

In order to do this, we adapt ontology of person-

al health information used in social media stud-

ies (Sokolova and Schramm, 2011).  By using 

Machine Learning methods in multi-class classifi-

cation, we significantly improve over the majori-

ty class baseline (paired t-test for all the eight 

labels:  P = 0.0062) and over the look-up results 

(paired t-test over all the labels, P=0.0208).   

2 Related Work.  

Sentiment analysis of user-written content has 

been performed intensely for studies of goods 

and services reviews, tweets and blogs (Serrano-

Guerrero et al., 2015). Khan et al (2016) have 

shown that a rule-based sentiment classification 

can be a viable method of sentence-based senti-

ment analysis. We differentiate between lexicon-

based and aspect-based approaches in sentiment 

analysis studies. The lexicon-based analysis re-

lies on retrieval of lexical expressions of senti-

ments (Taboada et al, 2011), whereas the aspect-

based analysis focuses on sentiments and opin-

ions related to specific features of the product or 

service (Liu, 2012).   

   Sentiment analysis of health information is 

an expanding research domain (Denecke and 

Deng, 2015). It had been shown that sentiments 

can be conclusively connected with health issues 

(Chen and Sokolova, 2018).  Health-related texts 

often express complex sentiments, hence benefit 

from a multi-label approach in sentiment classi-

fication  (Bobicev and Sokolova, 2017).  

     Navindgi et al. (2016) used syntactic fea-

tures to compare document-level and sentence-

level multi-class sentiment classification of 

online medical forums. They opine that adding 

social components can benefit the classification 

results.  

    Many health-related studies use Twitter da-

ta, a popular sphere of public   communications 

(Grover et al, 2018).  Tweets had been used in 

Information Extraction of personal health infor-

mation (Sokolova et al, 2013), as well as in 

health studies of specific population groups 

(Bravo and Goetz, 2017) and in analysis of par-

ticular health-related issues (Abbasi et al, 2018).   

Sokolova et al (2013) had shown that personal 

pronouns and family relations significantly im-
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proved accuracy of health information extraction 

from Twitter.   

3 The Data Set Construction 

We work with texts harvested from in vitro 

fertilization forums, namely, ivf.ca, with posts 

annotated by multiple sentiments.
1
 The posts are 

comparatively informative, containing approx. 

100-150 words each. Many posts express more 

than one sentiment and discuss more than one 

topic. The posts had been studied in a multi-label 

sentiment classification (Bobicev and Sokolova, 

2017). In the said study, multi-label classifica-

tion has been applied to a complete post, thus 

leaving aside a nuanced analysis of the ex-

pressed sentiments. In the current work, we use 

sentences as the units of the study to gain more 

detailed information about expressed sentiments.  

Sentiment categories. We use two categories 

encouragement, confusion, and facts introduced 

in previous studies (Sokolova and Bobicev, 

2013).  

Encouragement indicates sentiments ex-

pressed towards the interlocutors of the post au-

thor. The expressed sentiments aim to support 

and inspire other people reading the posts. At the 

same time, this support is expressed by describ-

ing details of treatment such as: clinics, doctors, 

procedures or medicines that could lead to the 

desired outcome.  

Confusion generalizes various nuances of 

negative sentiments: uncertainty, hopeless, frus-

tration, complaint, etc. While analyzing the posts 

marked by confusion, we aim to extract the 

cause of these negative sentiments; here we dif-

ferentiate between health issues per se and issues 

of treatment.  

Facts is used to label the objective discussions. 

In posts labeled by facts we seek to extract infor-

mation related to health (e.g., treatment, proce-

dures, prescribed medications). 

Health issue categories. The health-related 

ontology introduced in (Sokolova and Schramm, 

2011) was the main resource of Information Ex-

traction procedures. The ontology has been creat-

ed to study user-written online messages on 

health-related topics. It contained four main 

health issue categories: (1) ‘Person’ with sub-

classes ‘Anatomical parts’ and ‘Physiological 

                                                           
1
 The data set is available upon request at victo-

ria.bobicev@ia.utm.md 

functions’; (2) ‘Health-Related Problems’ with 

subclasses ‘Symptoms’ and ‘Diseases’; (3) 

‘Health Care System’ with subclasses ‘Health 

Care Providers’, ‘Health Care Setting’ ‘Health 

Care Procedures’; (4) Health-Related Environ-

mental Factors.  

We expanded the ontology with two new cate-

gories: Intakes and External Factors. Our initial 

version of the ontology listed the following cate-

gories: (1) Body: parts, organs, elements, func-

tions; (2) Health conditions: symptoms, diseases; 

(3) Health care: providers, settings; (4) Health 

care actions: diagnostics, procedures; (5) Intakes: 

medicines, supplements, food; (6)   External fac-

tors: family, work, finances. 

    However, a simple lookup resulted in high 

precision and low recall (Precision=0.97, Re-

call=0.23).  The low Recall was due to various 

spelling of health related terms, especially multi-

syllable medical terms (e.g. echocardiography’) 

and specific abbreviations (e.g., ultrasound was 

written as US or U/S). Unlike in studies of Twitter 

data (Sokolova et al, 2013), adding personal pro-

nouns and family relations did not improve accu-

racy of the health information retrieval. In our 

data, the authors used personal pronouns indis-

criminately in description of health issues and 

other topics. When creating unigram models for 

posts with health information and without it, we 

observed that ‘I’ is the most frequent word in 

both. The next most frequent pronoun in health 

related text is ‘my’ and in non-health related texts 

- ‘you’; family relationship mentioning is actually 

more frequent in non-health related texts. 

 The final set of the ontology term categories 

(i.e., health issues) was as following: (1) Body 

parts, organs; (2) Health conditions: symptoms, 

diseases; (3) Health care providers; (4) Actions: 

procedures; (5) Intakes.  

Sentence annotation. We selected 160 posts 

for sentence annotation and further evaluation by 

machine learning methods. The selected posts i) 

had to have 2 or more sentiment labels, ii) had to 

be an average length (300 - 600 characters, or 50-

100 words).  Those posts had been split into sen-

tences. Each sentence was manually annotated 

using two sets of labels: sentiments and health 

issues mentioned in this sentence.  

It is important to note that sentences could have 

more than one label from the same category, e.g., 

encouragement and facts, providers and organs. 

Some sentences had multiple labels and some sen-
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tences had zero labels.  For example, “So it's a mat-

ter of getting the balance right.” did not have as-

signed labels, whereas “I just want to make it clear 

to anyone with DOR or LOR that there still is 

hope!” has been assigned with encouragement  and  

symptoms. 

The annotation resulted in 1087 sentences an-

notated with the total of 985 labels (Table 1).  
 

Labels 0 1 2 3 4 5 

Sentences 490 297 226 61 12 1 

  Table 1: The statistics on the label distribution. 

 

Further, we worked with the label distribution 

presented in Table 2. 

 

Sentiments  Health Issues 

facts : 213 

encouragement : 110 

confusion : 70 

procedures : 234 

symptoms : 127 

providers : 86 

organs : 84 

intakes : 61 

Table 2:  Label distribution in the data set. 

4 Empirical Studies 

Feature selection.  We tokenized each sen-

tence and built the unigram model of the data. All 

the tokens have been used as features in the initial 

feature set.  

To obtain the best set of features for each label 

we used Information Gain (  ) to calculate coef-

ficients of the token importance for the current 

label:                           
              .   

For example, the highest coefficients for the 

topic ‘organs’ were:  eggs - 0.079, tubes- 0.021, 

egg- 0.018, ovary 0.017, ovaries 0.014, and the 

lowest for the selected features were: abdominal - 

0.0034, sorta - 0034, like - 0030.  We calculated 

the coefficients for every word and selected words 

with the coefficients  >  0.  

 

Multi-class classification.  We calculated the 

baseline F-measure (B) where all instances are 

attributed to the majority class. Thus, F-measure 

is quite high due to the data imbalance. 

To assess difficulty of the multi-class classifi-

cation, we used a straight-forward look-up to 

identify each label.  The threshold for the label 

has been selected by balancing Precision (Pr) and 

Recall (R) of this label recognition. Table 3 shows 

Pr, R and F-measure (F) calculated for each label.   

For the five health issue labels, the look-up 

non-significantly improved   F-measure over the 

baseline (paired t-test for the five health issue la-

bels: P=0.1308); classification improvement did 

not happen for the three sentiment labels, albeit F-

measure decrease was not significant (paired t-test 

for the three sentiment labels: P=0.1060).       

We used Machine Learning experiments to im-

prove sentence-based sentiment classification.  To 

find algorithms that can improve on the baseline, 

we applied applied Naïve Bayes, Support Vector 

Machine, K-Nearest Neighbors, and Decision 

Tree classifiers from WEKA
2
 toolkit.  

We applied 10-fold cross validation on the set 

of the annotated sentences. Table 4 reports the 

best results for each label.  SVM and KNN sub-

stantially outperformed other algorithms. The re-

sults show that the best results significantly im-

proved over the baseline results: paired t-test for 

all the labels:  P = 0.0062.  Improvement over the 

look-up results is also statistically significant: 

paired t-test over all the labels, P=0.0208.  

However, these experiments treated every label 

individually and did not reveal relationship 

among them.  To seek relationship among the la-

bel categories and the individual labels, we in-

volved multi-label classification. 

Multi-label classification. In multi-label clas-

sification (Sorower, 2010), we focused on joint 

detection of the sentiment and health issues labels 

assigned to a sentence. We had 667 sentences 

with at least one label.  To convert from a multi-

label to a uni-label problem, we used Binary Rel-

evance (BR) problem transformation method. 

It creates k datasets, each for every single label, 

and trains the classifier on each of these data sets.  

                                                           
2
 https://www.cs.waikato.ac.nz/ml/weka/ 

Label B Pr R F 

facts  0.717 0.735 0.653 0.692 

encourage 0.851 0.971 0.600 0.742 

confusion 0.904 0.891 0.700 0.784 

     

procedures 0.690 0.759 0.739 0.749 

symptoms 0.828 0.958 0.888 0.922 

organs 0.887 0.985 0.807 0.887 

providers 0.883 0.925 0.860 0.892 

intakes 0.917 0.919 0.934 0.927 

Table 3:  Multi-class labels’ lookup results. 

 

 



25

4 

 

Using the lookup method we obtained 292 sen-

tences with Exact Match (EM) = 0.438.  





n

i

ii ZYI
n

ExactMatch
1

)(
1  

where n denotes the number of sentences in the 

data set, ii ZY ,   are sets of predicted and true la-

bels for sentence i respectively.  

EM is the ultimate assessment of accuracy, as it 

counts only sentences with every label found and 

identified correctly. This means that the system 

detected correctly all the labels for more than 

40% of sentences (443 labels in total).  

The look-up classified 219 sentences with a 

partial match, where 294 labels were matched 

correctly, 145 labels were false negative and 115 

labels were false positive. ‘Match’ indicates man-

ually annotated a label found by the lookup; ‘false 

positive’ shows that a label was found by the 

lookup but not by the manual annotation; ‘false 

negative’ indicates an annotated label missed by 

the lookup.   

Among 156 completely mismatched sentences, 

103 labels were classified as false negative and 96 

labels were classified as false positive.  

We have applied multi-label Machine Learning 

algorithms from MEKA toolkit
3
. As in multi-

class-classification, we used 10-fold cross-

validation. In this task, SVM and Naïve Bayes 

outperformed the other algorithms.  SVM ob-

tained EM = 0.513, F (by label) = 0.438.  Naïve 

Bayes obtained EM = 0.421, F (by label) = 0.406.   

The best EM, obtained by SVM, is higher than 

EM = 0.450   reported for studies of the complete 

posts (Bobicev and Sokolova, 2017). In addition 

to classifying a bigger unit, the cited work analyzed 

only four sentiment labels, whereas we obtained a 

                                                           
3 http://waikato.github.io/meka/ 

higher EM in a more complex classification of 

three sentiment labels and five health issue labels. 

However, our data set is considerably smaller that 

the data used in the previous study: 597 sentences 

vs 1321 posts.   

  Error analysis. We categorized reasons for  er-

rors as follows: (1) linguistic challenges: irony, 

misspellings, ambiguous sentence structure that 

requires application of specialized linguistic meth-

ods; (2) limitations of the knowledge source, i.e., 

deficiency of terms in the applied ontology; (3) 

system limitations, e.g., inability of our system to 

capture long distance relations of terms and senti-

ments.    

5 Conclusions and Future Work 

We present a preliminary sentence-level senti-

ment analysis of posts gathered from a medical 

forum.  The posts were informative enough to ex-

press several sentiments and cover several health 

issues. As a result, we analyzed a multi-labeled 

data set, where some labels revealed sentiments 

and other labels indicated underlying health issues.  

We adapted ontology that was previously used 

in personal health information extraction from a 

heterogeneous social media data to identify health 

issues in the data set. Respectively, we added In-

take terms and populated the ontology with domain 

specific terms of In Vitro Fertilization and their 

slang spellings used by the online forum partici-

pants.  By using Machine Learning methods in 

multi-class classification, we have obtained signif-

icant improvement over the majority class base-

line (paired t-test for all the eight labels:  P = 

0.0062) and significant improvement over the 

look-up results (paired t-test over all the labels, 

P=0.0208). The obtained results on multi-label 

classification are less conclusive, in part, because 

a small data set.  

Hence, we want to expand the data set through 

annotation of more posts on the sentence level. 

This will allow us to use syntactic structures of 

sentences in order to better capture their semantics. 

At the same time, more work should be done for 

development of an automated and robust system 

that can reliably classify sentiments and related to 

them health issues on social media.  To improve on 

Information Extraction, we plan to augment the 

current ontology.  

 Finally, we want to test the same approach on 

posts collected from other medical forums.  

Label Alg. B Pr R F 

facts  SVM 0.717 0.845 0.854 0.831 

encourage.  KNN 0.851 0.897 0.905 0.869 

confusion KNN 0.904 0.947 0.952 0.942 

      

procedures  SVM 0.690 0.848 0.854 0.835 

symptoms  SVM 0.828 0.906 0.908 0.884 

organs KNN 0.887 0.954 0.951 0.940 

providers SVM 0.883 0.922 0.930 0.907 

intakes SVM 0.917 0.967 0.966 0.959 

Table 4:  The best multi-class results of ML algo-

rithms.  
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