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Abstract

This paper discusses the question whether it is
possible to learn a generic representation that
is useful for detecting various types of abusive
language. The approach is inspired by recent
advances in transfer learning and word embed-
dings, and we learn representations from two
different datasets containing various degrees
of abusive language. We compare the learned
representation with two standard approaches;
one based on lexica, and one based on data-
specific n-grams. Our experiments show that
learned representations do contain useful in-
formation that can be used to improve detec-
tion performance when training data is limited.

1 Introduction

Abusive language is prevalent on the Internet of
today. Many users of social media can attest to the
frequent occurrence of negative slurs, racist and
sexist comments, hate speech, cyberbullying, and
outright threats. Commentary fields of news out-
lets, discussion forums, blogs, and normal web-
sites are overflooded by abusive language, forcing
administrators to restrict the possibility to com-
ment on content, and in many cases removing this
possibility altogether. As unfortunate as this de-
velopment may be, it is hardly surprising. Our
current information landscape has been designed
to maximize the effectiveness of human communi-
cation, and factors such as transparency, trust and
credibility have remained of peripheral concern
for service providers. The combination of accessi-
bility and anonymity of many online services pro-
vides the perfect conditions for “dark triad” behav-
ior (Paulhus and Williams, 2002) to flourish. Even
traditional news media, which have been seen as
the last bastion for credibility and trust, are nowa-
days driven by the need for fast updates, sensation-
alism, and the hunt for clicks. It should serve as a

cautionary observation that even fringe phenom-
ena such as trolling fit comfortably in the current
media landscape on the Internet (Phillips, 2015).

Our research focus in this paper is the question
whether an inherently abusive environment such
as a discussion forum or a white supremacist web-
site can be used to learn a generic representation
of abusive language, and whether such a represen-
tation can be used in supervised methods for de-
tecting abusive language. Our work is inspired on
the one hand by recent advances in transfer learn-
ing and pre-training of deep neural networks (Pan
and Yang, 2010; Erhan et al., 2010; Peters et al.,
2018), and on the other hand the use of embed-
dings as representation layer in text classification
(Sahlgren and Cöster, 2004; Jin et al., 2016). We
use two different data sources for learning rep-
resentations (Stormfront and Reddit, further de-
tailed in Section 4.1) and three different represen-
tation learning mechanisms (character-enhanced
word embeddings, document-enhanced word em-
beddings, and a character-level language model,
all further detailed in Section 3.3). We compare
the proposed approaches with standard lexicon-
based classification as well as supervised classi-
fication using Bag-of-Words n-gram representa-
tions.

2 Previous Work

The widespread occurrence of abusive language
and behavior in online environments makes it nec-
essary to devise detection methods to identify
and mitigate such phenomena. Where the occur-
rence of abusive language is an increasing nui-
sance that may have economic consequences for
service providers, it can be a matter of life and
death for individuals and organizations who are
targeted with more extreme forms of abusive lan-
guage, such as explicit death threats. There has
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been a fair amount of previous work on detecting
various forms of abusive language. In particular
the general concept of hate speech, which may in-
clude anything from negative remarks and racist
comments to threats, has enjoyed a considerable
amount of previous research (see e.g. Warner and
Hirschberg (2012); Wester et al. (2016); Ross et al.
(2016); Waseem and Hovy (2016); Davidson et al.
(2017); Isbister et al. (2018)), demonstrating both
the complexity of such a general problem as man-
ifested by low inter-annotator agreement scores,
but also the viability of using machine learning
for detecting specific instances of hate speech in
online conversations. Several researchers have fo-
cused on more specific types of abusive language,
such as cyberbullying (see e.g. Reynolds et al.
(2011); Nandhini and Sheeba (2015); Murnion
et al. (2018)) and threats (e.g. Hammer (2014);
Wester et al. (2016)), demonstrating the applica-
bility of machine learning for detection purposes.
The somewhat related, but more general, tasks
of sentiment analysis and stance detection have
a long history in Natural Language Processing
(NLP), with a large body of literature on both theo-
retical and practical issues related to detection and
monitoring (see e.g. Turney (2002); Pang and Lee
(2008); Liu (2012); Pozzi et al. (2016); Kucher
et al. (2017)).

3 Text Representations

Our primary interest in this study is the effect of
text representations for the task of detecting abu-
sive language. We consider three inherently dif-
ferent approaches: predefined sets of keywords
(i.e. lexica), data-specific n-grams (i.e. Bag-of-
Words), and pretrained embeddings. The follow-
ing sections provide more details regarding the
different approaches.

3.1 Lexica

The arguably most simplistic representation for
detecting abusive language is to use a set of key-
words (i.e. a lexicon) of abusive terms, possibly
augmented by weights that quantify the relative
importance of lexicon items. As an example, a
lexicon with negative slurs may list terms such as
“idiot”, “redneck” and “white trash”, and weights
may be assigned that give higher importance to oc-
currences of “idiot” and “white trash” than to oc-
currences of “redneck”. It is obvious that the cov-
erage of the lexicon will be dependent on the in-

ventiveness of the lexicographer. Coming up with
an exhaustive list of all possible negative slurs is
a daunting task, and (the almost certain) failure to
do so will affect the coverage of the method. One
way to alleviate this synonymy problem is to use
unsupervised (or semi-supervised) machine learn-
ing to augment the compiled lexicon (Gyllensten
and Sahlgren, 2018). Another obvious problem
with keyword matching is polysemy, or the fact
that words can have several different meanings.
As an example, consider a statement such as “you
should use the white trash can”, which contains
the abusive keyword “white trash”, but does not
signal negativity. Accounting for such context-
sensitivity is a challenging problem (referred to
as word-sense disambiguation in NLP) that affects
the precision of the classification.

Despite these apparent drawbacks, lexicon-
based classification is common in both sentiment
analysis (see e.g. Taboada et al. (2011); Jurek et al.
(2015)), and in hate speech detection (e.g. Njagi
et al. (2015); Schmidt and Wiegand (2017); Isbis-
ter et al. (2018)). The two main reasons for this
is simplicity and transparency. Simply defining a
set of keywords and counting their occurrences in
text is a quick and easy way to get an impression
of the prevalence of some phenomenon. Further-
more, being able to precisely identify the matching
keywords in text is a transparent and simple way
to explain a classification decision to a user. Such
explainability can be a very important considera-
tion in practical applications.

In the following experiments, we use four pre-
viously published lexica relating to abusive lan-
guage. We use the baseLexicon containing
537 tokens, and the expandedLexicon con-
taining 2,680 tokens from (Wiegand et al.)1, and
the hatebaseLexicon containing 1,018 to-
kens, and the refined_ngramLexicon con-
taining 178 tokens from (Davidson et al., 2017)2.
We refer to these lexica simply as Lexicon #1,
Lexicon #2, Lexicon #3, and Lexicon #4 in the
remainder of this article. The original lexica are
modified such that only terms that are certain to
convey abusiveness, according to the lexicon cre-
ators, are retained and word class information is
discarded. That is, in Lexicon #1, all terms la-
beled FALSE by the annotators are removed, and
in Lexicon #2 all terms with a positive score (in-

1https://github.com/uds-lsv/lexicon-of-abusive-words
2https://github.com/t-davidson/hate-speech-and-

offensive-language
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dicating abusiveness) are kept. Lexicon #3 and #4
are used as-is. For the classification tasks using the
lexica, a text is considered as abusive if it contains
at least one term from a lexicon. Examples of abu-
sive lexical entries include: “linthead”, “alligator
bait”, and “you fuck wit”.

3.2 Bag-of-Words

In contrast to a priori defining a set of represen-
tative terms, a Bag-of-Words (BoW) representa-
tion identifies informative terms directly from the
training data. A BoW representation is an un-
ordered collection of terms, in which each text is
represented as an n-dimensional vector, where n
is the size of the vocabulary, and each dimension
encodes the weight (or informativeness) of a spe-
cific word in the current text. The standard term
weight is some variant of TF-IDF (Sparck Jones,
1988), which combines a measure of the represen-
tativeness of a word for a text (often simply the fre-
quency of the word in the text, TF) with a measure
of how discriminative words are (often the inverse
document frequency of a word, IDF). This “simple
and proven” (Robertson and Jones, 1994) method
for representing text is often employed in practi-
cal document processing applications, such as text
categorization, document clustering, and informa-
tion retrieval.

The main benefit of using BoW representations
is that does not require any a priori knowledge,
and that it operates completely on the given data.
As such, a BoW representation may learn to use
features that are not obvious for a lexicographer,
and it may learn to use certain features in combi-
nation (e.g. that the occurrence of “can” in con-
junction with “white trash” signals absence rather
than presence of abusiveness). On the other hand,
a BoW representation will be sensitive to out-of-
vocabulary items, and it may learn to use fea-
tures that do not make sense for a human ana-
lyst, which obviously decreases the explainability
of the method.

In the following experiments, we augment stan-
dard BoW unigram features with character n-
grams. This is normally done in order to account
for morphological variation; if a training exam-
ple contains the word “abuse” but a test example
contains the word “abusive”, a standard BoW rep-
resentation will allocate different vector dimen-
sions for these two words, and consequently there
will be no similarity between the BoW representa-

tions for these texts. Using character n-grams, we
would instead represent these words by their com-
ponent character n-grams (up to some size of n),
which would allocate the same vector dimensions
to shared n-grams such as “abus”, thus inducing
similarity between their representations.

We use up to 4-grams for the character se-
quences, and we also allow for word bigrams in
the representations. Word bigrams can be helpful
to distinguish the use of collocations from use of
the component terms. As an example, we would
assign very different abusive scores to the two
statements “you can use the trash can that is white”
and “you are white trash”; it is not the individ-
ual occurrences of the words “white” and “trash”
that is significant here, but the collocation “white
trash”. We weight the dimensions of the result-
ing representations using standard TF-IDF. For the
classification tasks, the weighted n-gram repre-
sentations are fed into a Logistic Regression clas-
sifier with L2 penalization.

3.3 Embeddings

While a lexicon relies completely on prior knowl-
edge about the task and the domain, a BoW repre-
sentation relies exclusively on task-dependent fea-
tures. The idea of using pre-trained embeddings is
a way to combine these two perspectives; we use
bag-of representations to encode task-specific fea-
tures, but take prior knowledge about the domain
into account by learning a representation from rep-
resentative data, which (in the best case) encodes
latent variables that may be useful for relevant
classification tasks.

This approach is inspired by recent advances in
transfer learning and pre-training of deep neural
networks (Pan and Yang, 2010; Erhan et al., 2010;
Peters et al., 2018), in which a model that has been
learned on some data is used as the foundation for
learning a new model on new data. By doing so,
the new model can take advantage of the previ-
ous knowledge already encoded in the representa-
tions of the pre-trained model. This is conceptu-
ally the same idea as using pre-trained word em-
beddings as representation layer in text classifica-
tion (Sahlgren and Cöster, 2004; Jin et al., 2016),
where the hope is that the embeddings can provide
useful generalizations in comparison with only us-
ing standard BoW.

We investigate three flavors of this idea. The
first flavor relies on character-enhanced word em-
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beddings trained using the FastText model (Bo-
janowski et al., 2017), which uses the character
n-grams of a set of context words to predict a
target word. For those who are familiar with the
word2vec model (Mikolov et al., 2013), this is es-
sentially the same idea as the CBOW architecture,
but using character n-grams instead of only word
tokens. The resulting embeddings are used to pro-
duce text representations by simply averaging the
TF-IDF-weighted vectors for all words in a text.
For the embeddings, we use 300-dimensional vec-
tors using the CBOW architecture with character
n-grams, where n ranges between 3 to 6 charac-
ters. We use a window size of 5 tokens, and dis-
card tokens that occur less than 100 times in the
training data. These parameter settings are stan-
dard in the literature on embeddings, and are based
on experience and trial and error.

The second flavor uses document-enhanced
word embeddings trained using the Doc2Vec
model (Le and Mikolov, 2014), which also re-
lies on the architectures from word2vec, but adds
a document id as input signal in addition to the
word tokens. In this case, we use the distributed
bag-of-words architecture, which predicts a set of
word vectors based on a document vector (i.e. a
document-based version of the SkipGram archi-
tecture). We use 300 dimensions for the embed-
dings, and the distributed bag-of-words architec-
ture with a window size of 5, including only tokens
that occur more than 100 times in the training data.

The third flavor uses a character-level language
model that is trained to predict the next charac-
ter given an input sequence of characters. We
use a simple architecture consisting of one recur-
rent layer with Gated Recurrent Units (GRU) (Cho
et al., 2014) using recurrent dropout, followed by
a dense output layer using softmax activation. For
training the network, we use adam optimization
with learning rate decay, and a context size of 32
characters. For producing input vectors for train-
ing examples in the supervised classification ex-
periments, we split the examples into consecutive
chunks of 32 characters, and average the activa-
tions of the GRU layer over all chunks.

Despite being conceptually similar, there is
an important difference between these three ap-
proaches that concerns the compositionality of the
text representations. In the case of character-
enhanced and document-enhanced word embed-
dings, we are essentially using bag-of represen-

tations that disregard the sequential nature of the
data. That is, the average embedding for the se-
quences “Bob hates Mary” and “Mary hates Bob”
will be exactly the same. This is not the case for
the language model, which operates on the char-
acter sequences, and therefore will produce differ-
ent compositional representations for these two se-
quences. It is an empirical question whether this
difference is of practical importance when using
the resulting representations as input to a super-
vised classifier.

4 Experiments

In order to compare the viability for detecting
abusive language of the representations described
in the previous sections, we use two different
datasets for building embeddings, and four differ-
ent datasets for validating classifiers based on the
representations. Since our main focus in this paper
is to study the effect of the representations rather
than pursuing state of the art results, we use the
same supervised classifier in all cases; a Logis-
tic Regression classifier with L2 penalization. Be-
fore turning to the results, we describe the various
datasets used in the experiments.

4.1 Data for Pre-Training

The three types of embeddings are trained on
two different data sets; a collection of roughly
5 million posts from the white supremacist web-
site Stormfront, and a random sample of approx-
imately 54 million comments from the discussion
forum Reddit. Both datasets were crawled specif-
ically for these experiments.

The reason for selecting these data is that they
can be expected to contain various levels of abu-
sive language. In the case of Stormfront, which
has been classified as a hate site (Levin, 2002),
we can expect to find a wide diversity of abusive
language, ranging from negative slurs of various
sorts (racial, sexual, religious, political) to explicit
threats and targeted hate. Reddit, on the other
hand, is mainly a discussion forum where regis-
tered users discuss anything from general life style
topics such as movies, gaming, and music, to very
specialized topics such as machine learning and
survivalism. Due to its diverse and inherently con-
versational nature, Reddit can also be expected to
contain a fair amount of controversial topics and
abusive language. However, it seems reasonable to
assume that Stormfront contains a wider spectrum
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Dataset Token ratio Doc. ratio
Stormfront 0.043 6.237
Reddit 0.041 1.497

Table 1: Ratios of occurrences of lexicon items in
Stormfront vs. Reddit.

of abusive language, due to the fact that subjects
who are active in white-supremacist environments
tend to exhibit not only racial prejudice but gener-
alized prejudice, which means we can also expect
to find a substantial amount of sexism, homopho-
bia, islamophobia, and so on.

As a simple demonstration of this, Table 1
shows the proportion of occurrences of terms from
the various lexica introduced in Section 3.1 in
Stormfront vs. Reddit. We count ratios of the
occurrence of lexical items over both tokens and
documents to account for differences in docu-
ment length (comments on Stormfront are on av-
erage 143 words long, but only 36 words long
on Reddit). The ratios in Table 1 demonstrate a
slightly higher concentration of abusive terminol-
ogy (especially when considering document ratio)
in Stormfront compared to Reddit.

4.2 Data for Classification

Table 2 shows the four different datasets used to
evaluate the viability of the different representa-
tions for detecting various forms of abusive lan-
guage. The columns Pos. used and Neg. used
specify the number of examples included in our
experiments; we delimit all datasets to 10,000 data
points (by random sampling) for efficiency rea-
sons, and in order to use an equal amount of data
in all experiments. Note that all datasets are highly
imbalanced between the classes. This means that
one could achieve high accuracy by simply guess-
ing the majority class (i.e. the negative examples).
To address this, we use weighted F1 score, which
calculates F1 for each label and then their aver-
age is weighted by support – i.e. the number of
true instances for each label. Note that the use of

weighted F1 can result in an F-score that does not
lie in between precision and recall. We also pro-
vide a baseline method similar to random guess-
ing by using a stratified dummy classifier that gen-
erates predictions by respecting the training set’s
class distribution.

4.3 Results

The results for the various representations on
the various datasets are shown in Table 3 (next
side). It is obvious that all representations
beat the baseline, which demonstrates that they
all provide useful information. Starting with
the lexica, it is interesting to note that Lexi-
con #1 (the baseLexicon containing 537 to-
kens) outperforms the other lexica in all Wikipedia
datasets, despite Lexicon #2 and #3 being sig-
nificantly bigger. Lexicon #4, which is the
refined_ngramLexicon containing merely
178 tokens, performs only slightly worse than
the other lexica. The biggest lexicon, the
expandedLexicon with 2,680 tokens, per-
forms best on the Twitter Hatespeech data. These
differences demonstrate that lexica in general do
not generalize well.

The best-performing lexicon for each dataset
outperforms the character-level language model
representations. However, none of the lexica beat
the GRU representations on all datasets, which in-
dicates that pretrained representations have better
generalization capabilities than simple keyword
matching approaches. This is further corroborated
by the fact that the FastText representations con-
sistently outperform the lexica (and the language
model). The best performing embeddings are the
Doc2Vec representations, which produce competi-
tive results in particular for the Wikipedia datasets
(aggression, attack, and toxicity).

However, the standard BoW n-gram represen-
tations outperform all other representations on
all datasets. We include three variants of the
BoW vectors. The row labeled “n-grams” con-
tain results from data-specific BoW representa-

Dataset Reference Pos. available Pos. used Neg. available Neg. used
Twitter Hatespeech Waseem and Hovy (2016) 2,989∗ 2,989 8,270∗ 7,011
Wikipedia Aggression Wulczyn et al. (2017) 21,496 1,647 94,368 8,353
Wikipedia Attack Wulczyn et al. (2017) 19,627 1,492 96,237 8,508
Wikipedia Toxicity Wulczyn et al. (2017) 23,023 1,205 136,663 8,795
∗Note that since the publishing of Waseem and Hovy (2016), more than 5,000 tweets in the original corpus have
become unavailable, and are thus not included in our experiment.

Table 2: Datasets used for evaluating the representations in supervised classification of abusive language.
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Representation Hatespeech Aggression Attack Toxicity
Baseline 0.610 0.700 0.720 0.753
Lexicon #1 0.664 0.795 0.806 0.831
Lexicon #2 0.729 0.751 0.758 0.783
Lexicon #3 0.647 0.777 0.798 0.824
Lexicon #4 0.626 0.749 0.771 0.804
n-grams 0.871 0.831 0.848 0.870
n-grams-Reddit 0.854 0.833 0.850 0.870
n-grams-Stormfront 0.851 0.826 0.844 0.869
n-grams-Doc2Vec-Reddit 0.857 0.841 0.857 0.878
FastText-Stormfront 0.749 0.796 0.814 0.843
FastText-Reddit 0.738 0.804 0.824 0.848
Doc2Vec-Stormfront 0.820 0.817 0.840 0.862
Doc2Vec-Reddit 0.816 0.824 0.846 0.869
GRU-Stormfront 0.719 0.780 0.798 0.828
GRU-Reddit 0.711 0.774 0.791 0.824

Table 3: Results for the various representations on the datasets used in these experiments. The baseline is based on
random guessing in proportion to the class distributions, and the lexica use simple Boolean matching (i.e. presence
or absence of lexicon terms). All other results are produced by feeding the representations to a Logistic Regression
classifer with L2 penalization.

tions (i.e. n-grams collected from the training
data), while the “n-grams-Reddit” and the “n-
grams-Stormfront” use vocabulary collected from
the Reddit and Stormfront data, respectively. The
point of including all three variants is to study
the effect of data-specific vocabulary, which only
seems to have a clear positive effect on the Twitter
Hatespeech data. This is hardly surprising, since
the Twitter data features a lot of domain-specific
terminology such as hashtags and @-mentions.

In order to investigate whether the best-
performing embeddings (Doc2Vec) contribute ad-
ditional information in comparison with the data-
specific BoW n-grams, we also include results
with a model that concatenates the data-specific
BoW n-grams with the Doc2Vec-Reddit model.
These augmented representations produce the best
results on all the Wikipedia datasets, but low-
ers the score for the Twitter Hatespeech data.
This demonstrates that the document-based em-
beddings do contribute useful information in addi-
tion to the BoW n-grams, but that domain-specific
vocabulary is important to include. It could be in-
teresting in future research to investigate whether
Doc2Vec representations that have been trained
on Twitter data would improve the results for the
Twitter Hatespeech dataset.

Note that the FastText and Doc2Vec embed-
dings trained on Stormfront produce slightly bet-

ter results for the Twitter Hatespeech data than the
ones trained on Reddit, but the opposite is true
for the Wikipedia data. One interpretation of this
is that the Wikipedia data is more similar in na-
ture to Reddit than to Stormfront; both Wikipedia
discussions and Reddit are essentially conversa-
tional in nature, and typically do not contain ex-
plicit hatespeech to the extent present in the Twit-
ter Hatespeech data and in the white supremacist
website Stormfront. This analysis does not hold
for the GRU language model, however, where the
model trained on Stormfront produces slightly bet-
ter results on all datasets. Although the differ-
ences in the results produced with the representa-
tions learned from Stormfront and Reddit are very
small, they indicate that the choice of background
data can have an influence on the suitability of the
learned representations for specific classification
tasks.

In order to further investigate the effect of using
pretrained representations, we compute learning
curves for the Logistic Regression classifier using
the various representations, shown in Figures 1 to
4 (next side). The score for each set of training ex-
amples in these Figures is the average of 10 cross-
validations. Note that the number of training ex-
amples on the x axis is log scale, since we want
to investigate how the representations perform on
limited amounts of training data. Note also the
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Figure 1: Learning curves for the Twitter Hatespeech
data using different representations with a Logistic Re-
gression classifier.

straight lines for the Baseline and Lexicon repre-
sentations, which do not rely on training data.

The arguably most interesting aspect of the
learning curves is the fact that the Doc2Vec rep-
resentations lead to the best performance for all
datasets when the amount of training data is lim-
ited. Up to a couple of hundred training examples,
the Doc2Vec representation outperforms the BoW
n-grams by a large margin. This does not apply
for the other types of embeddings, however, which
seem to require substantial amounts of training
data in order to produce useful results. This sug-
gests that when there is limited training data avail-
able, it is beneficial to utilize pretrained document-
based embeddings as representation layer.

Note also that very few labelled examples are
needed to beat the best-performing lexicon when
using Doc2Vec embeddings. In the case of the
Twitter Hatespeech data, only a hundred labelled
examples are needed to beat the best lexicon. For
the Wikipedia datasets, a couple of hundred ex-
amples are needed. This observation seems incon-
sistent with claims that lexica are more efficient to
compile than collecting training data. Compiling a
suitable lexicon with a couple of hundred relevant
terms is hardly an easier, or more efficient, task
than collecting a couple of hundred data samples.
It could be an interesting future study to quantify
the relative efforts involved in lexicon construction
vs. data annotation.

5 Conclusions

This paper has investigated the question whether
an inherently abusive environment such as a dis-

Figure 2: Learning curves for the Wikipedia Aggres-
sion data using different representations with a Logistic
Regression classifier.

Figure 3: Learning curves for the Wikipedia Attack
data using different representations with a Logistic Re-
gression classifier.

Figure 4: Learning curves for the Wikipedia Toxicity
data using different representations with a Logistic Re-
gression classifier.
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cussion forum or a white supremacist website can
be used to learn a generic representation of abu-
sive language, and whether such a representation
can be used in supervised methods for detecting
abusive language. The answer seems to be yes.

Our main result is the fact that pretrained em-
beddings, in particular Doc2Vec representations,
trained on some relevant background data produce
better results than standard BoW n-grams when
training data is limited. We hypothesize that the
results produced with the Doc2Vec representations
will be very difficult to beat even when using state
of the art methods if the classifier can only use
a couple of hundred training examples. The fact
that Doc2Vec representations produce more useful
results than the other embeddings suggests that it
could be interesting to investigate the use of more
traditional document-based embedding techniques
such as Latent Semantic Analysis (LSA) or La-
tent Dirichlet Allocation (LDA). We leave this as
a suggestion for future research.

We acknowledge the fact that other machine
learning methods may be more suitable to use for
the input representations included in these experi-
ments. We use Logistic Regression mainly for its
simplicity and its well-known effectiveness. There
have been many successful results using (deep)
neural networks with pretrained embeddings, but
these models learn complex internal representa-
tions that are difficult to interpret, which means
that such models are less suitable to use when
studying the effect of the input representations on
the classification performance. Even so, it could
be interesting to investigate whether the Doc2Vec
embeddings produce the best results also when us-
ing other (deep) machine learning models.

Our results also show that lexica do not gen-
eralize well across tasks, and that only a couple
of hundred training examples are needed for a su-
pervised classifier based on pretrained document-
based embeddings to beat the best-performing lex-
icon.
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