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Abstract

Discourse structure is a key aspect of all forms of text, providing valuable information both
to humans and machines. We applied the hierarchical theory of news discourse developed by
van Dijk (1988) to examine how paragraphs operate as units of discourse structure within news
articles—what we refer to here as document-level discourse. This document-level discourse pro-
vides a characterization of the content of each paragraph that describes its relation to the events
presented in the article (such as main events, backgrounds, and consequences) as well as to other
components of the story (such as commentary and evaluation). The purpose of a news discourse
section is of great utility to story understanding as it affects both the importance and tempo-
ral order of items introduced in the text—therefore, if we know the news discourse purpose for
different sections, we should be able to better rank events for their importance and better con-
struct timelines. We test two hypotheses: first, that people can reliably annotate news articles
with van Dijk’s theory; second, that we can reliably predict these labels using machine lear-
ning. We show that people have a high degree of agreement with each other when annotating
the theory (F1 > 0.8, κ > 0.6), demonstrating that it can be both learned and reliably applied
by human annotators. Additionally, we demonstrate first steps toward machine learning of the
theory, achieving a performance of F1 = 0.54, which is 65% of human performance. Moreo-
ver, we have generated a gold-standard, adjudicated corpus of 50 documents for document-level
discourse annotation based on the ACE Phase 2 corpus (NIST, 2002).

1 Introduction

Discourse structure is a key aspect of all forms of text, providing valuable information about the con-
tents of a given span of text. This is most obvious in academic, legal, and technical texts, which are
often clearly delineated into sections containing, for example, introductory, background, or explanatory
material, among others—these type of texts are designed to make it easy to find specific information
within them quickly. News articles have a similarly helpful, though implicit, design: they often provide a
brief, up-front summary of the important events, relevant background information, comments from both
experts and the reporters, and detailed descriptions of the main events. Events are often not presented in
chronological order, but rather structured by importance.

We use an established hierarchical theory of news discourse (van Dijk, 1988) to model how paragraphs
operate as units of discourse structure within news articles to capture the importance of events within a
story. We test two hypotheses: first, that humans can reliably annotate news articles with van Dijk’s
theory; second, that these discourse labels can be predicted by machine learning.

In our first hypothesis, by reliable we specifically mean that independent people agree with each other
when applying van Dijk’s theory of news discourse. We performed an annotation study to answer this
question, producing a small corpus of gold-standard, adjudicated annotations in a standoff format based
on the Automated Content Extraction (ACE) Phase 2 corpus (NIST, 2002). This corpus consists of 50
documents (28,236 words; 644 paragraphs) annotated at the paragraph level. Agreement was notable,
with F1 > 0.75 and Cohen’s κ > 0.60 (see §4.3 for details). These results show that van Dijk’s theory
of can be both learned and reliably applied by humans to news article.
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To address our second hypothesis, we demonstrate a machine learning approach using support vector
machine (SVM) for learning to tag paragraphs with labels from van Dijk’s theory. We achieve a perfor-
mance of F1 = 0.54, which is 65% of human performance. We also demonstrate the performance of
other machine learning algorithms (decision tree and random forest) and provide the set of features that
perform the best on this task.

The paper is structured as follows. We first introduce some of the existing related work (§2), and
then provide a definition of van Dijk’s theory as was presented to our annotators (§3). We next describe
the selection of texts used in this study, provide corpus statistics, describe the training and annotation
procedures for the study, and describe the results of the annotation study and provide some discussion
on these results (§4). We then provide an automated method to learn and predict the discourse-structure
labels of a plain document (§5), followed by discussion on the results of label prediction and some
remarks of possible future directions (§6). Finally, we summarize our contributions (§7).

2 Related Work

There has been a substantial work describing how the structure of news operates with regards to the
chronology of real-world events. Much news follows an inverted chronology—called the inverted py-
ramid (Bell, 1998; Delin, 2000) or relevance ordering (Van Dijk, 1986)—where the most important and
typically the most recent events come first. Bell claims that “news stories. . . are seldom if ever told
in chronological order” (Bell, 1994, p. 105), which is demonstrated by Rafiee et al. for both Western
(Dutch) and non-Western (Iranian) news (2017). Rafiee et al. also show that many stories follow a hybrid
structure, which combines characteristics from both inverted and chronological structures.

In this work, we focus on van Dijk’s structural approach to the structure of news discourse (van Dijk,
1988), which is organized as a tree. We choose this work as our focus due to the presentation and
description of the schemata, which facilitated the quick development of an annotation guide. A more
in-depth description of van Dijk’s theory is presented in Section 3.

Discussing van Dijk’s theory of news discourse, Bekalu states that analysis of “the processes involved
in the production of news discourses and their structures will ultimately derive their relevance from
our insights into the consequences, effects, or functions for readers in different social contexts, which
obviously leads us to a consideration of news comprehension” (2006, p. 150). The theory proposed by
van Dijk has also been proposed for use in annotating the global structure of elementary discourse units
in Dutch news articles (van der Vliet et al., 2011).

Pan and Kosicki (1993), in a similar analysis, present a framing-based approach that provides four
structural dimensions for the analysis of news discourse: syntactic structure, script structure, thematic
structure, and rhetorical structure. Of these, the syntactic structure is most closely aligned with van Dijk’s
theory. In this paper, we chose to focus on van Dijk’s theory as Pan and Kosicki do not provide a list or
description of the structure that could be readily translated into an annotation scheme.

White (1998) treats the structure of news as being centered around the headline and lead. White sugge-
sts that the headline and lead, which act as a combination of both synopsis and abstract for the news story,
serve as the nucleus for the rest of the text: “the body which follows the headline/lead nucleus—acts to
specify the meanings presented in the opening headline/lead nucleus through elaboration, contextualisa-
tion, explanation, and appraisal” (1998, p. 275). We focus on van Dijk’s theory for this paper as we find
it to provide a higher degree of specificity: White’s specification modes serve roughly the same purpose
as higher-level groupings in van Dijk’s theory.

For this work, we use the ACE Phase 2 corpus (NIST, 2002) as the source of our news articles. We
choose this corpus because it fit three criteria: it is a widely-used news corpus, it has relevance to other
tasks (entity detection and relation detection), and it was readily available to us.

3 Van Dijk’s Theory of News Discourse

Van Dijk (1988) provides a hierarchical theory of news discourse, shown in Figure 1, which we apply
to a subset of the news articles of the ACE Phase 2 corpus. In this section, we briefly describe the leaf
categories as well as their parent categories when appropriate. We provide additional annotation details
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for discourse types where van Dijk’s description appeared underspecified, as we have done in the guide
given to our annotators.

Summary elements express the major subject of the article, with the headline being a special construct
that introduces a topic, and the lead summarizing the topic introduced by the headline. While annotators
were initially instructed to annotate the headline, we do not include it in our annotations, as the ACE
Phase 2 corpus has the headline separate as part of its annotation scheme.

Situation elements are the actual events that comprise the major subject of the article. Episodes con-
cern main events, which are those events that directly relate to the major subject of the article, and the
consequences of those events. The background consists of the context, which are any circumstances
that contribute to understanding the subject as well as any previous events. Where circumstances may
be non-specific, previous events refer to a specific event that has occurred recently. History elements
are those events that have not occurred recently, typically referenced in terms of years prior, rather than
months, weeks, or days. These elements of the discourse structure provide important information about
the relation of each paragraph with respect to the central events of a news story.

Conclusions are those comments made by the journalistic entity (the newspaper, reporter, etc.) re-
garding the subject. These can be expectations about the resolution or consequences of an event, or
evaluations of the current situation. In contrast, verbal reactions are comments solicited from an exter-
nal source, such as a person involved in the events of the article, an expert, etc. These elements of the
discourse provide further supporting context for the central events of an article.

News Report

Story

Situation

Summary

Episode Background

Comments

Conclusions

Context

Headline Lead

Main Events Consequences

Circumstances Previous Events

History

Verbal Reactions

Expectations Evaluations

Figure 1: The hierarchical discourse structure of news proposed by van Dijk (van Dijk, 1988).

4 Data & Annotation

One of the major contributions of this paper is the generation of a gold-standard corpus of document-level
discourse structure based on the existing ACE Phase 2 corpus. This new dataset comprises 50 documents
containing 28,236 words divided in 644 paragraphs. This annotation is, to the best of knowledge, the
first of this kind, and provides additional information about the corpus that, until now, is not considered
in any knowledge extraction method. We provide, in the following sections, the details of our corpus.

4.1 Selection of Texts

We selected the ACE Phase 2 corpus because it is a major standard corpora of news articles that satisfied
three criteria: it is widely-used, has relevance to other tasks, and was readily available to us. We annotated
50 randomly selected news articles from the development set, divided into ten sets of five documents
each. Within these sets, documents were swapped or replaced in order to obtain uniform sets in terms of
total document lengths. Table 1 shows the corpus-wide statistics for the number of words and paragraphs,
where each paragraph is given a single type in accordance to van Dijk’s theory. The majority of texts
were already divided into paragraphs in an obvious manner, either with empty lines or with indentation.
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The remaining texts were divided by the adjudicator based on either contextual or structural clues, such
as abrupt change in topic or unnatural line breaks.

Words Paragraphs

Total 28,236 644
Average 564.7 12.9
Standard Deviation 322.1 4.9

Table 1: Corpus-wide statistics on the relevant lexical features for annotating the news articles.

4.2 Annotation

Annotation was done in a double-blind manner by three annotators, one of whom also acted as the
adjudicator. All three annotators are Ph.D. students in computer science with a focus on natural language
processing, with experience in both annotating and running annotation studies.

4.2.1 Annotator Training
The annotators that took part in this project were given minimal training outside of their individual ex-
perience with annotation studies. Annotators were provided with a guide describing van Dijk’s theory.
A single adjudication meeting was held after annotation for the first two sets of documents was com-
pleted. The primary purpose of this adjudication meeting was to resolve any questions the annotators
had, discover any uncertainty in the annotation guide, and revise the annotation guide to address these
questions. The annotation guide contains descriptions of each discourse label in addition to an example
of a fully-annotated news article, shown in Figure 2.

4.2.2 Annotation Procedure
Annotation was performed over the course of a month, as time allowed. The adjudicator performed
annotation of all ten sets of documents, while the other two annotators performed annotation of six sets
each. Figure 3 illustrates this division of work. Annotation of each set took approximately 45 minutes
to an hour, resulting in roughly ten hours of annotation work for the adjudicator and six hours for the
other two annotators. The annotations were performed using Microsoft Word’s built-in comment feature,
to eliminate the need for any tool-based annotator training. When confronted with multiple labels that
seemed to fit, annotators were instructed to choose the label that seemed the most applicable.

The adjudication procedure took a further hour for each set of documents, resulting in another ten
hours of work for the adjudicator and another two hours for the other two annotators, who were only
required to participate in adjudication of the first two sets of documents. The purpose of this group
adjudication meeting was to resolve any outstanding questions or confusions regarding the annotation
procedure. The annotation resulted in triple annotation for the first ten documents, and double annotation
for the remaining forty documents. The multiple annotations were merged into a gold standard for every
document. Additionally, although annotators were instructed to annotate the headline for each document,
these labels are not included as part of the gold standard because within the ACE Phase 2 dataset, the
headlines themselves are clearly annotated.

4.3 Annotation Results

This annotation study had two goals: first, to produce a benchmark dataset of document-level discourse
annotations to evaluate the impact of document-level discourse on information extraction. Second, to
evaluate whether or not humans can reliably apply van Dijk’s theory to actual documents. By reliable we
mean that annotators have a high degree of agreement with respect to each other. To measure agreement,
we use the standard F1 score (van Rijsbergen, 1979), treating one of the annotators as the correct labels,
as well as Cohen’s kappa coefficient for inter-rater agreement (Cohen, 1968).

The results of the annotation study are shown in Table 2. Inter-annotator agreement between annotators
A1 and A2 was measured over ten documents; inter-annotator agreement between the annotators and the
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SECTION: Section A; Page 20; Column 5; National Desk   
LENGTH: 593 
DATE:  December 10, 1998   
HEADLINE:  Oregon's Gay Workers Given Benefits for Domestic Partners    
 
In the first ruling of its kind, an appeals court in Oregon ruled yesterday that  
the State Constitution gave homosexual government employees the right to health  
and life insurance benefits for their domestic partners.  
 
''This is, to my knowledge, the first time a court has said it's unconstitutional  
not to give benefits to the domestic partners of gay and lesbian employees,''  
said Matt Coles, director of the Lesbian and Gay Rights Project at the American  
Civil Liberties Union. ''And there is no state in the country that provides  
domestic partner benefits to all government employees.''  
 
But Oregon does already provide benefits to the domestic partners of its  
employees: while the case was on appeal, the state voluntarily began offering  
such benefits to its direct employees. The employer of the three lesbian  
plaintiffs in the case, Oregon Health Sciences University, has also voluntarily  
begun offering such benefits, although it is no longer part of the state, but a  
separate public corporation.  
 
While the ruling today involved only that university, Mr. Coles said, the  
decision would apply to every employee of a governmental entity in Oregon,  
expanding the benefits to thousands of teachers, police officers and others who  
work for local government.  
 
Robert B. Rocklin, the assistant attorney general who argued the case, said he  
was not so sure.  
 
''I don't know yet if we'll appeal, and it's hard to say exactly what the impact  
of the ruling would be,'' Mr. Rocklin said. ''The court dismissed the state  
defendants because O.H.S.U. is no longer a state entity. It's not completely  
clear to me whether it would apply to all government employees in the state.''  
 
The ruling, by a three-judge panel of the State Court of Appeals, upheld a 1996  
trial ruling in the case, finding that the denial of benefits to the three  
plaintiffs, all nursing professionals in long-term relationships who had applied  
for medical and dental insurance for their partners in 1991, violated a section  
of the State Constitution similar to the Equal Protection clause of the 14th  
Amendment of the United States Constitution.  
 
… 
 
''This is still a new area of law, and there's a similar case pending in  
Pittsburgh,'' Mr. Coles said. ''But when I look at this decision, I think what a  
difference a decade makes.'' 

Commented [WY1]: HEADLINE 

Commented [WY2]: LEAD 

Commented [WY3]: VERBAL REACTIONS 

Commented [WY4]: CIRCUMSTANCES 

Commented [WY5]: CONSEQUENCES 

Commented [WY6]: VERBAL REACTIONS 

Commented [WY7]: VERBAL REACTIONS 

Commented [WY8]: MAIN EVENTS 

Commented [WY9]: VERBAL REACTIONS 

Figure 2: Example annotation included in the annotation guide. Some parts of the annotation have been
omitted for brevity.

Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10

Adjudicator

Annotator 1

Annotator 2

Figure 3: Division of work for the annotation study.

adjudicator, as well as the annotators and the gold standard, was measured over 30 documents. The
comparison between the adjudicator and the gold standard was measured over the entire collection of 50
documents.

Table 3 provides the distribution of van Dijk’s labels (sans headlines, of which there are 50: one for
each document, annotated within the ACE Phase 2 corpus). Verbal reactions and circumstances dominate
the labels.

4.3.1 Discussion
We observed that the inter-annotator agreement between the adjudicator and the individual annotators is
high (F1 = 0.8, κ = 0.6). Moreover, the results in Table 2 indicate that annotators, even with minimal
training, can reliably apply van Dijk’s theory.

Inter-annotator agreement between the two annotators is also high, although lower than agreement with
the adjudicator (F1 = 0.75, κ = 0.5). One possible reason is that the adjudicator was also responsible
for the annotation guide: since the adjudicator is the source of the initial examples and instructions for
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Comparison # Docs P R F1 p0 pe κ

A1 vs. A2 10 0.76 0.79 0.77 0.63 0.18 0.55
Adj. vs. A1 30 0.81 0.85 0.83 0.71 0.19 0.64
Adj. vs. A2 30 0.80 0.83 0.82 0.69 0.18 0.62

A1 vs. Gold 30 0.93 0.92 0.92 0.86 0.19 0.83
A2 vs. Gold 30 0.92 0.90 0.91 0.83 0.19 0.80
Adj. vs. Gold 50 0.93 0.87 0.90 0.81 0.18 0.77

Table 2: Microaveraged agreement measures between the annotators (A1, A2), adjudicator (Adj.), and
the merged gold standard (Gold)—including precision (P ), recall (R), balanced F-measure (F1), relative
observed agreement among raters (p0), probability of chance agreement (pe), and Cohen’s kappa (κ,
derived from p0 and pe).

Label Count

Lead 42
Main 60
Consequences 19
Circumstances 103
Previous Events 64
History 27
Verbal Reactions 252
Expectations 21
Evaluations 56
Total 644

Table 3: Distribution of the labels within the annotated corpus. The majority of paragraphs fall under the
categories of verbal reactions or circumstances.

annotation, is reasonable that the annotators would agree more strongly with the adjudicator than with
each other.

Comparisons with the gold-standard are included for completeness: the all-around high agreement
with the gold standard (F1 = 0.85, κ = 0.75) demonstrate that the gold-standard is not dominated by a
single annotator.

Although the distribution of labels is highly skewed, we find that this is roughly in-line with the style
of reporting featured in the ACE Phase 2 corpus, which seeks comments and analysis from experts within
the field as well as explaining the immediate context that has an effect on the main event.

5 Discourse Label Prediction

We build on top of our annotation study to demonstrate the automated learning of document-level dis-
course on a per-paragraph basis. We use machine learning algorithms included in Scikit-learn (Pedregosa
et al., 2011) for our classifiers: in particular, we use the svm.SVC implementation of support vector ma-
chines (SVM), the tree.DecisionTreeClassifier implementation of decision trees, and the
ensemble.RandomForestClassifier implementation of random forests. We include decision
tree and random forest results despite their lower performance because they are particularly interesting
for this experiment, as the theory itself is hierarchical. In addition to features from Scikit-learn, we also
use the paragraph vectors (Mikolov et al., 2013) implementation in Gensim (Řehůřek and Sojka, 2010).

5.1 Feature Selection

In this section, we briefly describe the features we use and explain our rationale behind them.
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Bag of Words We use Scikit-learn’s text.CountVectorizer class with the standard English stop-
words to provide a count of the tokens in each paragraph. This feature was selected based on the
idea that paragraphs from different types of discourse would use different language.

TF-IDF We use Scikit-learn’s text.TfidfTransformer class with standard parameters. TF-IDF
was selected as one method to approximate topics within a given paragraph.

Paragraph Vectors We use Gensim’s models.doc2vec.Doc2Vec class using the distributed bag-
of-words model, with a minimum α of 0.01, a minimum word occurrence of five, and 50 steps
(dm=0, min alpha=0.01, min count=5, steps=50). We use this as a second method
of approximating the topic of a given paragraph.

Previous Paragraph’s Label We also include the label from the previous paragraph. This feature is
based on the idea that there is, to some degree, some sequential ordering or restriction in discourse
type. One simple example is that a lead paragraph is never followed by another lead paragraph.

The bag of words, TF-IDF, and paragraph vector models are built across the entire training corpus and
roughly measure what topics and words correspond to specific label types.

5.2 Results
Our best experimental results were obtained using grid search to maximize the micro-averaged perfor-
mance of the classifier, as measured across five folds. The SVM classifier uses a linear kernel with
C = 10 and the class weights balanced based on the training data; the decision tree classifier uses the
default parameters with the class weights balanced; the random forest uses 50 estimators with balanced
class weights.

Feature Groups P R F1

Baseline #1 (Most Freq. Class) 0.39 0.39 0.39
Baseline #2 (SVM + Bag of Words) 0.46 0.46 0.46
Decision Tree 0.41 0.41 0.41
Random Forest 0.43 0.43 0.43
SVM 0.54 0.54 0.54

Table 4: Results from label prediction using SVM. All results are micro-averaged across instances,
including precision (P ), recall (R), and balanced F-measure (F1). For the final three classifiers, all four
features are described in §5.1.

Table 4 presents the results from our experiments, showing that our classifier is a substantial impro-
vement over the most-frequent-class and bag-of-words baselines. We note that because these features are
fairly generic, and do not include potentially more informative and semantically and syntactically rich
features (such as, e.g., event-, coreference-, dialog-, or discourse-specific features), these results give us
hope of much better performance with further experimentation.

Table 5 presents the per-label results from our experiments. The relatively strong performance on
circumstances and verbal reactions is not surprising, given their predominance. Similarly it is not sur-
prising that we have low performance on labels that occur, on average, about once a document. We
observe an unexpected level of performance on lead paragraphs, given their relative scarceness in the
dataset. Within the data, we find that leads, with a single exception, occur at the start of the document:
this accounts for the high performance, given that the first paragraph’s previous paragraph is represented
as -1, allowing the classifier to take advantage of their strong positional tendency.

6 Discussion

We find that using our SVM classifier, we achieve reasonable performance (65% of human performance).
We suspect that an increase in performance can be gained by additional feature engineering. Moreover,
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Label Type F1

Lead 0.87
Main 0.23
Consequences 0.13
Circumstances 0.46
Previous Events 0.18
History 0.05
Verbal Reactions 0.76
Expectations 0.08
Evaluations 0.19

Table 5: Per-label F1 results. Best performance occurs for the lead, circumstances, and verbal reactions.

we expect that including high-precision rule-based prediction will further improve the performance of
the system: this is based on comments during adjudication from annotators, who stated that they relied
heavily on lexical clues such as quotation marks and specific words (“said,” “commented,” etc.) to select
certain categories (in this case, verbal reactions).

While we expected the tree-oriented methods—decision trees and random forests—to outperform the
SVM classifier, this was not the case in practice and they were outperformed by one of the baselines.
We believe that this is because the features currently used fail to capture the higher-level semantic ideas
that van Dijk used to group together the discourse types. While people understand that verbal reactions
from experts, expectations, and evaluations are all types of comments, our current features do not capture
these relations.

We anticipate several avenues for future work: first, there is much to be explored towards improving
the performance of discourse label prediction; second, high-performance discourse label prediction ena-
bles the creation of larger corpora using automated methods; finally, following our annotation model, we
anticipate further work in discourse-based corpora.

We also believe that we can improve performance on specific under-performing label types by imple-
menting high-precision classification rules to be applied prior to statistical classification, and annotating
additional data with these under-performing types to obtain further representation of them within the
dataset. Furthermore, we currently do not exploit the hierarchical nature of van Dijk’s theory: doing so
may provide additional performance gain by allowing specific classifiers for higher-level types.

7 Contributions

In this paper, we made several key contributions. First, we have demonstrated that humans can reli-
ably learn and annotate news articles with van Dijk’s theory of news discourse with a high degree of
agreement. Second, we have developed a system that can predict the document-level discourse labels for
paragraphs within a news article with reasonable performance (65% of human performance). Third, we
have generated a gold-standard corpus of these labels, along with an annotation guide, to support future
work.

Given that our corpus is based on the ACE Phase 2 data, this work will provide a foundation for
interesting discoure-based approaches to information in news, provide a benchmark for testing extraction
of document-level discourse extraction, and promote research related to discourse and the news. While
entity detection and relation detection are directly supported by the corpus, we also see connections to
event detection and coreference given the event-central nature of van Dijk’s theory.
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Cournapeau, Matthieu Brucher, Matthieu Perrot, and Édouard Duchesnay. 2011. Scikit-learn: Machine lear-
ning in Python. Journal of Machine Learning Research, 12:2825–2830.
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Radim Řehůřek and Petr Sojka. 2010. Software Framework for Topic Modelling with Large Corpora. In Pro-
ceedings of the LREC 2010 Workshop on New Challenges for NLP Frameworks, pages 45–50, Valletta, Malta,
May. ELRA. http://is.muni.cz/publication/884893/en.
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