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Abstract

The objective of this work is to quantify, with a simple and robust measure, the distance
between historical varieties of a language. The measure will be inferred from text corpora
corresponding to historical periods. Different approaches have been proposed for similar
aims: Language Identification, Phylogenetics, Historical Linguistics or Dialectology. In
our approach, we used a perplexity-based measure to calculate language distance between
all the historical periods of that language: European Portuguese. Perplexity has already
proven to be a robust metric to calculate distance between languages. However, this mea-
sure has not been tested yet to identify diachronic periods within the historical evolution of
a specific language. For this purpose, a historical Portuguese corpus has been constructed
from different open sources containing texts with spelling close to the original one. The re-
sults of our experiments show that Portuguese keeps an important degree of homogeneity
over time. We anticipate this metric to be a starting point to be applied to other languages.

1 Introduction

In this article, we deal with the concept of diachronic language distance, which refers to how dif-
ferent one historical period of a language is from another. The prevailing view is that language
distance between two languages cannot be measured appropriately by using a well-established
score because they may differ in many complex linguistic aspects such as phonetics and phonol-
ogy, lexicography, morphology, syntax, semantics, pragmatics, and so on. In addition, languages
change internally as well as in relation to other languages throughout their history (Millar and
Trask, 2015).

Quantifying all these aspects by reducing them to a single distance score between languages or
between historical periods of a language is a difficult task which is far from being fulfilled or at
least appropriately addressed, perhaps because it has not yet been a priority in natural language
processing. Also, there is not any standard methodology to define a metric for language distance,
even though there have been different attempts to obtain language distance measures, namely
in phylogenetic studies within historical linguistics (Petroni and Serva, 2010), in dialectology
(Nerbonne and Heeringa, 1997), in language identification (Malmasi et al., 2016), or in studies
about learning additional languages within the field of second language acquisition (Chiswick and
Miller, 2004).

In the present work, we consider that the concept of language distance is closely related to the
process of language identification. Actually, the more difficult the identification of differences
between two languages or language varieties is, the shorter the distance between them. Language
identification was one of the first natural language processing problems for which a statistical and
corpus-based approach was used.

The best language identification systems are based on n-gram models of characters extracted
from textual corpora (Malmasi et al., 2016) . Thus, character n-grams not only encode lexical and
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morphological information, but also phonological features since phonographic written systems are
related to the way languages were pronounced in the past. In addition, long n-grams (>=5-grams)
also encode syntactic and syntagmatic relations as they may represent the end of a word and the
beginning of the next one in a sequence. For instance, the 7-gram ion#de# (where ’#’ represents a
blank space) is a frequent sequence of letters shared by several Romance languages (e.g. French,
Spanish, or Galician). This 7-gram might be considered as an instance of the generic pattern
"noun-prep-noun" since "ion" (The stress accent (e.g. ión) has been removed to simplify language
encoding) is a noun suffix and "de" a very frequent preposition, introducing prepositional phrases.

In our previous work, perplexity-based measures were used for language identification (Gamallo
et al., 2016) and for measuring the distance between languages (Gamallo et al., 2017a). Now,
the main objective of our current work is to extend this approach in order to measure distance
between periods of the same language (diachronic language distance), also based on perplexity.
This method has been applied to a case of study on European Portuguese from 12th to 20th century.
Two experiments are reported: the first one uses our "perplexity-based" method in a historical
corpus of Portuguese with an orthography closely related to that of the original texts, and the
second experiment was applied using a transliterated corpus trying to use the same orthography
for the whole corpus. The article is organized as follows: First, we will introduce some studies
on language distance (Sec. 2). Then, our language distance measure is described in Section 3. In
Section 4, we introduce the experimental method and finally, in Section 5, we describe the two
above mentioned experiments and discuss the results. Conclusions are addressed in Section 6.

2 Related Work

Linguistic distance has been measured and defined from different perspectives using different
methods. Many of the methods compare lists of words in order to find phylogenetic links or
dialectological relations (Wieling and Nerbonne, 2015). According to Borin (2013), genetic lin-
guistics (also known as "phylogenetics" or "comparative-historical linguistics") and dialectology
are the most popular fields dealing with language distance. This author stated: (Borin, 2013, p. 7)
"Traditionally, dialectological investigations have focused mainly on vocabulary and pronuncia-
tion, whereas comparative-historical linguists put much stock in grammatical features". However,
"we would expect the same kind of methods to be useful in both cases" (Borin, 2013, p. 7).

Degaetano-Ortlieb et al. (2016) present an information-theoretic approach, based on entropy, to
investigate diachronic change in scientific English.

In the following sections, we introduce some relevant work on phylogenetics and dialectology,
but also on corpus-based approaches.

2.1 Phylogenetics

The objective of linguistic phylogenetics, a sub-field of historical and comparative linguistics, is to
build a rooted tree describing the evolutionary history of a set of related languages or varieties. In
order to automatically build phylogenetic trees, many researchers made use of a specific technique
called lexicostatistics, which is an approach of comparative linguistics that involves quantitative
comparison of lexical cognates, which are words with a common historical origin (Nakhleh et
al., 2005; Holman et al., 2008; Bakker et al., 2009; Petroni and Serva, 2010; Barbançon et al.,
2013). More precisely, lexicostatistics is based on cross-lingual word lists (e.g. Swadesh list
(Swadesh, 1952) or ASJP database (Brown et al., 2008)) to automatically compute distances using
the percentage of shared cognates. Levenshtein distance among words (Yujian and Bo, 2007) in
a cross-lingual list is one the most common metrics used in this field (Petroni and Serva, 2010).
Ellison and Kirby (2006) present a method, called PHILOLOGICON, for building language tax-
onomies comparing lexical forms. The method only compares words language-internally and
never cross-linguistically.

Rama and Singh (2009) test four techniques for constructing phylogenetic trees from corpora:
cross–entropy, cognate coverage distance, phonetic distance of cognates and feature N-Gram.
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They conclude that these measures can be very useful for languages which do not have linguisti-
cally hand-crafted lists.

2.2 Dialectology

As in phylogenetics, Levenshtein distance among list of words is employed very often in dialec-
tology (Nerbonne and Hinrichs, 2006; Nerbonne et al., 1999).

In addition to raw Levenshtein distance, (Nerbonne and Hinrichs, 2006) proceed to measur-
ing pronunciation differences, focusing on differences in the pronunciation of the same words in
different varieties. Results are validated using measurements based on the degree to which they
correlate with dialect speakers’ judgments about those differences. Also, Heeringa et al. (2006)
evaluated several string distance algorithms for dialectology, but always based on pairs of words.

2.3 Corpus-Based Approaches

To measure language distances, very recent approaches construct complex language models not
from word lists, but from large cross-lingual and parallel corpora. In these works, models are
mainly built with distributional information on words, i.e., they are based on co-occurrences of
words, and therefore languages are compared by computing cross-lingual similarity on the basis
of word co-occurrences (Liu and Cong, 2013; Gao et al., 2014; Asgari and Mofrad, 2016).

It is worth noting that most techniques in language identification also use corpus-based ap-
proaches, mainly based on n-gram language models. Language identification is considered as
being a pretty solved task (McNamee, 2005), specially for languages by distance, also called Aus-
bau languages (Kloss, 1967). However, there are already big challenges to classify some closely
related varieties of the same language (e.g. Nicaraguan Spanish and Salvadoran Spanish) or Ab-
stand languages (Kloss, 1967) (e.g. Czech and Slovak). Two specific tasks of language identi-
fication have attracted a lot of research attention in recent years, namely discriminating among
closely related languages (Malmasi et al., 2016) and language detection on noisy short texts such
as tweets (Gamallo et al., 2014; Zubiaga et al., 2015). Reasonable results have been achieved
even for very closely related varieties using corpus-based strategies. For instance, Zampieri et
al. (2013) reported an approach using a log-likelihood estimation method for language models
built on orthographical (character n-grams), lexical (word unigrams) and lexico-syntactic (word
bigrams) features. As a result, they reported a extremely high accuracy of 0.998 for distinguishing
between European Portuguese and Brazilian Portuguese, and 0.990 for Mexican and Argentinian
Spanish.

2.4 Historical Portuguese

Historical periods of the Portuguese language are reported in several language monographies:
História da Literatura Portuguesa (History of Portuguese Literature) (Saraiva, 2001) and História
da Língua Portuguesa (Portuguese Language History) (Teyssier, 1982), Historical Phonology and
Morphology of the Portuguese Language (Williams, 1962), as well as in different books of History
of Portugal: História de Portugal em datas (History of Portugal in a timeline) (Capelo et al., 1994),
História de Portugal (History of Portugal) (Mattoso and Ramos, 1994) and História concisa de
Portugal (Brief history of Portugal) (Saraiva, 1978).

3 Perplexity

Perplexity is a widely-used evaluation metric for language models. It has been used as a quality
measure for language models built with n-grams extracted from text corpora. It has also been
used in very specific tasks, such as to classify between formal and colloquial tweets (González,
2015), classification of related languages (Gamallo et al., 2016) and measuring distances among
languages (Gamallo et al., 2017a).
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3.1 Perplexity of a language model
Perplexity is frequently used as a quality measure for language models built with n-grams ex-
tracted from text corpora (Chen and Goodman, 1996; Sennrich, 2012). This is a metric about how
well a language model is able to fit a text sample. A low perplexity indicates the language model
is good at predicting the sample. On the contrary, a high perplexity shows the language model
is not good to predict the given sample. It turns out that we could use perplexity to compare the
quality of language models in relation to specific textual tests.

More formally, the perplexity (called PP for short) of a language model on a textual test is the
inverse probability of the test. For a test of sequences of characters CH = ch1, ch2, ..., chn and a
language model LM with n-gram probabilities P (·) estimated on a training set, the perplexity PP
of CH given a character-based n-gram model LM is computed as follows:

PP (CH,LM) = n

√√√√ n∏
i

1

P (chi|chi−1
1 )

(1)

where n-gram probabilities P (·) are defined in this way:

P (chn|chn−1
1 ) =

C(chn−1
1 chn)

C(chn−1
1 )

(2)

Equation 2 estimates the n-gram probability by dividing the observed frequency (C) of a par-
ticular sequence of characters by the observed frequency of the prefix, where the prefix stands
for the same sequence without the last character. To take into account unseen n-grams, we use a
smoothing technique based on linear interpolation.

3.2 Perplexity-Based Language Distance (PLD)
A Perplexity-based distance between two languages or two periods of the same language is defined
by comparing the n-grams of a text in one language or period of language with the n-gram model
trained for the other language or period of language. This comparison must be made in the two
directions. Then, the perplexity of the test text CH in language L2, given the language model LM
of language L1, as well as the perplexity of the test text in L1, given the language model of L2,
are used to define the perplexity-based language distance, PLD, between L1 and L2 as follows:

PLD(L1, L2) = (PP (CHL2, LML1) + PP (CHL1, LML2))/2 (3)

The lower the perplexity of both CHL2 given LML1 and CHL1 given LML2, the lower the
distance between languages (or language periods) L1 and L2. Notice that PLD is the symmetric
mean derived from two asymmetric divergences: PP (CHL2, LML1) and PP (CHL1, LML2).

4 Methodology

Our methodology is based on applying PLD measure to a historical corpus of a language (also
called "diachronic corpus"), in order to obtain a diachronic language distance between periods. A
representative and balanced historical corpus is required. This corpus is divided into two parts:
train and test corpora. Also, train and test must be divided into different language periods, which
should be previously defined according to philological criteria. Finally, the test corpus should
contain roughly 20% number of words with regard to the train corpus. It is worth mentioning that
the train partitions are not manually annotated as our method is fully unsupervised.

More precisely, to apply PLD on diachronic corpora for computing the distance between peri-
ods, our method is divided into the following specific steps:

1. First, we need to define historical periods of a language. For this purpose, it will be necessary
to take into account philological studies on the specific language at stake. For Portuguese,
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the periods were defined according to the ideas reported in two pieces of work about, on
the one hand, the History of Portuguese Language (Teyssier, 1982) and, on the other, about
Historical Phonology and Morphology of the Portuguese Language (Williams, 1962). As
a result of this philological research, Portuguese language may be divided into a medieval
period (XII-XVth centuries), a renaissance period (XVI-XVIIth), XVIIIth, first half XIXth,
second half XIXth, first half XXth, and second half XXth century. Yet, considering the lack
of documents for some of these periods, we had to merge renaissance and XVIIIth into one
single period. Thus, we have selected the following 6 periods: XII-XV, XVI-XVIII, XIX-1,
XIX-2, XX-1, and XX-2.

2. In the second step, we select a representative and balanced historical corpus. For this purpose,
texts from several genres must be retrieved. For our corpus, we collected texts from both non-
fiction and literature. In addition, we consider that it is important to get documents with a
spelling as close as possible to the original one. It is quite relevant to bear in mind that the
oldest period (medieval) is where there are more differences between texts, since language
was not standarized at that time. Unlike other historical Portuguese corpora (Galves and
Faria, 2010), in the construction of the corpus we have paid special attention to maintain
the original spelling for every text. Bearing this aim in mind, adapted or edited versions
have been ruled out (for example, in the 19th century, the spelling "ph" was used for the
phoneme /f/, and in many available digital versions the texts are adapted to modern spelling
by replacing "ph" with "f", but we discarded these versions).

3. Then, text corpus is divided into both train and test partitions. As soon as we get documents
in their original spelling and they are classified in the pre-defined historical periods, we must
decide if these documents must belong to either the train or the test corpus, each one also
divided in the same 6 periods. The size of each period of the test corpus is about 20% of the
size of the corresponding period in the train corpus.

4. Finally, PLD is applied to the previously organized train/test dataset and results are evalu-
ated. The results obtained by using PLD between periods are compared with those obtained
between well-established languages and reported in Gamallo et al. (2017a), where the dis-
tance among more than 40 languages was analyzed. Considering that two historical periods
belong to the same language, for Portuguese the PLD score between two periods should not
be greater than the perplexity between two recognized languages. Therefore, given that the
perplexity-based distance between Catalan and Spanish is about 8, the distance between two
Portuguese periods should be lower than that value; otherwise we consider that there might
be some problems with, at least, one aspect of our methodology: either the corpus or the
measure.

5 Experiments

5.1 Corpus
As we aim to test our methodology on Portuguese, the language models were generated by making
use of a collection of documents in several periods of Portuguese language. These documents
are not translations of each other and are constituted by a balanced combination of genres (both
literature and nonfiction) period by period. As a result, we collected comparable and balanced
corpus from literature and nonfiction in six different periods of languages from different sources.
Our method to compile the historical corpus was the following.

First, in order to know which were the most relevant nonfiction and literature documents in
Portuguese for each historical period, we took into account information reported in historical work
cited above in Sec. 2.4. As a result, we selected a set of relevant candidate documents to be part
of our experiments.

Second, we searched for these candidate texts in open repositories such as Corpus Informati-
zado do Português Medieval (Digited Corpus of Medieval Corpus) (Xavier et al., 1994), Project
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XII-XV XVI-XVIII XIX-1 XIX-2 XX-1 XX-2
Train corpus (Words) 1,509,774 1,426,636 1,327,045 1,612,320 1,325,353 1,688,787
Test corpus (Words) 305,773 310,405 296,712 334,145 293,952 363,693
Proportion (Test/Train) 20.25% 21.75% 22.35% 20.72% 22.17% 21.53%

Table 1: Number of words using in Train and Test corpus

Gutenberg, specially for the XIX century1, Wiki source2, OpenLibrary 3, Tycho Brahe corpus4

(Galves and Faria, 2010), Domínio Público5, Arquivo Pessoa6, Linguateca7, Corpus de Textos
antigos (Corpus of old texts)8 and Colonia corpus9 (Zampieri, 2017).

It is worth noting that the further back we go in historical texts (e.g.: renaissance, medieval), the
more spelling differences between texts are found due to a lack of a stable spelling standard. Also,
there were high rates of illiteracy since there was not any kind of public schools to learn how to
read or write the language. Actually, the first relevant language standard for Portuguese is defined
and applied at the end of XVIIIth century, as it also happened in other Romance languages such as
French or Spanish. Academia das Ciências de Lisboa (Lisbon Academy of Sciences), one of the
bodies that regulate the standardization of European Portuguese language, was created in 1779 in
Lisbon.

Then, we checked whether the documents selected in the previous step were in the original
spelling. If so, they were indexed and their OCR errors were cleaned; otherwise they were not
considered.

All texts with original spelling were digitized and cleaned. It resulted in a new diachronic
corpus, we call Diachronic Portuguese Corpus (DiaPT). To compute PLD measure between all
periods, each period of DiaPT (i.e. XII-XV, XVI-XVIII, XIX-1, XIX-2, XX-1, XX-2) was divided
into two partitions: train and test. As a result, each training partition is constituted by about
1,3/1.5M word tokens. Balanced train-test pairs allows us to compute PLD measure without bias.

5.2 Results

The objective of the current experiments is to compare six language periods of European Por-
tuguese language using PLD. The specific implementation of PLD consists of 7-gram models and
a smoothing technique based on linear interpolation. Two experiments have been performed. The
first one consists of applying PLD measure on a Portuguese historical corpus keeping the origi-
nal spelling. In the second experiment, we apply the same PLD measure to the same historical
documents, but previously transcribed by means of a normalization process.

5.2.1 PLD with original spelling
In this experiment, we have developed a set of scripts (https://github.com/gamallo/Perplexity) to
create a train 7-gram diachronic language model, period by period. As a result, six 7-gram di-
achronic language models are obtained. Then, we have generated 7-gram models from all test
corpora. Once all models have been created, PLD is computed for each possible train-test pair of
models. Table 2 shows the diachronic language distance between all historical Portuguese periods
with original spelling using PLD. Some representative samples of these distances are depicted in
Figure 1. More precisely, Figure 1(a) compares the distance evolution across all periods of the two

1https://www.gutenberg.org/browse/languages/pt
2https://en.wikisource.org/wiki/Category:Portuguese_authors
3https://openlibrary.org/
4http://www.tycho.iel.unicamp.br/corpus/index.html
5http://www.dominiopublico.gov.br/pesquisa/DetalheObraForm.do?select_action=

&co_obra=16090
6http://arquivopessoa.net/textos/
7https://www.linguateca.pt/
8http://alfclul.clul.ul.pt/teitok/cta/index.php?action=textos
9http://corporavm.uni-koeln.de/colonia/
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XII-XV XVI-XVIII XIX-1 XIX-2 XX-1 XX-2
XII-XV 2.849 5.408 6.451 7.002 7.692 7.411
XVI-XVIII 5.408 3.745 6.373 6.633 6.785 7.128
XIX-1 6.451 6.373 2.990 4.081 3.965 4.972
XIX-2 7.002 6.633 4.081 3.037 3.937 4.698
XX-1 7.692 6.785 3.965 3.937 2.872 4.878
XX-2 7.411 7.129 4.972 4.698 4.878 3.013

Table 2: PLD diachronic measure in original spelling (DiaPT corpus)
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Figure 1: Original spelling. In (a) we compare the PLD distances of XII-XV and XX-2 across all
periods. In (b) the same comparison is made between XII-XV and XVI-XVIII.

further away periods, namely medieval (XII-XV) and second half XXth period (XX-2), whereas
Figure 1(b) compares two close historical periods: XII-XV and XV-XVIII.

Figure 1(a) plots how XII-XVth diverges from all the periods in a regular basis: there is an
almost linear growth from 4.48 for XVI-XVIII (the closest PLD distance), up to 7.69 for XX-1
(the furthest one), even though the distance grows smoothly from XIX-1 and decreases slightly in
XX-2. The same pattern can be observed for XX-2, but in the reverse direction: distance grows
slightly until XIX-1, but there is a more pronounced divergence with regard to the furthest periods.

On the other hand, Figure 1(b) compares XII-XVth and XVI-XVIIIth periods. The most relevant
information in this plot is the following: XVI-XVIII is more distant from the modern periods (6.37
with regard to XIX-1) than from the medieval period, (5.4 with regard to to XII-XV). In addition,
as it was expected, the distance grows very slowly from XIX, in the same way as XII-XV with
regard to the modern periods.

In general, distance between periods is correlated with chronology.

5.2.2 PLD with transcribed spelling

In a second experiment, we have converted DiaPT corpus into a new one in which documents of
all periods share a common spelling: DiaPT_norm. To do so, all Portuguese historical periods
were both transliterated into Latin script and normalized using a generic orthography closer to
phonological issues. The encoding of the final spelling normalization consists of 34 symbols,
representing 10 vowels and 24 consonants, designed to cover most of the commonly occurring
sounds, including several consonant palatalizations and a variety of vowel articulation. As the
encoding is close to a phonological one, the new spelling might be seen as a pointer to phonology.
After this transformation we have carried out the same experiment as for DiaPT (described in the
previous subsection).
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Figure 2: Transcribed spelling. In (a) we compare the PLD distances of XII-XV and XX-2 across
all periods. In (b) the same comparison is made between XII-XV and XVI-XVIII.

XII-XV XVI-XVIII XIX-1 XIX-2 XX-1 XX-2
XII-XV 2.937 4.443 5.386 5.689 6.106 5.925
XVI-XVIII 4.443 3.355 4.346 4.467 4.484 4.697
XIX-1 5.386 4.346 3.118 3.676 3.620 4.060
XIX-2 5.689 4.467 3.676 3.137 3.569 4.000
XX-1 6.106 4.484 3.620 3.569 2.997 4.036
XX-2 5.925 4.697 4.060 4.000 4.036 3.120

Table 3: PLD diachronic measure in a common transcribed spelling (DiaPT_norm corpus.)

In this new experiment on DiaPT_norm, the PLD distances shown in Table 3 are very similar to
those of the previous experiment (Tab 2). The pattern of distances is the same in both experiments,
even though in DiaPT_norm there is a closer approximation between periods since there is lower
divergence in general as a result of using normalized orthography.

5.3 Discussion

The results obtained in our experiments allow us to conclude that there are only three clearly
separated historical periods of Portuguese: XII-XV, XVI-XVIII and XIX-XX. If we look in depth
our results, we can observe that the distance between the modern periods (from XIX to XX) could
be too low to justify the existence of different periods in terms of language variation.

The results also lead us to observe that European Portuguese language is historically a compact
language. There is not a large divergence within the different historical periods of European
Portuguese language. The longest difference between XII-XV and XX-2 is over 6.19, which
drops to 5.92 with a normalized orthography for all periods. By considering the results reported in
(Gamallo et al., 2017b), this score is in the same range as the distance between diatopic varieties
or Ausbau languages (e.g. Bosnian-Croatian, perplexity = 5.90), and is not larger than the distance
between languages considered undoubtedly different but closely related (e.g. Spanish-Portuguese,
perplexity=7.74).

6 Conclusions and Future Work

6.1 Conclusions

We have defined a new diachronic language distance measure, PLD, to identify the main evolution
phases of a language and measure how much these phases differ from one another. Even though
a similar measure was used to compute language distance in our previous work (Gamallo et al.,
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2017b), as far as we know, this is the first attempt to use it for measuring distance between peri-
ods in a diachronic perspective. Its application to Portuguese language allows us to quantify its
historical evolution as well as its main standarization changes over time.

Three main periods of Portuguese have been identified, and the distance between ancient periods
and the modern ones is not bigger than the distance between language varieties from a diatopic
perspective. So, Portuguese keeps an important degree of homogeneity over time.

Another contribution of our work is that a new diachronic Portuguese corpus in original spelling
has been created: DiaPT. This corpus has been collected from different open historical corpora and
texts repositories, priorizing those who have original spelling 10.

PLD is a robust measure since the transcription of the corpus with a shared ortography has
not had any impact in changing the distance of Portuguese periods. On the contrary, this change
has compacted the internal distance between language periods, but has not generated different
relations between them.

6.2 Further work

Based on these results, we are planning to test diachronic distance on another languages and lin-
guistic varieties. Also, we aim at using PLD with different language models: e.g. n-grams calcu-
lated from relevant linguistic words, phonological rules modifying the spelling, etc. Additionally
we would like to test this technique for labeling undated texts. Finally, we will use PLD to enhance
precision on other NLP tools, such as language identification, specially for Ausbau languages and
closely related varieties.
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