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Abstract

In this study, we employ the sequence
to sequence learning to model the task
of grammar error correction. The sys-
tem takes potentially erroneous sen-
tences as inputs, and outputs correct
sentences. To breakthrough the bot-
tlenecks of very limited size of man-
ually labeled data, we adopt a semi-
supervised approach. Specifically, we
adapt correct sentences written by
native Chinese speakers to generate
pseudo grammatical errors made by
learners of Chinese as a second lan-
guage. We use the pseudo data to pre-
train the model, and the CGED data
to fine-tune it. Being aware of the sig-
nificance of precision in a grammar er-
ror correction system in real scenarios,
we use ensembles to boost precision.
When using inputs as simple as Chi-
nese characters, the ensembled system
achieves a precision at 86.56% in the
detection of erroneous sentences, and a
precision at 51.53% in the correction of
errors of Selection and Missing types.

1 Introduction

An inter-language is an idiolect developed by a
learner of a second language (or 1.2). It is char-
acteristic that it preserves some features of the
first language (or L1), and can overgeneral-
ize some L2 linguistic rules. An investigation
on the grammatical errors made by L2 learn-
ers will disclose the error patterns, which are
beneficial to the teaching and learning process.
On the other hand, it will promote the devel-
opment of systems which can correct gram-
matical errors made by L2 learners automati-
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cally.

The rest of this paper is organized as follows:
Section 2 briefly introduces the definition of
the NLP-TEA CGED Shared Task 2018. Sec-
tion 3 gives a quick review on previous studies.
Section 4 describes the generation of pseudo
data in detail. Section 5 introduces the mod-
eling of the correction task using sequence to
sequence learning. Section 6 analyses the ex-
perimental results. Finally, conclusions and
prospects are drawn in Section 7.

2 NLP-TEA CGED Shared Task
2018

The goal of Chinese Grammar Error Diag-
nosis (CGED) Shared Task in NLP Tech for
Education Application (NLP-TEA) is to de-
velop NLP techniques to automatically cor-
rect grammatical errors in Chinese sentences
written by L2 learners. The shared task fa-
cilitate researchers using different linguistic
knowledges and computational techniques to
compare their results on the basis of common
datasets and evaluation frameworks.
Grammatical errors made by speakers as a
second language consist of different types. In
CGED, the errors are defined as four types:
Missing words ("M”), Redundant words ("R”),
word Selection errors (”S”), and Word order-
ing errors ("W”). It is noticeable that this
categorization is different from that of a tra-
ditional linguistic point of view, in which the
errors are typically categorized into mis-usages
of determiners, prepositions, noun forms, verb
forms and subject-verb agreement etc. The
categorization of errors in CGED tasks cor-
respond to the four operations, i.e. inser-
tions, deletions, substitutions, and transposi-
tions, as defined in Damerau-Levenshtein dis-
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tance (Bard, 2006), respectively. These opera-
tions are used to edit a sequence into another.

A developed system should indicate types
and positions of the errors, and propose correc-
tions for the errors of S and M types. A system
is to be evaluated using four tasks, including
the detection of errors, the identification of er-
ror types, the identification of positions, and
the corrections.

3 Previous Solutions: A Quick
Review

Lee et al. (2013) employed handcrafted linguis-
tic rules to detect grammatical errors made
by learners of Chinese as a second language.
Their system is further integrated with N-
gram models to detect the errors (Lee et al.,
2014). Most previous studies take the diagno-
sis of grammatical errors as a sequence label-
ing problem. They generally assign a B/I/O
tag to each word in an input sentence, or each
character in a word, to detect the errors. Yu
and Chen (2012) proposed to use Conditional
Random Field (CRF) (Lafferty et al., 2001) to
detect Chinese word ordering errors. In 2014,
Cheng et al. (2014) adopted a Support Vec-
tor Machine (SVM) (Hearst et al., 1998) to
identify Chinese word ordering errors. In re-
cent years, Long-short Term Memory (LSTM)
(Hochreiter and Schmidhuber, 1997) has been
a popular neural network model used for this
task (Zheng et al., 2016; Yang et al., 2017).
Various features have been taken as the in-
puts into sequence labeling models, includ-
ing characters, words, Part-of-Speech (POS)
tags (Zheng et al., 2016), dependency infor-
mation, and Point-wise Mutual Information
(Yang et al., 2017), among many others.

4 Pseudo Labeling

The manually labeled dataset for the task
of grammar error correction is of very lim-
ited size. Since manual labeling is both la-
bor and time consuming, the size of the data
set has been a bottleneck for the performances
of automatic error correction systems. There
have been several approaches to tackling this
problem. Cahill et al. (2013) and Grund-
kiewicz and Junczys-Dowmunt (2014) use the
error corrections extracted from Wikipedia re-
vision history as training corpora. Further-
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more, many studies adopt a semi-supervised
approach to automatically generating a large
scale pseudo data set and have reported
promising results (Foster and Andersen, 2009;
Rozovskaya and Roth, 2010; Dickinson, 2010;
Imamura et al., 2012; Felice and Yuan, 2014;
Rozovskaya et al., 2017).

4.1 Error Types

In our study, the pseudo data are generated
based on a close observation on the errors col-
lected from the manually labeled dataset.

4.1.1 Missing

It is observed that missing words are often
functional words. As shown in Sentence 1, in
which a particle and a preposition are missing.
(The erroneous sentence is represented with
E; and the correct sentence, C. The erroneous
phrases are in bold.) Sentences 2 and 3 show
another type of missing errors, which are
caused by improper uses of ellipses.

(1-E) INRBEIZN O SBRAWATH, dn]
LAk @ FATSHCER P IO2 E3hH

(1-C) PIRBILE WSS BAW ST H L A 2L
WAEFR AT 2 T3

(2-E) Fr AR K SAEZ AR/ N Iz st | H 2
AT SN ARAT ., O RIS HD
AN PR Z BIRZ

(2-C) P AR K EAEZ AR/ N Il 1.E HC 2
SEFEPER AT, FZ I RS RO
PEANAE RS2 BRI T

(3-E) fe5b F i RimiT Anir O (BT
H . X3 A i 2 AN BTN
(3-C) 15k FE el A e vl A AR T H AR
11, XY HUAE L G Al 2 A E AT

4.1.2 Redundant

Of all the redundant errors in CGED data
set, functional words are among the most
frequent. For instance, the particle and the
conjunction in Sentences 4-5 are redundant.
(4-E) Znfey b0 AE A7 S AR B9 1) 9 A LA
JE AT

(4-C) I A FRIAEAE A M L) TARRY A B9 LA
JE B A o

(5-E) REAET AR, SVETCHITR T AL
RN

(5-C) REATARIAE, BVETCRIKL T ARALHE
No



4.1.3 Selection

Selection errors often occur when near-
synonyms are misused, as shown in Sentences
6-7. The differences of the usages between
these near-synonyms are subtle.
(6-I2) At AT JRHAS T8 W AR X A Jl 4 1Y
R & FhELL .

(S]—{C) AT TAS JREE IR AR R AR T N 23 Y %
FRE

(7-E) MUb, ACREt o BmaNes . & .
ML,

(7-C) I, AEESER o HIAICHT. 8%
W RcsayS)IEN

=

Ak
a/mﬂé§le

4.1.4 Word Order

Word ordering errors are typically related to
the modification of verbs. For instance, the
modifiers of the verbs, the auxiliary verb and
the adverbs, are misplaced in Sentences 8-10.
(8-E) REULFFiERiZ A Bl AT
(8-C) REIZSREULH A B .

(9-E) -+ HIERERNFEETZTE AN
%HTET ......
(9-C) -+ HERHZETRTE RN T
ﬂ]j:!Elﬁ ......

(10-E) FGEHHH MM, Al RESs SMIRE
AR XA,

(10-C) ek i of e i AB AR, vl BE A1) 1 At A
X R

4.2 Data Generation

Based on the above observations, we adapt
the sentences written by native Chinese speak-
ers to generate ungrammatical sentences. The
canonical sentences come from 12 serials of
textbooks for students learning Chinese as a
second language, 7 serials of textbooks for
native Chinese students, and People’s Daily
newspapers. The sentences are filtered with a
length threshold and the controlled vocabular-
ies for teaching Chinese as a second language
(Hanban, 2001, 2010). These sentences are to-
kenized using LTP (Che et al., 2010). And
then, the errors of redundant words, missing
words, word selection errors and word ordering
errors are generated using the operations of in-
sertions, deletions, substitutions, and transpo-
sitions, respectively. All adaptations are done
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in terms of words. 2 millions sentences are

adapted in this way.
4.2.1 Missing

(1) To make erroneous sentences with missing
words, we randomly select a position in
the input sentence. (2) If the word in that
position is a functional word, or it is a content
word with an antecedent in that sentence,
drop this word. Example sentences are shown
below.

(11-E) —K, JHiEk O — .
(11-C) —K, JEHERT M.

(12-E) AUz W ERshiabnAs, iEpisz 7 F
ZIE O 4.

(12-C) AR RS IRA, I T
Vs sEM 5.

4.2.2 Redundant

(1) Randomly select a position in the input
sentence. (2) Randomly select a word accord-
ing to word frequencies. (3) Insert the word
into that position.

(13-E) jE/R3CIB I = AR o

(13-C) JA/R SIS IL E AL o

4.2.3 Selection

(1) Randomly select a position in the input
(2) Select a near-synonym of the
word in that position based on their similari-
ties computed using word embeddings. (3) Re-
place the word in that position with the near-
Synonym.

(14-E) & Bl Sl T, i AR
T

(14-C) ZRILAMIEM, WAE T, HEEK
T

4.2.4 Word Order

(1) Randomly select a position in the input
sentence. (2) Swap the word in that position
with its neighbor.
(15-E) XLEEBIRAIES, A AT
T TR
(15-C) IXLEBIARAI L, A AT AT
T TR

5 Ling@CASS Solution:
Methodology and System
Development

sentence.

A new task, the corrections of the errors of
missing and selection types, has been intro-



duced to CGED 2018. We accordingly need
a reconsideration of the appropriateness of us-
ing sequence labeling models (Sakaguchi et al.,
2017). Unlike the B/I/O tag set which is close,
the corrections of the missing, and selection
types of errors form an open set. In addi-
tion, the corrections generally give rise to out-
put sentences with lengths different from in-
put ones. Therefore, the correction task has
gone beyond the capabilities of sequence la-
beling models.

Sequence to sequence learning (seq2seq)
maps an input sequence to an output sequence
of varying lengths. It has been the main-
stream model for machine translation nowa-
days (Klein et al., 2017). The correction task
can be modeled as a translation task, in which
the ungrammatical sentences are from an orig-
inal language, and the corrections are from a
target language. The translation model has
been used in several previous studies on gram-
mar error corrections (Schmaltz et al., 2016;
Chaitanya, 2017; Yuan and Felice, 2013).

The state-of-the-art performances on ma-
chine translation are presented by FairSeq in
terms of both accuracy and speed (Gehring
et al., 2017). FariSeq significantly differs from
previous seq2seq models in that its architec-
ture is based entirely on Convolutional Neu-
ral Networks (CNN), instead of the prevalent
Recurrent Neural Networks (RNN), so that
computations can be fully parallelized during
training and optimization.

In our study, we employ the FairSeq model.
The Fairseq models are pre-trained with the
pseudo labeled data, and fine-tuned with the
manually labeled data delivered in CGED.
The inputs to Fairseq models are as simple as
Chinese characters and POS tags of charac-
ters. The POS are tagged using LTP (Che
et al., 2010). We use the default settings of
FairSeq, except that we use 512 dimensions of
character embeddings. The embeddings are
randomly initialized and we do NOT use any
other resources.

6 Ling@CASS Solution: the
Outcome
6.1 Evaluation on Corrections

As shown in Table 1, we have four basic sys-
tem configurations. These configurations are
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different in the use of pseudo corpus and POS
tags. The evaluation in Table 1 reveals that
the use of pseudo data has improved both pre-
cision and recall in the correction task of the
word selection errors and missing errors, while
that of POS tags does not make a significant
contribution.

In real scenarios of grammar error diag-
noses, the evaluation metrics of precision, re-
call and F1 are not of the same importance. A
teacher would always prefers a grammar error
correction system with high precision, even if
it has a low recall, than a system returns lots of
noises. Being aware of the significance of pre-
cision in a grammar error correction system
in practice, we further use ensembles to boost
precisions. The tag ”(>1)” indicates that the
correction has been confirmed by at least two
basic systems; and ”(>2)”, at least three. The
ensembled systems steadily achieve a precision
greater than 50%, with a recall greater than
8%. These performances are much higher than
the best in CGED 2018 submissions, where the
precision is 29.32%, and recall is 1.58%.

The official submission of our team to
CGED 2018 is the result of an ensemble of the
systems 3 and 4, where the results are simply
merged.

6.2 Evaluation on Detections,
Identifications of Error Types, and
Positions

w1 3

0.607

0.535
0.525

0.406
0.383

0.35
0.175
0

selection

0.285
0.261

missing

0.198 0.218

redundant

word order

Figure 1: Impacts of Pseudo Data

We also evaluated the systems on the detec-
tions, and the identifications of error types and
positions. Figure 2 shows a detailed analysis
on the precision of the identification of error
positions for all four types of errors. It reveals



ID Pseudo corpus | CGED corpus | Character | POS R F1
1 Y Y 0.2678 0.0984 | 0.1439
2 Y Y 0.2657 | 0.1060 | 0.1515
3 Y Y Y 0.2830 | 0.1153 | 0.1638
4 Y Y Y 0.2672 | 0.1139 | 0.1597
1+3 (>0) 0.2149 0.1313 | 0.1631
gt (>0) 0.2126 | 0.1395 | 0.1685
ubmission
1+2 (>1) 0.5153 | 0.0806 | 0.1394
3+4 (>1) 0.5056 | 0.0896 | 0.1523
143 (>1) 0.5105 0.0823 | 0.1417
1424344 (>2) 0.5080 | 0.0896 | 0.1524
Table 1: Performances on Corrections
FPR. Detection Identification Position
Acc. P R F1 P R F1i P R F1
S3+4'(>'0) 0.3470 0.6630 0.7109 0.6709 | 0.6903 | 0.4853 | 0.4096 | 0.4442 | 0.2482 | 0.1814 | 0.2096
ubmission
1+2 (>1) 0.064 0.5342 | 0.8127 | 0.2184 | 0.3443 | 0.6653 | 0.1436 | 0.2362 | 0.4861 | 0.0906 | 0.1528
3+4 (>1) 0.0512 0.5599 0.8632 0.2542 | 0.3927 | 0.7015 | 0.1663 | 0.2688 | 0.5024 | 0.1006 0.168
143 (>1) 0.0448 | 0.5475 | 0.8656 | 0.227 | 0.3596 | 0.6853 | 0.1463 | 0.2411 | 0.5104 | 0.0932 | 0.1577
1424344 (>2) | 0.0544 | 0.5545 | 0.8524 | 0.2471 | 0.3831 | 0.6819 | 0.1600 | 0.2592 | 0.5030 | 0.0996 | 0.1663

Table 2: Performances on Detections, Identifications of Error Types & Positions

W 1+2 (>1) 3+4 (>1) W 1+3 (>1) W 1+243+4 (>2)

redundant word order

selection

missing

Figure 2: Difficulties of Error Types

that the current pseudo data has a positive im-
pact on the precision of all error types, except
for the word ordering errors. It indicates the
word ordering pseudo data has much room for
improvements.

Figure 1 shows that the identification of the
positions of these errors is of different diffi-
culties to the systems. While the ensembled
systems are proficient in handling word order-
ing errors, they have the most difficulties in
handling redundant errors.

Table 2 shows the ensembled system 1+3
(>1) achieves a False Positive Rate (FPR) at
4.48% and a precision of 86.56% the detection
of erroneous sentences, which are better than
the best FPR 4.99% and the best precision
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82.76% in CGED 2018 submissions, respec-
tively.

7 Conclusion and Future Work

In CGED 2018, we employ the sequence to se-
quence learning to model the task of grammar
error correction. We adopt a semi-supervised
approach to breakthrough the bottlenecks of
very limited size of manually labeled data.
Specifically, we adapt correct sentences writ-
ten by native Chinese speakers to generate
pseudo grammatical errors made by learners
of Chinese as a second language. The pseudo
data is used to pre-train the model and gives
rise to improvements in both precision and re-
call. Being aware of the significance of preci-
sion in a grammar error correction system in
real scenarios, we use ensembles to boost pre-
cision. The use of pseudo data has a positive
impact on the identification of missing errors,
redundant errors, and word selection errors.

In the future work, we will use multi-task
to jointly optimize the four tasks all together
(Luong et al., 2015). In addition, we will in-
vestigate more sophisticated techniques for the
generation of pseudo data.
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