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Introduction

Welcome to the First Grand Challenge and Workshop on Human Multimodal Language (Challenge-
HML). This grand challenge is co-located with ACL 2018 in Melbourne, Australia. During this
grand challenge, we aim to gauge the performance of current natural language processing models in
understanding the complete form of human language: from language, vision and acoustic modalities all
used in a coordinated manner to convey intentions.

Computational analysis of human multimodal language is an emerging research area in Natural Language
Processing (NLP). It expands the horizons of NLP to study language used in face to face communication
and in online multimedia. This form of language contains modalities of language (in terms of spoken
text), visual (in terms of gestures and facial expressions) and acoustic (in terms of changes in the voice
tone). At its core, this research area is focused on modeling the three modalities and their complex
interactions. The first Grand Challenge and Workshop on Human Multimodal Language aims to facilitate
the growth of this new research direction in NLP community. The grand challenge is focused on
multimodal sentiment analysis and emotion recognition on the recently introduced CMU Multimodal
Opinion Sentiment and Emotion Intensity (CMU-MOSEI) dataset. The grand-challenge will be held in
conjunction with the 56th Annual Meeting of the Association for Computational Linguistics 2018.

Communicating using multimodal language (verbal and nonverbal) shares a significant portion of our
communication including face-to-face communication, video chatting, and social multimedia opinion
sharing. Hence, it’s computational analysis is centric to NLP research. The challenges of modeling
human multimodal language can be split into two major categories: 1) studying each modality
individually and modeling each in a manner that can be linked to other modalities (also known
as intramodal dynamics) 2) linking the modalities by modeling the interactions between them (also
known as intermodal dynamics). Common forms of these interactions include complementary or
correlated information across modes. Intrinsic to each modality, modeling human multimodal language
is complex due to factors such as idiosyncrasy in communicative styles, non-trivial alignment between
modalities and unreliable or contradictory information across modalities. Therefore computational
analysis becomes a challenging research area.
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Abstract

In the last decade, video blogs (vlogs) have
become an extremely popular method
through which people express sentiment.
The ubiquitousness of these videos has in-
creased the importance of multimodal fu-
sion models, which incorporate video and
audio features with traditional text features
for automatic sentiment detection. Mul-
timodal fusion offers a unique opportu-
nity to build models that learn from the
full depth of expression available to hu-
man viewers. In the detection of sentiment
in these videos, acoustic and video fea-
tures provide clarity to otherwise ambigu-
ous transcripts. In this paper, we present a
multimodal fusion model that exclusively
uses high-level video and audio features
to analyze spoken sentences for sentiment.
We discard traditional transcription fea-
tures in order to minimize human inter-
vention and to maximize the deployabil-
ity of our model on at-scale real-world
data. We select high-level features for our
model that have been successful in non-
affect domains in order to test their gen-
eralizability in the sentiment detection do-
main. We train and test our model on the
newly released CMU Multimodal Opinion
Sentiment and Emotion Intensity (CMU-
MOSEI) dataset, obtaining an F1 score of
0.8049 on the validation set and an F1

score of 0.6325 on the held-out challenge
test set.
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Figure 1: A blindspot in multimodal sentiment
analysis is the inclusion of human-transcriptions
of spoken sentiment, which limits model applica-
bility. We address this by using only prosodic and
visual features for sentiment classification.

1 Introduction

Multimodal fusion models in the spoken-word do-
main incorporate features outside of text-based
natural language processing (NLP) to increase
model performance. These models benefit from
the full scope of person–person interaction, which
provides both context and clarification for speech
that is ambiguous as text alone. The addition of
multimodal data has been shown to increase model
performance across a broad set of spoken-word
fields, such as sarcasm (Joshi et al., 2017), ques-
tion (Donnelly et al., 2017) and sentiment (Zadeh
et al., 2017) detection. Each of these examples
contains speech that can be difficult to infer from
transcribed text—instead, the speaker’s intent is
clarified to listeners via intonations or expressions.
It follows that machine learning models trained to
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include domain knowledge from these modalities
would likewise be able to correctly interpret com-
plex communication.

Multimodal sentiment analysis (MSA) is one
example of ambiguous speech that has been shown
to benefit from additional modalities (Zadeh et al.,
2017, 2018a; Chen et al., 2017; Poria et al.,
2017b; Yu et al., 2017). MSA is the identi-
fication of the explicit or implicit attitude of a
thought or sentence toward a situation or event.
In recent years, the online community has been
shown to frequently express sentiment orally
in videos or recordings uploaded to sites like
Youtube or Facebook. These spoken-word opin-
ion pieces have been collected and annotated into
large high-quality multimodal sentiment datasets
(Zadeh et al., 2016; Busso et al., 2008; Prez-
Rosas et al., 2013; Wollmer et al., 2013; Park
et al., 2014). Recently, the largest annotated senti-
ment dataset to date, CMU-MOSEI, was released
(Zadeh et al., 2018c). This dataset contains over
23,500 spoken sentence videos, totaling 65 hours,
53 minutes, and 36 seconds. This large quantity of
data comes from real-world expressions of senti-
ment, offering a unique opportunity to train and
test model performance and generalization on a
large dataset. Additionally, Zadeh et al. (2018b)
released a software development kit (SDK) for
training and testing models on the CMU-MOSEI
dataset, with future work focusing on addition of
other multimodal datasets. These releases culmi-
nated in a challenge focused on human multimodal
language with the opportunity to train a model and
evaluate it on a held-out challenge test set.

As is common in sentiment datasets, the MO-
SEI dataset includes features from human tran-
scriptions of speech (Soleymani et al., 2017; Po-
ria et al., 2017a). Ideally, models trained to an-
notate sentiment will operate on real-world data
with as few barriers to deployment as possible in
order to maximize efficiency and continuity. The
use of human transcripts represents one of these
barriers—it greatly limits the scalability of mod-
els in the real-world due to the time and cost in
transcription and the inequality in quality between
human and computer transcripts (Morbini et al.,
2013; Blanchard et al., 2015).

The goal of this work is to build a model that
broadly generalizes to unseen data using only
scalable audio and visual features, reducing the
need for transcription of human speech. In or-

der to achieve this, we implement a model pipeline
which has been successfully deployed in domains
of sensitive and affectively impactful video analy-
sis (Moreira et al., 2019). From this pipeline, we
select simple high-level video features and a gen-
eralized subset of audio features extracted using
openSMILE (Eyben et al., 2010). We further test
the generalizability of this pipeline by evaluating
its applicability to the MSA domain.

Additionally, this pipeline automatically ex-
tracts interpretable features that highlight model
attention. These features can be easily mapped
back to videos, as shown by Moreira et al. (2016),
which allows easy interpretation of model perfor-
mance. Although recent work in MSA has be-
gun exploring applicability of deep learning fea-
tures, these models mostly achieve high perfor-
mance numbers in specific scenarios but have poor
generalizability and interpretability (Poria et al.,
2018).

In the next section, we examine related work
on multimodal sentiment analysis. Section 3 ex-
plains the model pipeline and evaluation proce-
dure. Section 4 presents our model results on the
CMU-MOSEI validation set and the grand chal-
lenge held-out test set. Finally, in Section 5 we
discuss our results, our model’s limitations, and
propose future work to improve our model.

2 Related Work

Traditionally, sentiment analysis has been consid-
ered a natural language processing (NLP) prob-
lem, with data that largely consists of transcribed
speech or written essays. The rise of YouTube and
other video websites has facilitated an increase in
multimodal forms of sentiment expression leading
to the release of a number of high-quality video
datasets annotated for sentiment (Zadeh et al.,
2016; Busso et al., 2008; Prez-Rosas et al., 2013;
Wollmer et al., 2013; Park et al., 2014). These
datasets have in turn led to an increased interest in
multimodal fusion of video, audio, and text modal-
ities for multimodal sentiment analysis (MSA), as
summarized in recent surveys (Soleymani et al.,
2017; Poria et al., 2017a).

2.1 Sentiment Analysis in the Wild

A known issue with multimodal sentiment anal-
ysis (MSA) is the overemphasis on text features
as opposed to visual or audio clues (Poria et al.,
2017a). In spoken sentiment, text restricts the ap-
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Figure 2: Pipeline of our method with three stages: (i) low-level description of audio/visual stream, (ii)
mid-level description of audio/visual stream using a trained bag-of-words model for each modality and
(iii) training a classifier to predict class of the features. Fusion can be performed using the second stage
features, the third stage score prediction or the thresholded score output labels.

plicability of the model in the wild due to human
labor costs of transcription. However, given that
a large majority of multimodal sentiment datasets
include transcriptions, it is understandable that
most researchers in this field have included these
features in their models. Rather than minimiz-
ing this text-based work, our goal is instead to in-
crease focus on audio and visual modalities as a
key area for future MSA research. In this way, we
are able to emphasize the real-world scalability of
our model by excluding text features. Thus, we
limit our review of previous work to recent appli-
cations of multimodal fusion of audio and visual
features for MSA.

Recent work in MSA using only audio and vi-
sual features is relatively sparse, despite the swath
of such models in emotion detection (Poria et al.,
2017a). Poria et al. (2015) extracted a multi-
tude of frame-level video features and sentence-
level audio features for multimodal fusion. They
used feature selection to optimize classification of
sentiment polarity (positive, negative, or neutral
sentiment) and built an audio-visual model that
achieved a validation accuracy of 83.69%. Un-
fortunately, their study contains minimal focus on
interpretability of generated and selected features.

Poria et al. (2018) recently published work that
established baseline performance on MSA across
a range of models and datasets. Their find-
ings confirmed that multimodal audio and visual
models have lower performance than multimodal
models that contain text. They also found that
MSA model performance plummets, regardless

of modality, on cross-dataset tests. Additionally,
Poria et al. (2018) presented a machine learning
model using audio and video features. They ex-
tracted video features using 3D convolution filters,
and selected relevant features with a max-pooling
operation. Their audio-visual model was evalu-
ated on a variety of datasets, achieving accura-
cies between 67.90% and 78.80%, depending on
the dataset and on training with same-speaker in-
clusion or not. Additionally, they report their re-
sults for various modality fusion techniques, with
scores ranging between 58.6% and 65.3%.

The difference between our work and these
related works is our method of extracting fea-
tures from video and representing video segments,
which will be detailed in the next section. Addi-
tionally, the related works use a large set of audio
features provided by openSMILE (Eyben et al.,
2010), while we employ only prosodic features for
speech analysis, namely fundamental frequency,
voicing probability, and loudness contours.

2.2 Model Inspiration and Success in
Non-affect Domains

Our approach follows the precedent set by Moreira
et al. (2019), who developed a generalized mul-
timodal framework that focuses on robust, hand-
crafted features. Their architecture provides an ef-
ficient and temporally-aware technique for multi-
modal data processing and has been shown to gen-
eralize across different domains, achieving state-
of-the-art performance in pornography and vio-
lence detection with no human intervention. In-
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spired by the promising results of this work and
interested in further domain applications for the
framework, we extract similar features from the
MOSEI dataset to build a scalable solution to sen-
timent analysis in our study.

3 Methods

Sentiment expression and interpretation comprise
abstract and complex phenomena, whose trans-
lation to audio and visual characteristics is not
straightforward. To cope with such complexity
in a computationally affordable way (i.e., small
runtime and low-memory footprint) we employ a
Bag-of-Features-based (BoF) solution to the mul-
timodal sentiment analysis (MSA) domain. BoF
models reduce raw data from a modality into a
collection of key local features. This technique re-
duces the semantic gap between the low-level au-
dio and visual data representation, and the high-
level concept of sentiment.

Our model training pipeline is presented in Fig-
ure 2. Broadly, the pipeline extracts key features
from the sentiment sentence videos and computes
a confidence score for each modality. Then, the
pipeline performs multimodal score fusion, gener-
ating a sentiment prediction. Full details can be
found in Moreira et al. (2016). Aside from exper-
imenting with different fusion techniques, we per-
formed no hyperparameter tuning in order to test
the model’s domain adaptation.

One limitation of this training architecture is
that currently the feature extraction portion of the
framework is only trainable on two class prob-
lems. Thus, we binarize sentiment into positive
and negative classes. Ideally, this training process
will be modified in the future – for now, the ground
truth scores are thresholded with values > 0 being
positive and ≤ 0 being negative.

The BoF-based feature processing portion of
the pipeline is divided into three levels:

Level 1: Low-level Feature Extraction. At
this stage we extract low-level features from raw
data. In our case, the audio and video streams in
the raw videos are first separated and segmented.
Temporal Robust Features (TRoF) (Moreira et al.,
2016) are then extracted from the video frames.
TRoF works by considering Gaussian derivatives
for both the spatially and temporally co-located
pixels in a set of video frames. Thus, it isolates
and captures important spatiotemporal portions for
motion description. The pixels of these portions

can then be sampled across space and time, prior
to being described by regular Speeded-Up Robust
Features (SURF) (Bay et al., 2008).

From the audio stream, we extract prosodic fea-
tures using the sub-harmonic sampling algorithm
provided by openSMILE (Eyben et al., 2010). We
limit our selection of audio features from openS-
MILE to correspond with essential features for
speech analysis, namely fundamental frequency,
voicing probability, and loudness contours of the
audio waves. These features have been identi-
fied as important in related implementations of the
pipeline Moreira et al. (2019).

Level 2: Mid-level Feature Extraction. At
this stage we employ a mid-level coding step that
quantizes the low-level features according to code-
books. Codebooks are a modular way of repre-
senting important features that provide a coarser
representation of the video content that is closer
and aware of the binarized concept of sentiment.
Separate codebooks are created for each modality.
For each codebook, we estimate Gaussian Mix-
ture Models (GMM) from one million low-level
features, with half of of the features coming from
negative-sentiment examples, and the other half
coming from positive-sentiment examples. Both
GMMs are comprised of 256 Gaussian distribu-
tions. After quantization, using the codebook, a
pooling step summarizes all of the the mid-level
features into a single feature vector for each video
segment.

Interpretable features can be extracted from the
pipeline using the learned codebook, as described
by Moreira et al. (2016).

Level 3: Confidence Generation. Once we ob-
tain the mid-level feature vector for each of our
video sentences, a separate linear Support Vector
Machine (SVM) classifier is trained for each data
modality. In order to optimize the SVM for clas-
sification accuracy, we perform a 5-fold cross val-
idation and select the best C, a SVM hyperparam-
eter, using a log2 scale in the range [-3,15]. Con-
fidence scores are generated using the distance of
the samples from the boundary learned by the clas-
sifier during training. These scores are then nor-
malized between 0 and 1.

3.1 Prediction Using Multimodal Fusion

Once we obtain confidence scores for each video
segment, we employ two late fusion techniques
to predict the class of each of the segments. Our
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methods are inspired by the domain of Biometrics
(Ross and Jain, 2003), which has a long history of
employing multiple modalities in real-world appli-
cations to improve model performance.

1. Score-level Fusion The normalized scores
for video frame classification and audio sig-
nal classification are averaged to obtain our
final classification scores. To further ex-
tend our fusion-based approach, the weight
of each of the two scores contributing to
the mean is treated as a hyperparameter, θ.
For the validation results we weight both the
scores equally and threshold the scores at 0.5
to obtain labels. For evaluation on the test
set, we choose the relative weight parameter
corresponding to the most accurate validation
results. The objective function used to opti-
mize the hyperparameter is defined as:

argmin
θ

1

N

N∑

c=1

1

nc

nc∑

i=1

I(yi 6= ŷi) (1)

Here, ŷi can be defined as:

ŷi = th(θ∗vScorei+(1−θ)∗aScorei) (2)

Equation 1 denotes the average number of
classification errors across all classes. N rep-
resents the number of classes (in our case, 2)
and nc corresponds to the number of samples
belonging to class c. yi is the ground truth
label and ŷi is obtained by thresholding the
weighted average score as presented in Equa-
tion 2. I(.) is an indicator function that takes
values 1 when yi is equal to ŷi. th(.) is the
thresholding function that uses (1− θ) as the
threshold corresponding to each value of θ in
the equation. The optimized hyperparameter
was chosen after testing with grid search in
the range [0,1] with a step of 0.2. Here, ŷi
for θ = 0 and θ = 1 correspond to unimodal
(either video or audio) classification labels.

2. Output-level Fusion This is a simple fu-
sion technique applied through the method of
thresholding all of the scores obtained from
our classifiers. The thresholded scores are
∈ {−1, 0, 1} and are applied upon uniform
binning of the raw confidence scores. We
added the thresholded scores for both our
modalities and scaled them to a range of 0
to 1. This score was then able to act as the

predicted score for a video to belong to a par-
ticular class.

3.2 MOSEI

For this work we trained, tested, and validated our
model on the MOSEI dataset (Zadeh et al., 2018c).
The dataset was composed of over 23,500 spo-
ken sentence videos, totaling 65 hours, 53 min-
utes, and 36 seconds. The dataset had been seg-
mented at the sentence level; the sentences had
been transcribed, and audio, visual, and textual
features had been generated and released as part a
public Zadeh et al. (2018b) software development
kit (SDK). Additionally, raw videos were available
for download. Each video had been human scored
on two levels: sentiment, which ranges between [-
3,3], and emotion, which had six different values.
For the purpose of this work, we focused only on
the sentiment scores.

For our purposes we extracted features from
the raw videos and used the SDK to obtain the
dataset’s training, testing, and validation sets.

3.3 Evaluation Metrics

Our model output presents predictions as binary
positive or negative classes as well as a confidence
metric for each video sentence.

We evaluated our model’s performance on basic
classification of sentiment using precision, recall
and F1-scores. We selected these metrics because
they are known to report accurate performance
representation on imbalanced classes. Since these
metrics are defined for two-classes, we binarize
the ground truth scores values by thresholding val-
ues > 0 as positive and the remaining as negative.

Although we trained the SVM classifier for bi-
nary predictions, the confidence scores obtained
from the classifier for each sample are continu-
ous and can be used to perform regression. Since
sentiment scores in the dataset scale between [-3,
3], we scaled our confidence scores to match the
expected distribution of sentiment using a linear
transformation function. These were the predic-
tions that we submitted to the ACL2018 Grand
Challenge. We also performed a regression be-
tween the ground truth scores and scores obtained
by our methods on the validation set, and reported
the Mean Absolute Error (MAE) for these experi-
ments alongside our classification results.
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Table 1: Performance of individual modality and multimodal fusion for sentiment analysis on the vali-
dation set of CMU-MOSEI. MAE is the Mean Absolute Error.

Solution Precision Recall F1-Score MAE

Audio Prosodic + SVM 0.7485 0.4831 0.5872 0.7919

Video TRoF + SVM 0.7928 0.7198 0.7545 0.7811

Score-level Fusion 0.8022 0.5749 0.6698 0.7849

Output-level Fusion 0.7729 0.8396 0.8049 0.7760

4 Results

In this section we present our results on both the
MOSEI validation set and the ACL2018 Grand
Challenge MOSEI test set. In the validation set
section we report the evaluation metrics we used
to assess the performance of our model and in the
test set section, we present the metrics used by the
ACL 2018 Grand Challenge organizers.

4.1 Validation Set Results

Using the metrics of evaluation described in Sec-
tion. 3.3, we tested our proposed approach on the
validation set of the CMU-MOSEI dataset. In gen-
eral, our model’s performance was comparable to
related work with the best method achieving F1-
score of 0.80. The classification and regression re-
sults are presented in Table 1. A finer analysis of
correct and wrong classification is presented in Ta-
ble 3. The video portion of our model performed
well on the validation and our fusion techniques
resulted in improved performance with respect to
using unimodal models. However, the audio-only
model performed relatively poorly, indicating that
our model’s major weakness was in the audio do-
main. We expand upon this weakness in section
5.1.

4.2 Test Set Results

The classification metrics reported by the organiz-
ers on the test set include average F1-score and av-
erage class accuracies considering different num-
bers of sentiment classes. For regression, they re-
port MAE and the correlation coefficient between
ground truth and prediction scores. In the regres-
sion scenario, our submission method (Fusion 1)
obtained a MAE of 0.91 on the test set and 0.78
on the validation set. The specific metrics and the
values achieved by our method on the test set have
been reported in Table 2.

Table 2: Performance of the proposed approach in
terms of the metric of evaluation used in ACL2018
Human Multimodal Language Challenge

Metric Value

Mean Average Error (MAE) 0.9108

Correlation Coefficient 0.3051

Average Binary Accuracy 0.6094

Average Weighted Binary Accuracy 0.6108

Average F1 Score 0.6325

Average 5-Class Accuracy 0.3320

Average 7-Class Accuracy 0.3296

We use a binary training technique and corre-
spond the SVM confidence scores to sentiment in-
tensities. However, these results suggest that con-
tinuity in our scores does not correspond well with
quantized sentiment bins.

5 Limitations and Future Work

In order to be deployed at scale in real-world
scenarios, machine learning models should have
minimal-to-no human intervention to becoming
fully automated. We maximized the automation
of our model by discarding human-transcription
data, instead relying solely on audio and video fea-
tures. While this is an important step, we iden-
tified three major limitations of our model that
should be improved before it is deployed at-scale.
First, the quality of our chosen integration of audio
features resulted in a poor representation of senti-
ment. Second, our results show that SVM distance
does not map well to sentiment intensity. Third,
the CMU-MOSEI dataset pre-segments data into
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Table 3: Confusion matrix of classification results
from the methods on the validation set of CMU-
MOSEI.

↓ Predicted Actual→ Positive Negative

Positive

Audio
Video
Fusion 1
Fusion 2

615
884
706
1031

613
344
522
197

Negative

Audio
Video
Fusion 1
Fusion 2

181
231
174
303

290
240
297
168

sentences and omits non-labeled segments. This
makes it impossible to obtain a realistic represen-
tation of real-world data using only this dataset.
By isolating and expanding on these obstacles and
their effects on our model’s performance, which
we do below, we are able to come to noteworthy
conclusions that can be incorporated into future
work.

5.1 Audio feature limitations

Audio features for our model were selected based
on comparison with related work (Moreira et al.,
2019). Unfortunately, our multimodal model
received relatively little benefit from the audio
modality when evaluated on the validation set. We
suspect that a major reason for this failure is the
relatively poor audio quality of the CMU-MOSEI
dataset compared with the dataset used for the re-
lated work, which was comprised of production-
level videos with Hollywood-level audio qualities.

This is notable as an informative guide to the
unforeseen limitations of the previous dataset that
related work selected features on (Moreira et al.,
2019). Based on that dataset, we limited our
model to three audio features. However, Poria
et al. (2015) built an audio model which used a
large set of audio features (6,373 per video) to ob-
tain a 74.49% classification accuracy for positive,
negative, and neutral sentiment. They found that
feature selection, which typically improves accu-
racy, actually decreases audio model performance
in the sentiment domain. This suggests that it
is better to use as many audio features as possi-
ble when building MSA models. We briefly in-
vestigated adding more audio features by extract-

ing 384 features from openSmile’s emotion fea-
ture set (Schuller et al., 2009). Unfortunately, this
model only obtained an F1 of 0.51, compared to
our model’s 0.59. In future work we plan to exper-
iment with audio features further in order to find
what works best across domains.

5.2 SVM Distance Limitation
As noted in the results section, the continuous
scores generated for predictions using SVM are
more granular than the ground truth sentiment
scores. When the two are compared, the offset in
the scores can lead to higher errors than if they
were quantized in the same manner. Based on
our observations, we would suggest usage of other
techniques for extraction of sentiment intensity.

5.3 Dataset Limitations
The CMU-MOSEI dataset (Zadeh et al., 2018c)
used to train and test our model provides a large-
scale breakdown of sentiment analysis. How-
ever, the dataset follows typical practices for mul-
timodal sentiment datasets, which make it difficult
to train a fully automatic model. We identify prac-
tices which would increase automation. First, the
data is pre-segmented at the sentence level, result-
ing in no sentenceless data. For a model to be
employed in the real-world, it needs to be aware
of sentenceless data as well as imperfect sentence
boundaries. For example, human often segment
speech at the sentence or category level (Stolcke
et al., 2000; Zadeh et al., 2016), however, machine
learning algorithms have yet to perfect this prac-
tice. Previous work has found that NLP models are
prone to complete failure when presented with ex-
cess words or information, even when those words
are unrelated to the task (Jia and Liang, 2017).
Ideally, models in the real-world will be robust to
such noise.

Second, our model does not use human tran-
scription in order to avoid limitations in real-world
applicability. However, text is a modality that
improves MSA. Rather than releasing text tran-
scriptions for model building, we propose future
datasets release automatic speech recognition tran-
scriptions. This would further model automation
by incorporating scalable transcription practices,
as is becoming more common in other domains
(Blanchard et al., 2016). Additionally, recent work
suggests the gap between human transcription and
ASR will soon be negated by advances in the
speech recognition domain (Stolcke and Droppo,
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2017), furthering the argument that human tran-
scription is no longer necessary for building mod-
els.

By including the full range of data and switch-
ing from human to ASR transcription, we be-
lieve that sentiment models can be trained, eval-
uated, and employed at-scale on real-world data.
Work on automating multimodal sentiment anal-
ysis should focus on model performance using
tractable methods of data collection; as exempli-
fied by other domains intended to work with real-
world data (Ram et al., 2018; Yan et al., 2016),
with human level transcriptions of data reported
as a comparison metric.

6 Conclusion

We conclude our study with the presentation of
the results of a generalized model for multimodal
sentiment analysis using only visual and audio
modalities. In this work, we completed two sig-
nificant goals: first, we trained and evaluated a
MSA model at scale with minimal human inter-
vention. Second, we tested the cross-domain gen-
eralizability of a model framework that has shown
great success in other multimodal domains. Al-
though multimodal sentiment analysis has tradi-
tionally been characterized as a natural language
processing field driven by human transcription, we
believe that our results show the tractability of
models built without human-in-the-loop. We ad-
vise researchers to ensure that their future work
makes an effort to limit transcript-based datasets
by employing automatic speech transcription. By
doing this, they will be able to further minimize
human interaction and allow their models to ap-
proach full automation. This work is one com-
ponent of a broader effort in the MSA commu-
nity to expand MSA to process real-world data at
scale. Despite the limitations of our model, we be-
lieve that our work creates substantial groundwork
for further investigation of video- and audio-based
models.
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Abstract

We present our system description of input-level
multimodal fusion of audio, video, and text for
recognition of emotions and their intensities for
the 2018 First Grand Challenge on Computational
Modeling of Human Multimodal Language. Our
proposed approach is based on input-level feature
fusion with sequence learning from Bidirectional
Long-Short Term Memory (BLSTM) deep neural
networks (DNNs). We show that our fusion ap-
proach outperforms unimodal predictors. Our sys-
tem performs 6-way simultaneous classification
and regression, allowing for overlapping emotion
labels in a video segment. This leads to an over-
all binary accuracy of 90%, overall 4-class accu-
racy of 89.2% and an overall mean-absolute-error
(MAE) of 0.12. Our work shows that an early fu-
sion technique can effectively predict the presence
of multi-label emotions as well as their coarse-
grained intensities. The presented multimodal ap-
proach creates a simple and robust baseline on this
new Grand Challenge dataset. Furthermore, we
provide a detailed analysis of emotion intensity
distributions as output from our DNN, as well as
a related discussion concerning the inherent diffi-
culty of this task.

1 Introduction

Automatic emotion detection is a longstanding
and challenging problem in the field of artificial
intelligence and machine learning. One reason
why emotion analysis is so difficult is due to the
fact that emotions are somewhat subjective, which
affects how emotions are perceived and subse-
quently labeled by human annotators. To com-
pound this even further, the expressed emotions
may change, in particular for video data. In ad-
dition, multiple emotions can be expressed simul-

taneously and also as a sequence over time. Emo-
tions provide a type of para-linguistic information
that is crucial for many applications in artificial in-
telligence including: affective speech generation,
bio-medical diagnostics, machine translation and
human-computer interaction.

Multimodal machine learning has been recently
attracting interest, with the abundance of multime-
dia data available on the internet making it easy for
researchers to integrate data of multiple modali-
ties. It is a dynamic research field which aims to
integrate and model multiple sources of input, usu-
ally acoustic, visual and text.

In order to produce major advances in emotion
analysis, there must be adequate techniques for
combining and analyzing complex signals. While
this notion is applicable across many fields and
tasks, in this work we focus on emotion analysis
from video data — a very active research area that
is beaming with interesting results and method-
ologies (Pérez-Rosas et al., 2013; Wöllmer et al.,
2013; Poria et al., 2015; Brady et al., 2016; Zadeh
et al., 2016b). A survey by Baltrušaitis et al.
(2018) motivates some of the uses of multimodal
analysis, together with five main components:

• Representation: Representing and summa-
rizing multimodal data

• Translation: Mapping data from one modal-
ity to another

• Alignment: Identifying relationships be-
tween modalities: for example, transcribed
text of a video

• Fusion: Joining information for different
modalities in order to perform a prediction

• Co-learning: Exchanging knowledge be-
tween modalities
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Our work touches on representation, alignment,
and co-learning issues, but it is mostly focused on
fusion. Specifically, we are interested in finding a
way to predict emotions from video data by fusing
together three modalities: verbal content, acoustic
features and sequences of images. In this work we
provide the experimental framework for develop-
ing a system for 6-class (multi-label) emotion clas-
sification and regression for the First Workshop
and Grand Challenge on Computational Model-
ing of Human Multimodal Language at Associa-
tion for Computational Linguistics (ACL) 2018. 1

This paper is organized as follows: in Section
2, we present some relevant work on multimodal
emotion recognition. In Section 3 we provide an
overview of the CMU-MOSEI dataset and a de-
scription of our task. In Section 4, we present our
methodology and multimodal fusion technique. In
Section 5, we show our experiments and results.
In Section 6 we show some analysis of our ex-
periments and in Section 7 we finally discuss and
make suggestions for future work.

2 Related Work

In light of recent successes with deep learning
approaches to multimodal classification problems
(Zadeh et al., 2017), emotion analysis remains
truly challenging. Both emotion and sentiment
analysis have become increasingly important in re-
cent years. However, it remains a difficult task
due to the ambiguity of language and the use of
slang and sarcasm (Baltrušaitis et al., 2018; Po-
ria et al., 2017; Soleymani et al., 2017). A persis-
tent idea is that information from other modalities
helps to resolve ambiguities, such as adding infor-
mation about facial features. From the first time
that convolutional neural networks (CNNs) were
employed for face recognition (Lawrence et al.,
1997) to the present times when sentiment analysis
revolves around using CNNs (Tripathi et al., 2017;
Xu et al., 2014; Pereira et al., November 2016),
CNNs appear promising for multimodal sentiment
analysis and emotion recognition.

One way to encourage innovation in the area
of multimodal emotion analysis is through annual
shared tasks. One such task is the Audio Video
Emotion Challenge (AVEC) which encourages
creative and robust approaches to multi-signal
emotion recognition. In 2016, the top-performing
emotion recognition system utilized sparse cod-

1http://multicomp.cs.cmu.edu/acl2018multimodalchallenge/

ing as well as a state space estimation approach
to multimodal fusion (Brady et al., 2016). Sim-
ilar to our approach, they used both convolu-
tional networks (CNNs) and recurrent neural net-
works (RNNs). Their system competed interna-
tionally and achieved the top scores for valence
and arousal. However, their work was slightly
different from ours in that they were working
with a different set of signal modalities (audio,
video and electro-cardiogram (EEG)) and predict-
ing emotion continuously over time. In addition,
the AVEC 2016 Challenge relied on a very small
pool of subjects. Our work is based on more than
80 different speakers and our prediction task for
videos is conducted on a per-segment basis.

Previous work has shown that there are partic-
ular elements of the speech signal which are most
indicative of emotional state of the speaker (Chang
et al., 2011; Zeng et al., 2009). The features of
speech which are most predictive of speaker affect
are called low-level descriptors. These low-level
descriptors can be extracted from the audio signal
using a standard speech toolbox such as the CO-
VAREP software (Degottex et al., 2014).

Speech data is often considered sequentially
informative. For example, the rise and fall of
prosody can form meaningful patterns. Many ap-
proaches to detecting emotion in speech use re-
current neural network (RNN) approaches to se-
quential learning, such as Long-Short Term Mem-
ory (LSTM) (Lim et al., 2016). There has been
work on emotion recognition using Bidirectional
LSTMs, which we also use for developing our best
system (e.g. Ghosh et al., 2016; Lee and Tashev,
2015; Han et al., 2014; Chernykh et al., 2017).

There is also considerable work in the area of
multi-label emotion recognition for music where
the multi-label task has been transformed into sets
of one-vs-all (Trohidis et al., 2008). While that ap-
proach can be very useful for similar multi-label
tasks, we show that our algorithmic approach us-
ing DNNs overcomes the need to transform the
problem into one-vs-all. Furthermore, we note
that there are many ways to evaluate multi-label
recognition tasks; in this work however, we fol-
lowed the metrics set forth by the organizers.

One dataset in particular, called IEMOCAP, is
commonly employed for emotion recognition re-
search. It was developed by eliciting specific emo-
tions from subjects while they were being moni-
tored. For example, their facial expressions and
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hand movements were recorded while they spoke.
The subjects functioned as emotional actors and
were asked to perform scripts that were designed
to elicit specific emotions: happy, angry, sad, frus-
trated and neutral (Busso et al., 2008). How-
ever, our work uses a slightly broader set of emo-
tions and multiple emotion labels can be activated
simultaneously. More importantly, our data is
from speakers who have exhibited emotions spon-
taneously and, according to their own inclination,
similar to real-world contexts.

3 Data and Task

In this section we describe the data that we
used for developing our Grand Challenge emotion
recognition system and more details related to our
prediction task.

3.1 Data Description

In an effort to overcome the challenge of consis-
tent emotion labeling, and to allow for meaning-
ful comparison across systems, our work is based
on a standardized emotion dataset, called CMU-
MOSEI (Zadeh et al., 2018), from the CMU-
MultimodalDataSDK toolbox.2 This dataset con-
tains video segments that were collected ’in the
wild’ from YouTube wherein the speaker is pro-
viding their review of a movie that they have seen.
The segments have been labeled by humans for 6
different emotions, including the null case. These
labels are: Anger, Disgust, Fear, Happy, Sad,
and Surprise. Each segment can have any com-
bination of emotion labels, or no labels at all. In
addition, for each emotion label there is a corre-
sponding regression value in the range of [0, 3] in
9 steps, making step sizes of approximately 0.33
or 1/3. This means that every video segment can
be characterized with an emotion as well as the in-
tensity of that emotion.

The CMU-MOSEI dataset (Zadeh et al., 2018)
provides pre-processed features and a way to align
features; we aligned the data to text throughout
all experiments. We chose this because the code
for this alignment method was already provided
by the CMU-MultimodalSDK toolbox.

Text features consist of word vectors obtained
from the Global Vectors for Word Representation
(GloVe) software (Pennington et al., 2014) as well
as one-hot word representations.

2https://github.com/A2Zadeh/CMU-
MultimodalDataSDK

Audio features were extracted using the soft-
ware COVAREP: 12 Mel-frequency cepstral coef-
ficients, pitch tracking and voiced/unvoiced seg-
menting features, glottal source parameters, peak
slope parameters and maxima dispersion quo-
tients. The sampling rate of these features is 100
Hz from the original audio (Degottex et al., 2014)

Video features were extracted using the Emo-
tient FACET software (Littlewort et al., 2011).
According to Zadeh et al. (2016a), the visual fea-
tures include 16 Facial Action Units, 68 Facial
Landmarks, Head Pose and Orientation, 6 Basic
Emotions and Eye Gaze (Wood et al., 2015; Bal-
trusaitis et al., 2014). FACET provides frame-by-
frame tracking of facial action units. These fea-
tures are sampled at 30 Hz.

The most common target emotion in our train-
ing data is the singleton Happy, followed by the
null class and the Sad class. The emotion labels
can be combined in various ways. For example,
the tuples: (Happy, Sad) and (Anger,Happy)
both occur with relatively high frequency and are
more frequent than the singleton Fear.

3.2 Task Description

Using the CMU-MOSEI dataset, we identified our
best-performing early fusion prediction system for
the emotion recognition Grand Challenge. While
the challenge dataset contains emotion labels as
well as sentiment labels, our present work is fo-
cused entirely on emotion recognition.

Overall our task was to simultaneously predict
emotion label (none, one, or many) as well as the
corresponding emotion intensity for each video
segment using a fusion of modalities. The exem-
plar targets can be visualized as follows:
target = [0., 0., 0.33, 0.66, 0., 0.]

where the array indexes correspond to the set
of 6 emotion labels and the continuous values (in
steps of 0.33) correspond to intensity. In the above
example there are two emotions present simultane-
ously for this video segment (Happy, Sad), and
the two emotions differ in their intensity.

First, we created our own custom data split from
the CMU-MOSEI challenge data so that we could
utilize a held-out test set. This custom split al-
lowed us to train, validate, and test various ab-
lation groups, compare our models, and identify
the best-performing system to use for the emotion
recognition Grand Challenge. Otherwise our sub-
mission for the Grand Challenge would have re-
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lied solely on the performance of a validation set,
which may have led to unintentional overfitting
when comparing several models.

With our custom split, we had the following
distribution of examples: Training: 9400, Valida-
tion: 1800, and Testing: 1100, for an approximate
split of 76/14/10. To this end, we used our cus-
tom data split to experiment with unimodal sys-
tems, bimodal systems, and trimodal systems, be-
fore submitting our final best-performing model
to the Grand Challenge. We used overall mean-
absolute error (MAE) as a metric for determining
the best model. Finally, our actual system submis-
sion to the emotion recognition Grand Challenge
was trained, validated, and tested on the standard-
ized data split as provided by the organizers.

4 Methodology

In this section we outline our methodology. First,
we describe each of the DNNs that we considered,
followed by an explanation of how our system de-
sign for input-level multimodal fusion (i.e. early
fusion) works. Finally, we provide details regard-
ing feature alignment and DNN hyper-parameters.

4.1 DNN Architectures

CNN: Convolutional Neural Networks are often
used in NLP for various prediction tasks, includ-
ing sentiment analysis (Kim, 2014). The interpre-
tation is not as straightforward as for images, but
we can still argue that semantically related vectors
will be close to each other within a context win-
dow. As outlined later in the methodology, we use
one-dimensional Convolutional layers.

LSTM: Recurrent Neural Networks (RNNs)
and variants have been proven very successful
for many tasks including sentiment analysis on
text and are known for their ability to model in-
variances across time. Recent advancements pro-
pose variants of RNNs that do not suffer from
the problem of vanishing gradients: Long Short
Term Memory (LSTM). The goal of LSTMs is to
capture long distance dependencies in a sequence,
such as the context words.

Bidirectional LSTM: Bidirectional LSTMs
(BLSTMs) increase the amount of available con-
textual information. The principle is to use both
a forward pass and a backward pass through, for
instance, a video segment, while treating the fea-
tures as meaningfully sequential.

4.2 Early Fusion

In the early fusion approach, features from each
of the 3 modalities are concatenated at the input-
level and together they become the input vector
to a DNN — this approach is shown in Figure 1.
Since sequences have different lengths, all modali-
ties are processed with a maximum cutoff, in order
for the concatenation to be possible. We chose the
optimal value for the maximum cutoff by explor-
ing a range of values during the hyper-parameter
search. The concatenated features are then fed into
a DNN.

Figure 1: Input-level feature fusion architecture.

4.3 Feature alignment

For our bimodal and trimodal experiments, we
align the modalities, because different features
in multimodal datasets are in different temporal
frequencies. The CMU-MultimodalSDK toolbox
aligns data using weighted averaging. The overlap
of each modality with a reference one is the weight
of each modality. An average is taken with these
weights to align them to the reference.

4.4 DNN Hyper-parameters

All of our experiments were trained using the
Keras Library (Chollet et al., 2015) which is based
on Tensorflow (Abadi et al., 2016). Across all
of our experiments, we used the ReLU (Nair
and Hinton, 2010) activation function to intro-
duce non-linearity. The learning rule was Adam
(Kingma and Ba, 2014) with default Tensorflow
parameters. For 1D convolution layers the kernel
size was 3 and for max pooling layers the win-
dow size was 2. We explored the number of layers
in steps of 1, 2 and 3, for both fully connected
layers and convolutional layers. For LSTMs and
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Bi-directional LSTMs we set the number of units
to 64 and for all fully connected layers we set the
number of units to 100.

We added dropout (Srivastava et al., 2014) be-
tween fully connected layers with dropout rate in
{0.1, 0.2}. We varied the maximum length set-
ting for the video segments in our dataset, known
as maxlen, in {15, 20, 25, 30}. We chose these
values for maximum length cutoff based on the
average segment length reported in Zadeh et al.
(2016b), which was indicated as maxlen = 12.

In all experiments we used early stopping with
the stopping criteria set to identify minimum vali-
dation loss and patience was set to 10. The exper-
iments employed batch normalization with batch
sizes set to 64 (Ioffe and Szegedy, 2015). The
final output layer contained 6 neurons, followed
by a linear activation function that bounded values
between 0 and 3.

The loss was measured via the mean-absolute
error (MAE), where smaller values are better and
zero is considered perfect. Our interpretation of
MAE is that a value below 0.166 or 1/6 is consid-
erably good performance, based on the intensity
range of [0, 3] and the step size of 0.33. Later, we
shall describe additional evaluation metrics that
were used with our Grand Challenge submission.

5 Experiments

In this section we present the results of our ex-
periments on a random prediction baseline, fol-
lowed by unimodal, bimodal and trimodal input-
level feature fusion. We used the outcome of these
experiments to evaluate and compare each model
perfomance. Finally, we provide the results for the
Grand Challenge from our best-performing sys-
tem: the trimodal BLSTM.

5.1 Random Baseline

Developing a baseline was motivated by the fact
that this is the first shared-task on the CMU-
MOSEI dataset, and therefore no existing sys-
tems are available for a direct comparison. There
are several different ways of developing a base-
line on this task: (1) fully-randomized, (2) pre-
serving label-category distributions from train-
ing data or (3) preserving label-quantity distribu-
tions from training data. We developed a fully-
randomized baseline because it is the most trivial
model. Our random baseline methodology can be
easily adapted to other metrics used by the shared-

Emotion MAE
Anger 0.70
Disgust 0.68
Fear 0.62
Happy 0.80
Sad 0.72
Surprise 0.05
Overall 0.60

Table 1: Baseline MAE based on randomized pre-
dictions of quantity of labels, label category, and
intensity.

task organizers, such as 4-class accuracy.
First, we generated a random number n for

the quantity of labels present in a given video
segment from the domain n = {0, 1, 2, 3, 4, 5, 6}
so that none or all emotion labels could po-
tentially be predicted. Given this quantity,
we predicted the identity of the labels by ran-
domly choosing n labels from the domain
[Anger,Disgust, Fear,Happy, Sad, Surprised].
Finally, we randomly predicted an intensity for
each label based on the 9-step regression values in
the range of [0, 3], with step size 0.33. The result
was an array for each video segment which we
used to compare with the truth labels in our small,
held-out test set. Table 1 displays our per-label
prediction values in terms of MAE. Therefore
we can say that if a system performs better than
overall MAE of 0.60 (lower values are better)
then it is performing better than pure chance.

5.2 Unimodal

To begin with, we experimented with unimodal
approaches to set another performance baseline
and to find out if any particular modality seemed
to contribute significantly more, or if performance
was skewed. The results for unimodal perfor-
mances of each DNN can be found in Table 2. We
used our custom training/validation/test split of the
available data to obtain this performance, where
the overall MAE is only reported on a small held-
out test set (but not the official Grand Challenge
test set). The performance metric MAE has been
averaged over all of the 6 emotion label classes.

The audio modality performed best with a
CNN. On the other hand, both text and video per-
formed better with LSTMs. This suggests that
text and video provide learnable structures that are
captured with sequence modeling.
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Modality DNN Overall MAE
Audio LSTM 0.150

BLSTM 0.150
CNN 0.146

Video LSTM 0.146
BLSTM 0.147

CNN 0.149
Text LSTM 0.156

BLSTM 0.157
CNN 0.158

Table 2: Unimodal prediction results, overall
mean-absolute error (MAE) for each DNN.

Modality DNN Overall MAE
Audio+Video LSTM 0.137

BLSTM 0.135
CNN 0.138

Audio+Text LSTM 0.140
BLSTM 0.142

CNN 0.146
Text+Video LSTM 0.149

BLSTM 0.145
CNN 0.149

Table 3: Bimodal prediction results, overall mean-
absolute error (MAE) for each DNN and ablation.

5.3 Bimodal

For each bimodal ablation group model, we com-
bined two of the three modalities with a DNN. We
report the results in Table 3. We used our cus-
tom train/valid/test split of the available data to
obtain this performance. We observe that over-
all, the bimodal ablations performed slightly bet-
ter than single modalities in terms of overall MAE.
The audio+video ablation group performed better
than other modality pairs. This could be related to
the ambiguity of spoken language. Emotions that
embody sarcasm, irony, and typical spoken disflu-
encies may be better captured without the noise
of the text. Text can be particularly misleading in
cases of sarcasm, where the truth-value of a sen-
tence is reverse from its literal interpretation.

5.4 Trimodal

We present the results of our trimodal fusion in
Table 4. Once again, we used our custom train-
ing/validation/test split of the available data to ob-
tain this performance. It is interesting to note
that all of these systems performed similarly well,

and all performed better than the bimodal ablation
groups. Based on the results from our trimodal
experiments, we selected the BLSTM to submit as
our system to the Grand Challenge.

DNN Modality Overall MAE
LSTM A,V,T 0.133
BLSTM A,V,T 0.132
CNN A,V,T 0.134

Table 4: Trimodal prediction results, overall MAE
for each DNN. Note A=Audio, V=Video, and
T=Text.

5.5 Grand Challenge Results

To obtain the official Grand Challenge results, we
trained our BLSTM using the original dataset split
as provided by the organizers for training and val-
idation. We then applied our system model to an
unseen test set and submitted our predictions. The
evaluation results were returned to us by the chal-
lenge organizers.

Our system performance is displayed in Table 5.
It shows the performance on a per-emotion basis
as well as the overall metric. We noticed that our
system’s overall performance, in terms of MAE,
on this held-out test set was slightly better than
what we obtained while constructing our model
during earlier experiments. This could be due to
the fact that we used the entire provided training
and validation set for the submission.

First, binary accuracy was calculated by round-
ing values to the nearest integer, and using non-
zeros for the ’positive’ class and zeros as the ’neg-
ative’ class. Binary accuracy is used to measure
the presence and absence of an emotion label.
Next, the 4-class accuracy is obtained in a sim-
ilar way. Each value is rounded to the nearest
integer in {0, 1, 2, 3} resulting in 4 classes. And
the accuracy is again measured on exact matches.
The 4-class accuracy provides a rough estimate of
how well a system predicts intensity of an emotion
because the 4-classes provide a coarser-step size
within the range of regression values (e.g. 4 steps
in the range [0,3] instead of 9 steps). Finally, the
correlation r is provided for a fine-grained metric
that measures how well the system output corre-
lates with the true intensities from the data.

For each emotion label, our correlation values
are near 0, which indicates that our system outputs
do not correlate with fine-grained emotion inten-
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Emotion MAE Binary 4-class Corr.
Acc(%) Acc(%) r

Anger 0.101 92.6 92.6 0.082
Disgust 0.051 96.3 96.3 0.064
Fear 0.051 95.7 95.7 0.011
Happy 0.404 70.5 62.0 0.551
Sad 0.111 91.0 91.0 -0.062
Surprise 0.038 97.7 97.7 -0.030
Overall 0.126 90.6 89.2 –

Table 5: Official Grand Challenge system results
for our early-fusion trimodal BLSTM.

sity values from the dataset. However, in the pres-
ence of relatively high 4-class accuracy, we know
that our system is correctly predicting which emo-
tions are present most of the time, and can produce
the correct intensity at a coarser-grained step size.

6 Analysis

Unfortunately we were not able to obtain infor-
mation about the distribution of emotion classes
contained in the held-out test set. However,
we did observe interesting combinations of emo-
tion label clusters from our training data. More
than 70% of the training examples had been
labeled with only 1 or 2 emotions, for ex-
ample: (Happy, Surprise), (Anger,Disgust),
(Disgust, Sad) or (Fear, Sad). At the same
time, the null case (no emotion) was the second-
most prevalent label meaning that many of the
video segments in our training data had no emo-
tion at all. There were a few rare cases of inter-
esting combinations, such as all 6 emotions being
present in one video segment. This exemplifies the
inherent complexity and challenge of human com-
munication and the task of emotion labeling.

In Figure 2, we show the distribution of log-
predicted emotion intensities for each of the 6
emotion classes. The BLSTM model appears to
have learned a representation where the tuple emo-
tions of (Surprise,Disgust) and (Anger, Fear)
each have a similar intensity distribution. Intu-
itively, this could be justified because these pairs
are close to each other on the emotional spectrum,
e.g. Surprise is easily mistaken for Disgust.
Our model however, performs best when distin-
guishing between Surprise and Disgust, imply-
ing that although the one-dimensional intensity
appears similar in Figure 2, the underlying repre-
sentation that is learned is complex enough to dis-
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Figure 2: Distribution of predicted
intensity targets for each emotion:
[Anger,Disgust, Fear,Happy, Sad, Surprised]

tinguish between these. At the same time, Figure 2
implies that the model has learned that Fear and
Happy are extremely different emotions, seeing
as their corresponding distributions are far apart,
which is also intuitive.

7 Discussion and Future Work

We have presented our efforts towards creating a
robust and effective emotion recognition system.
Our best system predicts emotion in video by per-
forming both classification and regression on this
challenging multi-label problem. As this is the
first grand challenge for this dataset, we were not
able to make a direct comparison between other
systems at this time. However, our methodol-
ogy shows that our models improve simply by
adding additional modalities. Furthermore, all of
our DNN models perform better than chance. To
that end, we know that trimodal models perform
best, followed by bimodal models and then uni-
modal models. Our work shows that an early fu-
sion technique can effectively predict the presence
of multi-label emotions as well as their coarse-
grained intensities. Our approach creates a simple
and robust baseline on this new dataset.

In future work, we propose exploring feature se-
lection in order to better understand if and how
particular modality features correlate with particu-
lar emotions. For example, in the audio modality,
a falling pitch might indicate Sad, or a loud vol-
ume could indicate Surprise. Capturing features
that correlate with particular emotions could prove
useful for generating emotive speech.

17



We have shown that this problem benefits from
sequence information. Therefore, in future efforts
to improve performance, one might explore the
distribution of emotions across video segments. It
is possible that there are relevant patterns of emo-
tion that are expressed from one segment to the
next. A potential approach for this would be to
use a fixed-width sliding window across multiple
consecutive video segments, and predict emotion
labels at regular time intervals.
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Abstract

Understanding Affect from video seg-
ments has brought researchers from the
language, audio and video domains to-
gether. Most of the current multimodal re-
search in this area deals with various tech-
niques to fuse the modalities, and mostly
treat the segments of a video indepen-
dently. Motivated by the work of (Zadeh
et al., 2017) and (Poria et al., 2017), we
present Relational Tensor Network archi-
tecture where we use the inter-modal in-
teractions within a segment and also con-
sider the sequence of segments in a video
to model the inter-segment inter-modal in-
teractions. We also generate rich repre-
sentations of text and audio modalities by
leveraging richer audio and linguistic con-
text alongwith fusing fine-grained knowl-
edge based polarity scores from text. We
present the results of our model on CMU-
MOSEI dataset and show that our model
outperforms many baselines and state of
the art methods for sentiment classifica-
tion and emotion recognition.

1 Introduction

Sentiment Analysis is broadly defined as the com-
putational study of subjective elements such as
opinions, attitudes, and emotions towards other
objects or persons. Sentiments attach to modali-
ties such as text, audio and video at different lev-
els of granularity and are useful in deriving so-
cial insights about various entities such as movies,
products, persons or organizations. Emotion Un-
derstanding is another closely related field that
commonly deals with analysis of audio, video,
and other sensory signals for getting psychologi-
cal and behavioral insights about an individual’s
mental state. Emotions are defined as brief organ-
ically synchronized evaluations of major events

whereas sentiments on the other hand are consid-
ered as more enduring beliefs and dispositions to-
wards objects or persons (Scherer, 1984). The
field of Emotion Understanding has rich litera-
ture with many interesting models of understand-
ing (Plutchik, 2001) (Ekman, 2009) (Posner et al.,
2005).

In this work, we explore methods that com-
bine various unimodal techniques for classifi-
cation alongwith multimodal techniques for fu-
sion of cross modal interactions to perform sen-
timent analysis and emotion understanding. We
develop and test our approaches on the CMU-
MOSEI dataset (Zadeh et al., 2018d) as part of
the ACL Multimodal Emotion Recognition grand
challenge. CMU Multimodal Opinion Sentiment
and Emotion Intensity (CMU-MOSEI) dataset is
a newly released large dataset of multimodal
sentiment analysis and emotion recognition on
YouTube video segments. The dataset contains
more than 23,500 sentence utterance videos from
more than 1000 online YouTube speakers. The
dataset has several interesting properties such as
being gender balanced, containing various topics
and monologue videos from people with different
personality traits. The videos are manually tran-
scribed and properly punctuated. Since the dataset
comprises of natural audio-visual opinionated ex-
pressions of the speakers, it provides an excellent
testbed for research in emotion and sentiment un-
derstanding. The videos are cut into continuous
segments and the segments are annotated with 7
point scale sentiment labels and 4 point scale emo-
tion categories corresponding to the Eckman’a 6
basic emotion classes (EKMAN, 2002). The opin-
ionated expressions in the segments contain visual
cues, audio variations in signal as well textual ex-
pressions showing various subtle and non-obvious
interactions across the modalities for both senti-
ment and emotion classification.

What differentiates our work from existing lit-
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erature is (i) application of a novel cross modal fu-
sion technique across the temporal segments of the
multimodal channel (ii) use of rich shallow seman-
tic domain knowledge that include a large num-
ber of psycholinguistic features and resources for
sentiment and emotion classification and (iii) ex-
traction of emotion aware acoustic phoneme level
features using a novel method and architecture.

Our unimodal research focus in this paper is
an exploration of speech sentiment and emotion
recognition using various text dependent and text
independent techniques. On the text modality
experiments, we’ve explored (i) fusion of Lexi-
cons as additional input features (ii) fusion of po-
larity discriminating lexico-syntactic fine-grained
scores as additional input features (iii) fusion of
rich contextualized embeddings as additional in-
put features to the classification pipeline. On au-
dio modality, we’ve used a novel pipeline to gen-
erate the iVectors and Phoneme level utterance
features. For fusion of multimodal information,
we have explored techniques that leverage intra-
modal and inter-modal dynamics and fused them
together in a novel Relational Tensor Network ar-
chitecture.

2 Related Work

Sentiment Analysis has received a lot of prior at-
tention in Movie reviews and Product reviews do-
main and is an established field of research in
NLP (Liu, 2010) (Pang and Lee, 2008). However,
this hasn’t been widely researched in conversa-
tional multimodal audio-visual and textual context
for continuous recognition of sentiments and emo-
tions. (Kaushik et al., 2013) perform sentiment ex-
traction on natural audio streams using ASR on
Youtube videos. They use a maximum entropy
classifier and do not use any lexicon features or do
any domain adaptation. Multimodal Affect recog-
nition has lately gained a lot of popularity with re-
lease of multiple datasets and approaches (Zadeh
et al., 2018c) (Zadeh et al., 2018b). (Zadeh et al.,
2017) present a tensor fusion technique to gener-
ate a fused representation of the individual modal-
ities. Most of these techniques treat the segments
of a video independently and ignore the temporal
relations and interactions between the segments of
a video. (Poria et al., 2017) present an LSTM
based network architecture that leverages the con-
text or the temporal interactions between neigh-
boring segments of a video by concatenation of

cross modal features across the segments. For
acoustic emotion recognition, one of the most suc-
cessful system is based on the super-segmental
acoustic features which is extracted by applying
multiple functions on frame-level features. These
features have been adopted as the baseline system
in many acoustic emotion challenges (Schuller
et al., 2016) (Valstar et al., 2016) (Dhall et al.,
2013). Deep learning techniques have also been
used in acoustic emotion recognition system in re-
cent years. In (Neumann and Vu, 2017), convo-
lutional neural network (CNN) is applied on the
frame-level feature. In (Tao and Liu, 2017), recur-
rent neural network (RNN) is used to model the
temporal information for emotion recognition sys-
tem.

3 Model Description

This work brings together techniques for various
modality specific feature extraction methods and
fusion of information from different modalities
for Sentiment and Emotion Classification. The
grand challenge dataset comes with modality spe-
cific features for text, audio and images as a part
of the CMU Multimodal Data SDK (Zadeh et al.,
2018a). The text features are based on Glove em-
beddings (Pennington et al., 2014), audio features
are based on COVAREP (Degottex et al., 2014)and
the visual features based on FACET (Baltruaitis
et al., 2016) visual feature extraction libraries. We
extracted various additional features for text and
audio modalities as described in the following sec-
tions.

3.1 Text

Several traditional methods have been developed
in Sentiment Analysis technology for decades be-
fore the recent advances in deep learning that pri-
marily rely on methods for word vector represen-
tation and automated feature discovery from snip-
pets. We look at modeling some of the tradi-
tional methods and features in the deep pipeline
and study the impact of these on the classifiers.
Below, we describe a couple of traditional knowl-
edge based resources alongwith some recent deep
representations that we have fused together in our
pipeline.

3.1.1 Lexico-syntactic Rule based features
Text is processed to intrinsically understand the
deeper lexico-syntactic patterns to relate them

21



Figure 1: Sentiment Analyzer

with world knowledge to extract meaningful in-
ferences such as sentiments and emotions. We
have explored the use of VADER rules (Hutto
and Gilbert, 2014) for sentiment and emotion in-
duction. VADER is a simple and fast rule-based
model for general sentiment analysis. It utilizes
a human-validated general sentiment lexicon and
general rules related to grammar and syntax. The
goal of this work is to capture generalizable rules
and heuristics associated with grammatical and
syntactical cues people use to assess sentiment in-
tensity in text. We can clearly see from Figure 1
how this system can differentiate emphasis, inten-
sity and non-linguistic cues from utterances. Deep
learning based systems today fail to capture such
systematic nuances deterministically.

3.1.2 Sentiment Lexicons

Lexicons consists of maps of key-value pairs,
where the key is a word and the value is a list
of sentiment scores for that word (e.g., probabil-
ities of the word in positive, neutral, and nega-
tive contexts). The scores have different ranges
for showing very negative to very positive senti-
ments. Lexicon embeddings are sparse signals de-
rived by taking the normalized scores from mul-
tiple sources of lexicon datasets. The simplest
method of blending a lexicon embedding into its
corresponding word embedding is to append it to
the end of the word embedding. The General
Inquirer(GI) (Stone et al., 1966) is a text analy-
sis application with one of the oldest manually
constructed lexicons still in widespread use. It
contains 11000 words in 183 different psycho-
linguistic categories. We have used the lexi-
con based General Inquirer classes that are di-
vided into groups such as valence, semantic di-
mensions, cognitive orientation, institutional con-
text, motivation related words, classes of Power,
Respect, Affection, Wealth, Well-being, Enlight-
enment, Skill, etc.. (Shin et al., 2017) who orig-
inally explored this work in depth show that lex-
icon embeddings allow building high-performing

models with much smaller word embeddings.

3.1.3 Contextualized Language Embeddings
In contrast to the above two features, we have
also looked at recent developments in contextu-
alized deep word vector representations and how
they can help with sentiment and emotion classifi-
cation. These word vectors are learned functions
of the internal states of a deep bidirectional lan-
guage model, which is pretrained on a large text
corpus. The additional language modeling views
to vector generation process results in high quality
representations (Peters et al., 2018). These word
vector representations try to model the complex
characteristics of word use along with how these
uses vary across linguistic contexts (i.e., to model
polysemy). We have used ELMo that learns a
linear combination of the vectors stacked above
each input word for each end task, which im-
proves performance over just using the top LSTM
layer (McCann et al., 2017) . Unlike most widely
used word embeddings (Pennington et al., 2014),
ELMo word representations are functions of the
entire input sentence

3.2 Audio Features
For this task, three different kinds of features were
applied. The first one is the feature set extracted by
using COVAREP which is provided by the chal-
lenge. It includes multiple kinds of frame level
acoustic features, such as Mel-frequency Cepstral
Coefficients (MFCCs), energy and etc. More de-
tails are described in (Gusfield, 1997). Along with
COVAREP features, we proposed two additional
feature-sets, i-vector features and phoneme level
features. Following two sections will discuss de-
tails about proposed feature-sets.

3.2.1 I-vector Features
The previous studies (Xia and Liu, 2016) (Tao
et al., 2018) have shown that i-vector feature can
benefit acoustic emotion recognition system. I-
vector modeling is a technique to map the high
dimensional Gaussian Mixture Model (GMM) su-
pervector space (generated by concatenating the
mean of the mixtures from GMM) to low dimen-
sional space called total variability space T .

Give an utterance u, xut which represents t-th
frame of utterance u. Audio frame xut is generated
by the following distribution:

xut ∼
∑

c

p(c|xut )N (mc + Twu,Σc) (1)
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where p(c|xut ) is the posterior probability of c-th
Gaussian in Universal Background Model (UBM),
mc and Σc represent the means and covariance of
c-th Gaussian and wu is the latent i-vector for ut-
terance u. EM algorithm introduced in is applied
to iteratively train T . Note that UBM is a GMM
which trained with a large corpus.

In (Lei et al., 2014), the phonetically-aware
DNN is used to replace the traditional UBM in
the framework of i-vector training which showed
significant improvements on the speaker identifi-
cation task. The phonetically-aware DNN is the
network for the acoustic model of the Automatic
Speech Recognition (ASR) system. It is trained
for recognizing the tri-phone state. Compared to
the traditional trained UBM, the DNN from ASR
represents the feature space constrained on pre-
defined tri-phone states. The posterior probabil-
ity as the output of this DNN is directly used as
the p(c|xut ) in Equation 1. In this work, ASR and
i-vector extractor are pre-trained on Librispeech
dataset (Panayotov et al., 2015) with Kaldi (Povey
et al., 2011). We used 960 hours speech data from
Librispeech to train DNN-HMM ASR and 460
clean data for i-vector extractor. To avoid over-
fitting, the dimensionality of i-vector is set as 100.
We also tried larger i-vector dimensions but the i-
vector with larger dimensions show similar perfor-
mance compared to the i-vector system with size
100 dimensionality.

3.2.2 Phoneme Level Features
The phoneme related information have also been
applied in emotion recognition system. Phoneme-
dependent hidden Markov model (HMM) was pro-
posed for emotion recognition system in (Lee
et al., 2004). (Bitouk et al., 2010) proposed to
extract class-level spectral features on three types
of phoneme. Unlike most other work that need
accurate alignment, we propose to use the statis-
tics of posterior probability of phoneme on utter-
ance level. The following steps are used to extract
phoneme level features:

• Step One: Each frame xut in utterance u is
been feed into DNN pre-trained for ASR.
The output is a numeric vector consisting
of p(si|xut , DNN), which corresponding to
posterior probability of triphone state si. The
number of triphone state is dependent on the
decision tree algorithm in the ASR system.

• Step Two: Mapping the tri-phone state si

into monophone. The number of the triphone
state is huge. For emotion recognition sys-
tem, it is not necessary to know information
in such fine-grained unit. Instead, we map
the triphone state into monophone level by
disregarding left and right phone in the tri-
phone structure. The mapping function is:
Fmap(si) = mj where si is the tri-phone
state and mj represents corresponding mono-
phone. For example, Fmap(r−ae−n) = ae.

• Step Three: Calculating the statistics of pos-
terior probability of phoneme on utterance
level. Given xut , for each cluster mj , we sum
up the posterior probability p(si|xut , DNN)
once si belongs to cluster mj .

Pmj (x
u
t ) =

∑

Fmap(si)=mj

p(si|xut , DNN)

(2)

It generates a vector in the length of number
of monophone for each frame in utterance u.
In order to obtain a fixed dimensional feature
for each utterance with variable length, statis-
tics functionals, mean and standard deviation
are applied on PM (X).

For each utterance, the generated feature set is a
fixed dimensional vector. Based on the trained
DNN-HMM ASR system, the number of tri-phone
states and monophone ends up in 5672 and 58 re-
spectively. After mapping and feature extraction,
the dimensionality of the phoneme level features
is 106.

4 Network Architectures

The models described here are based on a recur-
rent architecture and use different fusion strategies
such as concatenation or tensor fusion across all
modalities as well as across all segments of the
video. We have integrated ideas from the two dis-
tinct approaches to jointly leverage multimodal fu-
sion across modalities and across temporal seg-
ments and developed our Multimodal Relational
Tensor Network.

4.1 Tensor Fusion Network
TFN consists of a Tensor Fusion Layer that explic-
itly models the unimodal, bimodal and trimodal
inter-modal interactions using a 3-fold Cartesian
product from modality embeddings. Most com-
mon deep learning approach for fusion of signals
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is a algebraic Merge operation where the operators
are generally a linear concatenation of features or
a sum. TFN, on the other hand, tries to disen-
tangle unimodal, bimodal and trimodal dynamics
by modeling each of them explicitly. Tensor Fu-
sion is defined as the three-fold Cartesian product
amongst the modalities with an extra constant ‘1’
added to the dimension. The extra constant dimen-
sion with value ‘1’ analytically generates all the
multimodal dynamics followed with vector dot op-
erations. This definition is mathematically equiv-
alent to a differentiable outer product between the
modalities. This operation results is a very large
number of dimensions in the merged layer and
therefore can realistically be applied to problems
where the interaction space is not too large.

4.2 Contextual LSTM
Utterances in a video maintain a continuous se-
quence and work like state machines following a
certain path before changing courses. Statistical
Sequence classification techniques are applied in
the classification of each member of the sequence
by modeling the dependence on the other members
of the sequence. Human reactions are also gener-
ally continuous and maintain a certain state in the
sequence before jumping to another state. In par-
ticular, it has been seen that, when classifying one
utterance, other utterances can provide important
contextual information. This natural phenomenon
directly maps to methods such as recurrent net-
work approaches and sequence models to capture
the dependencies between the segments. We re-
use this idea to capture this flow of informational
triggers across utterances using an LSTM-based
recurrent neural network (RNN).

4.3 Relational Tensor Network
While TFN has been used to model the modal-
ity interactions within a video segment, we extend
that approach to apply it to the contextual stream
of segments. There are two ways we can apply
a tensor fusion (by tensor fusion, we specifically
refer to the cartesian product operation between
the modalities with an extra ‘1’ input to model the
inter-modal interaction) across modalities across
the streams. The first approach is to apply a tensor
fusion across all modality features of all segments
for all the modalities. This approach ideally cap-
tures all possible cross-dynamics (unimodal, bi-
modal, trimodal) amongst all possible features of
all the video segments. The main issue with this

Figure 2: Relational Tensor Network

approach is that we run into an exponential growth
in the feature space with every modality added in
the interaction. The cartesian product further cre-
ates multiple outer products for bimodal and tri-
modal interactions. Even with a small number of
features for this approach, our network had about
10s of billions of parameters and this would not be
a feasible approach unless deployed on a massive
infrastructure. This approach does not require the
use of LSTMs as used in the Contextual LSTM
work to capture the sequence information in the
segments.
The other more feasible approach is to apply ten-
sor fusion across modality features of each seg-
ment and then model the sequential interactions
between the segments of the video using an LSTM
Network. We depict our network in Figure 2.

This approach allows generation of contextu-
ally rich features that learn their weights not only
from the current rich multimodal interactions but
also leveraging previous interactions in the pro-
cess. For example, interactions amongst audio
and text features together can have a multiplica-
tive effect to recognize certain kinds of emotion
better (for example, high arousal negative words
multiplied together can show stronger bias for the
angry emotion). Also, these interactions persist
across the segments and can help generate more
meaningful recognizer of multimodal interactions.
The intuitive explanation of this network is that it
captures the long term multiplicative effects of in-
teractions across segments for unimodal, bimodal
and trimodal features. Neither the TFN model or
the contextual model alone can effectively capture
these interactions in principle.
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Binary 7-class Regression

Baseline Acc F1 Acc F1 MAE

SVM multimodal 60.4 0.61 23.5 0.27 1.38

LSTM uni audio 58 0.52 41 0.37 0.73

LSTM uni video 57.9 0.51 45.9 0.40 0.68

LSTM uni text 64.2 0.60 45.8 0.43 0.618

LSTM earlyfusion 65.2 0.62 46.6 0.44 0.60

TFN 66 0.62 47.9 0.43 0.58

RTN 66.8 0.63 49.17 0.45 0.58

Table 1: Sentiment Analysis Model Results

5 Experiments

We present multiple sets of experiments in order
to evaluate the different models, impact of tex-
tual and audio features on sentiment and emotion
prediction. Our training data consists of CMU-
MOSEI training set where we do a 90/10 split
for validation and early stopping experiments. All
our results in this paper are reported on the CMU-
MOSEI validation set1.

5.1 Architecture comparisons
Table 1 and Table 2 show the performance of the
various models on sentiment and emotion classifi-
cation. We have used three LSTM based unimodal
baselines, each for audio, video and text modali-
ties. From the table, we see that unimodal-text net-
work outperforms both audio and video modalities
for sentiment. Unimodal-text also outperforms
SVM multimodal for sentiment analysis, which is
an SVM model trained on concatenated features
from all the three modalities. The early fusion net-
work is an LSTM based network(an extension of
the unimodal networks),that takes in concatenated
features from the three modalities. This LSTM
model outperforms the SVM multimodal baseline
by almost 5% binary class accuracy scores for sen-
timent analysis. All of these LSTM based net-
works outperform SVM by a huge margin in the 7-
class classification scores and MAE for sentiment
analysis. The TFN network with rich set of tex-
tual features slightly outperforms the simple con-
catenation technique(early fusion model) for sen-
timent and emotion recognition. The model with
the best performance is the Relational Tensor Net-
work model for both sentiment and emotion recog-
nition that considers the neighboring tensor fusion
networks for a given segment.

1The test set was not released at the time of writing.

5.2 Ablation study

Table 3 shows the detailed ablation study of the
various text features that we have used in our mod-
els. We added word based features using lexi-
cons and language model based ELMo embed-
dings and utterance level sentiment scores using
VADER scores. As the table shows, adding lexi-
cons result in a slight drop in performance of the
scores. The lexicons we’ve used are extremely
sparse compared to the vocabulary space of Word
Vectors. Also we’ve simplistically concatenated
the binary scores for Positive and and Negative
category words to the same embeddings space as
for the word vectors. Majority of these values re-
main 0 after the operation. We are exploring other
ways to leverage the lexicon embeddings to allow
a larger contribution of these signals to the classifi-
cation process. Addition of the ELMo embeddings
improves the performance as compared to using
word embeddings alone. Addition of ELMo em-
beddings and segment level sentiment scores us-
ing Vader gives the best performance for binary,
7-class and MAE scores, as compared to adding
individual features, or a combination of features.
As described in ELMo work, adding the layers
at different positions of the network helps to ab-
stract various naturally occurring syntactic and se-
mantic information about the words. For the au-
dio modality, we presented two additional feature-
sets in the previous section, i-vector features and
phoneme level features alongwith COVAREP fea-
tures. Based on our experiments, we observed that
the performance of the Emotion recognition RTN
model with all these features were similar but im-
proved slightly for ‘Happy’ emotion compared to
the RTN model without the additional audio fea-
tures.

6 Conclusion

In this paper we present a novel model called
Relational Tensor Network for multimodal Affect
Recognition that takes into account the context of
a segment in a video based on the relations and
interactions with its neighboring segments within
the video. We meticulously add various feature set
on the word level, that involves language model
based embeddings and segment level sentiment
features. Our model shows the best performance
as compared to the state of the art techniques
for sentiment and emotion recognition on the
CMU-MOSEI dataset.
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Anger Disgust Fear Happy Sad Surprise

SVM multimodal 0.358 0.19 0.21 1.167 0.33 0.171

LSTM uni audio 0.17 0.079 0.09 0.475 0.20 0.073

LSTM uni text 0.16 0.08 0.086 0.485 0.195 0.068

LSTM uni video 0.148 0.08 0.10 0.42 0.208 0.076

LSTM earlyfusion 0.148 0.078 0.09 0.428 0.19 0.073

TFN 0.147 0.07 0.089 0.466 0.1766 0.074

RTN 0.137 0.065 0.072 0.422 0.176 0.059

Table 2: Emotion Recognition Model Results - MAE scores

Binary 7-class Regression

Baseline Acc F1 Acc F1 MAE

Embedding only 64.6 0.60 48.17 0.43 0.595

Emb + Lex 62.8 0.57 45.6 0.41 0.61

Emb + V ader 64.2 0.59 45.4 0.42 0.61

Emb + ELMO 65.5 0.61 47.5 0.44 0.589

Emb + Lex + V ader 64.2 0.59 47.5 0.44 0.59

Emb + ELMO + Lex 64.6 0.58 48.7 0.45 0.576

Emb + ELMO + V ader 66.4 0.63 48.9 0.44 0.577

All features 66 0.62 47.9 0.43 0.58

Table 3: Text Ablation Study

References
T. Baltruaitis, P. Robinson, and L. P. Morency. 2016.

Openface: An open source facial behavior analysis
toolkit. In 2016 IEEE Winter Conference on Appli-
cations of Computer Vision (WACV), pages 1–10.

Dmitri Bitouk, Ragini Verma, and Ani Nenkova. 2010.
Class-level spectral features for emotion recogni-
tion. Speech communication, 52(7-8):613–625.

G. Degottex, J. Kane, T. Drugman, T. Raitio, and
S. Scherer. 2014. Covarep x2014; a collaborative
voice analysis repository for speech technologies.
In 2014 IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), pages
960–964.

Abhinav Dhall, Roland Goecke, Jyoti Joshi, Michael
Wagner, and Tom Gedeon. 2013. Emotion recogni-
tion in the wild challenge 2013. In Proceedings of
the 15th ACM on International conference on multi-
modal interaction, pages 509–516. ACM.

P. EKMAN. 2002. Facial action coding system (facs).
A Human Face.

Paul Ekman. 2009. Telling Lies: Clues to Deceit in the
Marketplace, Politics, and Marriage (Revised Edi-
tion). WW Norton & Company.

Dan Gusfield. 1997. Algorithms on Strings, Trees
and Sequences. Cambridge University Press, Cam-
bridge, UK.

Clayton J. Hutto and Eric Gilbert. 2014. Vader: A par-
simonious rule-based model for sentiment analysis
of social media text. In ICWSM. The AAAI Press.

Lakshmish Kaushik, Abhijeet Sangwan, and John HL
Hansen. 2013. Sentiment extraction from natural
audio streams. In Acoustics, Speech and Signal Pro-
cessing (ICASSP), 2013 IEEE International Confer-
ence on, pages 8485–8489. IEEE.

Chul Min Lee, Serdar Yildirim, Murtaza Bulut, Abe
Kazemzadeh, Carlos Busso, Zhigang Deng, Sung-
bok Lee, and Shrikanth Narayanan. 2004. Emotion
recognition based on phoneme classes. In Eighth
International Conference on Spoken Language Pro-
cessing.

Yun Lei, Nicolas Scheffer, Luciana Ferrer, and Mitchell
McLaren. 2014. A novel scheme for speaker recog-
nition using a phonetically-aware deep neural net-
work. In Acoustics, Speech and Signal Processing
(ICASSP), 2014 IEEE International Conference on,
pages 1695–1699. IEEE.

Bing Liu. 2010. Sentiment analysis and subjectivity.
Handbook of natural language processing, 2:627–
666.

26



Bryan McCann, James Bradbury, Caiming Xiong, and
Richard Socher. 2017. Learned in translation: Con-
textualized word vectors.

Michael Neumann and Ngoc Thang Vu. 2017. At-
tentive convolutional neural network based speech
emotion recognition: A study on the impact of in-
put features, signal length, and acted speech. arXiv
preprint arXiv:1706.00612.

Vassil Panayotov, Guoguo Chen, Daniel Povey, and
Sanjeev Khudanpur. 2015. Librispeech: an asr cor-
pus based on public domain audio books. In Acous-
tics, Speech and Signal Processing (ICASSP), 2015
IEEE International Conference on, pages 5206–
5210. IEEE.

Bo Pang and Lillian Lee. 2008. Opinion mining and
sentiment analysis. Foundations and trends in infor-
mation retrieval, 2(1-2):1–135.

Jeffrey Pennington, Richard Socher, and Christo-
pher D. Manning. 2014. Glove: Global vectors for
word representation. In Empirical Methods in Nat-
ural Language Processing (EMNLP), pages 1532–
1543.

Matthew E. Peters, Mark Neumann, Mohit Iyyer,
Matthew Gardner, Christopher Clark, Kenton Lee,
and Luke S. Zettlemoyer. 2018. Deep contextual-
ized word representations. CoRR, abs/1802.05365.

Robert Plutchik. 2001. The nature of emotions human
emotions have deep evolutionary roots, a fact that
may explain their complexity and provide tools for
clinical practice. American Scientist.

Soujanya Poria, Erik Cambria, Devamanyu Hazarika,
Navonil Majumder, Amir Zadeh, and Louis-Philippe
Morency. 2017. Context-dependent sentiment anal-
ysis in user-generated videos. In ACL.

Jonathan Posner, James A Russell, and Bradley S Pe-
terson. 2005. The circumplex model of affect: An
integrative approach to affective neuroscience, cog-
nitive development, and psychopathology. Develop-
ment and psychopathology, 17(03):715–734.

Daniel Povey, Arnab Ghoshal, Gilles Boulianne, Lukas
Burget, Ondrej Glembek, Nagendra Goel, Mirko
Hannemann, Petr Motlicek, Yanmin Qian, Petr
Schwarz, et al. 2011. The kaldi speech recog-
nition toolkit. In IEEE 2011 workshop on auto-
matic speech recognition and understanding, EPFL-
CONF-192584. IEEE Signal Processing Society.

Klaus R Scherer. 1984. Emotion as a multicomponent
process: A model and some cross-cultural data. Re-
view of Personality & Social Psychology.

Björn W Schuller, Stefan Steidl, Anton Batliner, Julia
Hirschberg, Judee K Burgoon, Alice Baird, Aaron C
Elkins, Yue Zhang, Eduardo Coutinho, and Kee-
lan Evanini. 2016. The interspeech 2016 computa-
tional paralinguistics challenge: Deception, sincer-
ity & native language. In Interspeech, pages 2001–
2005.

Bonggun Shin, Timothy Lee, and Jinho D. Choi. 2017.
Lexicon integrated cnn models with attention for
sentiment analysis. In WASSA@EMNLP.

Philip J Stone, Dexter C Dunphy, and Marshall S
Smith. 1966. The general inquirer: A computer ap-
proach to content analysis.

Fei Tao and Gang Liu. 2017. Advanced lstm: A study
about better time dependency modeling in emotion
recognition. arXiv preprint arXiv:1710.10197.

Fei Tao, Gang Liu, and Qingen Zhao. 2018. An ensem-
ble framework of voice-based emotion recognition
system for films and tv programs. arXiv preprint
arXiv:1803.01122.

Michel Valstar, Jonathan Gratch, Björn Schuller, Fa-
bien Ringeval, Denis Lalanne, Mercedes Torres Tor-
res, Stefan Scherer, Giota Stratou, Roddy Cowie,
and Maja Pantic. 2016. Avec 2016: Depression,
mood, and emotion recognition workshop and chal-
lenge. In Proceedings of the 6th International Work-
shop on Audio/Visual Emotion Challenge, pages 3–
10. ACM.

Rui Xia and Yang Liu. 2016. Dbn-ivector frame-
work for acoustic emotion recognition. In INTER-
SPEECH, pages 480–484.

A Zadeh, PP Liang, S Poria, P Vij, E Cambria, and
LP Morency. 2018a. Multi-attention recurrent net-
work for human communication comprehension. In
AAAI.

Amir Zadeh, Minghai Chen, Soujanya Poria, Erik
Cambria, and Louis-Philippe Morency. 2017. Ten-
sor fusion network for multimodal sentiment analy-
sis. CoRR, abs/1707.07250.

Amir Zadeh, Paul Pu Liang, Navonil Mazumder,
Soujanya Poria, Erik Cambria, and Louis-Philippe
Morency. 2018b. Memory fusion network for
multi-view sequential learning. arXiv preprint
arXiv:1802.00927.

Amir Zadeh, Paul Pu Liang, Soujanya Poria, Erik Cam-
bria, and Louis-Philippe Morency. 2018c. Human
multimodal language in the wild: A novel dataset
and interpretable dynamic fusion model. Associa-
tion for Computational Linguistics.

Amir Zadeh, Paul Pu Liang, Jon Vanbriesen, Soujanya
Poria, Erik Cambria, Minghai Chen, and Louis-
Philippe Morency. 2018d. Multimodal language
analysis in the wild: Cmu-mosei dataset and inter-
pretable dynamic fusion graph. In Association for
Computational Linguistics (ACL).

27



Proceedings of the First Grand Challenge and Workshop on Human Multimodal Language (Challenge-HML), pages 28–34,
Melbourne, Australia July 20, 2018. c©2018 Association for Computational Linguistics

 
 
 

 

Convolutional Attention Networks for Multimodal Emotion 

Recognition from Speech and Text Data 

 

 
Chan Woo Lee1, Kyu Ye Song1, Jihoon Jeong2, Woo Yong Choi1* 

1orbis.ai Inc., Seoul, South Korea 
1{cwlee, kysong, cchoi}@orbisai.co 

2Kyung Hee Cyber University, South Korea 

2jjeong@khcu.ac.kr 
 
 

 
Abstract 

Emotion recognition has become a popular 
topic of interest, especially in the field of 
human computer interaction. Previous 
works involve unimodal analysis of emo-
tion, while recent efforts focus on multi-
modal emotion recognition from vision 
and speech. In this paper, we propose a 
new method of learning about the hidden 
representations between just speech and 
text data using convolutional attention 
networks. Compared to the shallow model 
which employs simple concatenation of 
feature vectors, the proposed attention 
model performs much better in classifying 
emotion from speech and text data con-
tained in the CMU-MOSEI dataset.  

1 Introduction 

Emotion not only is a key driver to people’s ac-
tions and thoughts, but also is a fundamental part 
of human communication. As such, emotion 
recognition technology has become growingly 
important in improving how humans interact 
with machines [1]. For instance, emotion recog-
nition has been applied to analyze people’s reac-
tions to advertisements, thus creating better neu-
romarketing campaigns [2]. It has also gained in 
popularity amongst various other domains such 
as healthcare [3], customer service, or gaming.  
 
   However, effective emotion recognition still 
remains a challenging task, due to the sheer 
complexity of generalizing human emotions. For 

example, individuals express and perceive emo-
tions differently, depending on numerous per-
sonal characteristics such as but not limited to 
age [4], gender [5] and race. Previous efforts 
have used deep learning based approaches to an-
alyze emotion from single mode of expression, 
such as facial expression [6] or speech [7]. Since 
deep learning based approaches have been prov-
en to be effective at learning and generalizing 
data with high-dimensional feature spaces like 
images, similar efforts to capture complex fea-
ture space of emotional data have also shown 
promising results with several emotion databases 
such as EmoDB [8] or IEMOCAP [9]. Unfortu-
nately, human emotion in real-life is often ex-
pressed through complex combination of multi-
ple modes of expression, and a lot of information 
is lost by employing unimodal analysis. 
 

To solve this problem, using deep learning 
based approaches for multimodal emotion recog-
nition has been researched extensively in recent 
years. Work of Tzirakis et al. uses deep residual 
networks to extract features from facial expres-
sions, convolutional neural networks to extract 
features from speech, and concatenates them to 
input into a LSTM network [10]. Work of 
Ranganathan et al. uses deep believe networks 
on facial expressions, body expressions, vocal 
expressions, and physiological signals [11].  

 
Inspired by these approaches, we suggest a new 

approach to multimodal emotion recognition 
from just speech and text data. Feature vectors 
from embedded text sequences and speech spec-
trograms are extracted using convolutional neu-
ral network based architectures. A direct way to 
learn about the relationship between these two 
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feature vectors would be to utilize a shallow 
model, which is a simple concatenation of two 
feature vectors. However, since the correlations 
between feature vectors from speech and text is 
highly non-linear, it is difficult for a shallow 
model to properly learn multimodal representa-
tions. Therefore, we utilize trainable attention 
mechanisms to learn nonlinear correlations be-
tween these feature vectors. Attention mecha-
nisms also help retain information in the time-
domain by forming temporal embedding be-
tween two feature vectors. Since speech features 
and context shares the same time domain, using 
attention mechanism may help to discover new 
information for emotion classification. Attention 
models have previously been successfully ap-
plied to tasks such as image caption generation 
[12], machine translation [13], and speech 
recognition [14].  
 
  To demonstrate the benefits of this new ap-
proach, we use it to classify emotions from 
speech and text data provided in the CMU-
MOSEI dataset into six classes: happy, angry, 
sad, surprised, disgusted, and fear [15]. We also 
compare this approach to the shallow model ap-
proach to show how the attention mechanism can 
improve capturing of multimodal correlations be-
tween text and speech. 

2  Model  

The attention network shown in figure 1 is 
comprised of three separate convolutional neural 
networks: one each for feature extraction from 
speech spectrogram and word embedding se-
quence, and one for emotion classifier. Outputs 
from each of the CNNs from word embedding 
and spectrogram are used to compute an atten-
tion matrix for representing word embedding’s 
correlation to the spectrogram with respect to the 
emotion labelling. This attention matrix com-
bined with the input spectrogram to be inputted 
into the CNN based classifier for emotion. 

 
Input embedded word sequences have a size of 

!"×$  (e: embedding size, L: max sequence 
length), while input spectrograms have a size of  
!%×& (f: frequency range, t: time domain after 
FT). Word embedding size is fixed at 300, and 
raw text sentence length was capped at 40 words. 
Thereby, total word embedding sequence dimen-
sion results to 300 by 40. Input spectrograms are 
derived from transforming raw audio signals 
with a sample rate of 8000 Hz in the frequency 
ranges of 0~4kHz, with a fixed size of 200 x 400. 

 
To find the attention matrix between the two 

feature vectors, 1 by 1 convolution is conducted 
before calculating the dot product. The resulting 

Figure 1 Attention Networks for multimodal representation learning between speech and text data for 
emotion classification. Separate CNNs are used to extract features from speech spectrograms and em-
bedded word sequences. An attention matrix of m x n dimension is calculated by simply taking a soft-
max of the dot products of the feature vectors. This attention matrix is then multiplied to the spectro-
gram input, and goes through a third CNN for emotion classification. 
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attention matrix has a size of m x n, determined 
by the last feature vector after 1 by 1 convolution. 
The column of the attention matrix is the atten-
tion of word sequence with respect to the spatial 
distribution of the input spectrogram. At the ex-
tend stage, feature dimensions that are lost due to 
max pooling in the convolutional layers is recov-
ered. By broadcasting attention values by 2^P, 
where P is the number of max pooling layers ap-
plied, attention values applied to the entire width 
of the spectrogram.   

  
Attention values are calculated using the fol-

lowing equations: 
  

'(& = 	 +,-(+/	∙	12)�
exp	(+272=1 	∙	12)

	       (1) 

 
9& = 	 '/212:

2=1 	             (2) 
 
+(	stands for the word embedded latent vector, 
while  1&	stands for the spectrogram latent vector. 
By taking a dot product of +(	and 1&	and taking a 
softmax of it, we are able to calculate '(&. Since 
taking a dot product of  +(	  and 1&  essentially 
equates to calculating the similarity between to 
vectors, '(&	is the similarity distribution with re-
spect to time domain. Next, by multiplying 
'(& and 1&	 element-wise, 9&  can be obtained, 
which essentially is the input spectrogram with 
attention information added. As shown in Figure 
1, the attention matrix can be constructed with m 
x n dimensions, and when visualized looks like 
Figure 2. 
 

     

 
   After the model learns the representation of 
each features for attention, the last CNN layer 
computes the weighted sum of all the infor-
mation extracted from the attention input. The 

output vector is then fed into a fully connected 
softmax layer for classification. 

3 Data and preprocessing 

3.1 Dataset  

We use audio and text data from CMU-
Multimodal Opinion Sentiment and Emotion In-
tensity (CMU-MOSEI) dataset for all experi-
ments [15]. The videos, totaling 23,141 files, are 
chosen from YouTube speakers including vari-
ous topics and monologue, and are gender bal-
anced. 

 
Annotations consist of six emotion indexes: 

sadness (2843), angry (6794), happy (10028), 
disgust (1845), surprise (349), fear (817) with 
value ranges of [0,4.6], and sentiment label with 
a value range of [-3,3]. The dataset is organized 
by video IDs and corresponding segments with 
six emotion and sentiment labels. Video IDs are 
then further split into segments. The training set 
consists 3303 video ID and 23453 segments, 
while the validation set consists of non-
overlapping 300 video IDs and 1834 segments.  

 
Text embedding was prepared using GloVe 

word2vec method. Each word embedding is 
fixed at a length of 300. The duration of each 
word utterance is also provided by the P2FA 
forced alignment [15].  

3.2 Data preprocessing 
   Speech raw signals are converted to spectro-

grams before being input into the attention net-
work using Short Time Fourier Transform (STFT) 
after resampling with a reduced sample rate from 
44100 Hz to 8000Hz, as seen in Figure 3. Ham-
ming window is used during STFT, and the length 
of each segment is 800. The transformed spectro-
gram is then converted to log-scale to make the 
vertical axis units of dB, with a frame size of 
200x400. 

4 Experimental results 

In this section, we describe the experiment meth-
odologies and report the recognition performance 
proposed attention network architecture on the 
CMU-MOSEI dataset [15].  

 

Figure 2 Visualization of the attention matrix. 
Row means time domain matching the input 
spectrogram, column means word sequence  
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4.1 Methods  
All models are trained with the training dataset 

provided by the ACL 2018 Multimodal Chal-
lenge. This training dataset is a subset of the en-
tire CMU-MOSEI dataset. The models are vali-
dated using the provided validation dataset, again 
as part of the Challenge. Two sets of experiments 
are conducted: First, the shallow model architec-
ture (Figure 3) is trained with the training 
set. The proposed attention network architecture 
is trained end-to-end, and validated for perfor-
mance. We then train a shallow model as out-
lined in Figure 3 to use as a baseline to track 
how much improvement the attention network 
provides in learning the correlation between 
word embedding and corresponding spectrogram 
features. 

 

 
 

Figure 4 Shallow model diagram 
 

4.2 Hyperparameters 

Stochastic gradient descent with a set learning rate 
is employed during training. For regularization, 
dropout is applied to the last hidden layer. The 
system’s hyperparameters are: 32 kernels with 3 
kernel size; a batch size of 32; a dropout rate of 
0.1; learning rate of 1e-3; a pool size of 2 and 

stride of 2; the dense layer units after final CNN 
are 1024, 512, and 128 for all configurations. 

4.3 Evaluation  
    For each experiment, we report an overall ac-
curacy (each sentence across the dataset has an 
equal weight; weighted accuracy) and a class ac-
curacy (first evaluated for each emotion and then 
averaged; unweighted accuracy). All the classifi-
cation results are listed in Tables 1-2, including 
precision, recall, and f-1 score. Confusion matri-
ces are also provided to show how well the mod-
el correctly classifies each emotion, using the 
top-1 class prediction as a metric. 

4.4 Experiment 1: shallow model 
In this section, we report the results of training 

the shallow model with the CMU-MOSEI da-
taset. Since the shallow model is a common and 
the simplest method of multimodal emotion clas-
sification, we use it as a baseline model for com-
parison.  

 
The overall validation accuracy (weighted) is 

83.11% and class validation accuracy (un-
weighted) is 77.23% as shown in Table 1. The 
multi-class confusion matrix is shown in Figure 
5, showing the highest accuracies for anger and 
happy emotions, and lowest accuracies for fear 
and surprise emotions. 
    

 

Emotion Preci-
sion    Recall f-1 score 

sadness 0.82  0.65 0.73 

happy 0.93  0.88 0.91 

anger 0.75  0.90 0.82 

disgust 0.75       0.75 0.75 

surprise 0.98      0.55 0.70 

fear 0.83      0.63 0.72 

average 0.85 0.84 0.84 
class 

accuracy 77.23% Overall 
accuracy 83.11% 

 
Table 1 The results of shallow model 

Figure 3 Speech spectrogram after STFT (Left: 
after STFT, Right: log scale) 
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Figure 5 Confusion matrix of shallow model 
 

4.5 Experiment 2: attention model 
In this section, we report the results of atten-

tion model to compare to the baseline results. 
 

   The overall accuracy (weighted) is 88.89% and 
class accuracy (unweighted) is 84.08 % as shown 
in Table 2 for the attention model, a significant 
improvement from the same metrics of shallow 
model.  According to the confusion matrix 
shown in Figure 6, validation accuracies have in-
creased throughout all emotion classes compared 
to the baseline. 

 
 

Emotion Preci-
sion Recall f-1 

score 

sadness 0.88       0.86 0.87 

happy 0.92       0.92 0.92 

anger 0.85       0.92 0.88 

disgust 0.88       0.81 0.84 

surprise 0.98       0.62 0.76 

fear 0.94       0.65 0.77 

average 0.89 0.89 0.89 
class 

accuracy 84.08% Overall 
accuracy 88.89% 

 
Table 2 The results of attention model 

 

5 Discussion 

Comparing the attention model to the shallow 
model, shallow model utilizes a superficial fea-
ture concatenation, while attention model calcu-
lates the similarity between two feature vectors 
that can be trained with learnable weights. In the 
context of the feature space, concatenating two 
feature vectors in the shallow model essentially 
is a simple increase in dimensionality. On the 
other hand, the feature space in the attention 
model is fixed to the audio feature space. How-
ever, since the features now depend on a new 
variable called attention, the model can selective-
ly utilize different features in the audio feature 
space to different extents for better classification. 
In other words, text data now plays an important 
role in determining whether a speech feature is 
important or not in classifying certain emotions, 
an especially important benefit for training da-
tasets with limited size or data balance.  
 

 
Figure 6 Confusion matrix of attention model 

 
In addition, correlation information between 

text and speech with respect to the time domain 
can be easily lost when shallow concatenation is 
utilized. Meanwhile, calculation of the attention 
matrix requires matrix multiplication between 
embedded word and spectrogram feature for a 
given time. Hence, time series information is re-
tained in the calculated attention matrix through 
temporal embedding, and to the resulting atten-
tion applied spectrogram. Since context and its 
vocal style of delivery plays an important role in 
communicating emotion, retaining the time in-
formation provides huge benefits in classifying 
emotions from just speech and text. 

 
Furthermore, while the shallow model is merely 

an analysis of a union of text and speech infor-
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mation, the proposed attention model aims to 
discover new meaningful methods of how two 
feature vectors intersect. In other words, shallow 
model is highly single feature dependent, while 
attention model is not. This means that if each of 
the feature vectors contain inadequate infor-
mation to begin with, shallow model will per-
form much worse than attention model. 

 
Since the attention model provides newly dis-

covered correlation between the two feature vec-
tors, this new information can be used in ensem-
ble with the original text and speech feature vec-
tors.  

 
Of course, attention models aren’t silver bullets 

in choosing the desired features and discarding 
the rest. Without careful training of the model, 
distribution of the attention values can flatten 
out. For instance, if the input data contains too 
much padding, and the network has a big bias 
causing little optimization, the feature vector 
used to calculate the attention values will ap-
proximate to 0, and subsequently attention val-
ues will also approximate to 0. One possible so-
lution is the utilize loss masking on the padding 
of the input data so that a more dynamic softmax 
distribution in the attention matrix can be ob-
tained. 
 
It is worth noting that for both experiments, f-1 
scores of select classes, namely happy and anger 
are much higher than those of other classes. This 
is mainly due to a considerable class imbalance 
of the training set, in which ~44% of the data is 
happy, and ~30% of the data is angry. 

6 Conclusion 

The attention model proposed for multimodal 
emotion recognition from speech and text data 
provides an effective method of learning about the 
correlation between the two output feature vectors 
from separate yet jointly trained CNNs. This 
method is especially effective for correlation in-
formation between speech and text, because the 
context and the way it is delivered plays a crucial 
role in affective communication, and the attention 
model retains temporal information well through-
out its model. For future work, syncing the input 
text and speech data in the temporal dimension 
may help the attention network focus on learning 
the relationship between one speech segment and 

one word, instead of the relationship between 
whole speech segment and whole text segment. 
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Abstract

Multimodal sentiment classification in
practical applications may have to rely on
erroneous and imperfect views, namely (a)
language transcription from a speech rec-
ognizer and (b) under-performing acoustic
views. This work focuses on improving
the representations of these views by per-
forming a deep canonical correlation anal-
ysis with the representations of the bet-
ter performing manual transcription view.
Enhanced representations of the imper-
fect views can be obtained even in ab-
sence of the perfect views and give an
improved performance during test condi-
tions. Evaluations on the CMU-MOSI and
CMU-MOSEI datasets demonstrate the ef-
fectiveness of the proposed approach.

1 Introduction

Use of multimodal cues is especially useful for
analyzing sentiment in audio-visual data like opin-
ion videos on social media websites, call-center
audio recordings etc. The different modalities, viz.
language (spoken words), acoustic (speech) and
visual (facial and gestures), can carry a different
view of the same information like for example,
sentiment. While the representations/features ex-
tracted from these individual different views add
richness to the sentiment classification, the in-
tra and inter view-interactions play an important
role in better sentiment classification (Zadeh et al.,
2017; Chen et al., 2018; Rajagopalan et al., 2016;
Nojavanasghari et al., 2016; Xu et al., 2013).

Although fusion of multi-view information is
being extensively explored, the challenges asso-
ciated with the presence of noise and irregulari-
ties in a view has received very less attention. For
instance, multimodal sentiment classification sys-

tems have typically used manual, and hence, error
free language transcriptions and exploited the in-
teraction of other views with this noise free lan-
guage view (Zadeh et al., 2018, 2017). However,
a practical system will have to rely on a language
transcription from an Automatic Speech Recogni-
tion (ASR) engine, which is inherently prone to er-
rors due to ambient/channel noises in acoustic en-
vironments (Gong, 1995; Li et al., 2014), language
domain mismatch, emotion in speech (Athanaselis
et al., 2005), etc. Similarly, existing and pop-
ularly used representations of the acoustic view
have generally under-performed compared to the
language view (Poria et al., 2017; Zadeh et al.,
2018; Pérez-Rosas et al., 2013), indicating that
the acoustic view or its representations, by them-
selves, may not be discriminative enough for ro-
bust sentiment classification.

Assuming the ASR (language transcription) and
acoustic views as imperfect views, the focus of this
work is on improving the representations of these
noisy views, riding on the representations of the
better performing view. We show that the repre-
sentations obtained from automatic transcriptions
of spoken language and those from the acoustic
views can be enhanced using corresponding rep-
resentations from manual transcriptions of spoken
language. Enhanced representations of the imper-
fect views can be obtained even in absence of the
perfect views during test conditions. Deep canon-
ical correlation analysis (DCCA) (Andrew et al.,
2013) is used to improve the representations of
the imperfect views. The rest of the paper is or-
ganized as follows. Section 2 describes a method
to improve imperfect or erroneous views. Section
3 presents the different components in our mul-
timodal sentiment classification system. Exper-
iments are discussed in Section 4 followed by a
discussion on results and conclusion in Section 5.
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2 Improving representations of spoken
language and acoustic views

Multimodal sentiment classification works have
mainly relied on the manual transcription of the
spoken utterances. In a practical and real life sce-
nario, the text transcriptions are not readily avail-
able and are required to be obtained from an ASR
engine. While ASR systems have seen large im-
provements with the use of deep learning methods,
their performance is impacted by mismatched
train-test conditions. As a result, practical mul-
timodal sentiment classification systems will have
to rely on imperfect spoken language views.

On the other hand, acoustic views used by
multimodal sentiment classification systems have
shown poor performance compared to that of the
language view. This might indicate that either the
acoustic view or its utterance level audio repre-
sentations are not discriminative enough for senti-
ment classification. Recent classification models
capture interactions across view/modality and pro-
duce better sentiment classification results (Zadeh
et al., 2018, 2017). In contrast to this, our work
focuses on improving representations of the im-
perfect views using representations of the better
performing view. Utterance level representations
obtained from ASR view and the acoustic view
are improved using the representations extracted
from manual transcriptions of spoken language.
These representation improvements are achieved
using DCCA (Andrew et al., 2013).

2.1 Deep canonical correlation analysis

Given the representations of two different views
of the same signal, DCCA learns a pair of non-
linear transformations such that the transformed
representations for the two views are maximally
correlated. The individual transformed represen-
tations from a DCCA model have been shown to
capture information from both the views and as a
result outperform the original individual represen-
tations (Andrew et al., 2013; Wang et al., 2015;
Shao et al., 2015). Figure 1 shows a high level
block representation of DCCA. (fv1, fv2) are
representations of two views of the same input
data, nonlinear transformations are carried out
using DNNs and canonical correlations are com-
puted on the DNN transformed representations
(f̂v1, f̂v2). During training, representations for the
two views are extracted from the train set and
used to train the DNN’s such that canonical corre-

Figure 1: Improving views using DCCA.

lation between the transformed representations is
maximized. Thus, the goal is to learn parameters
W ∗1 ,W

∗
2 for DNNV iew1, DNNV iew2, such that:

(W ∗1 ,W
∗
2 ) = argmax

W1,W2

corr(g1(fv1;W1),

g2(fv2;W2))

f̂v1 = g1(fv1;W1) , f̂v2 = g2(fv2;W2)

where, g1, g2 denote the nonlinear transforma-
tions of DNNV iew1 and DNNV iew2 respectively.
Once the DNNs are trained they are used to obtain
the transformed or enhanced representations.

3 Sentiment classification using language
and acoustic views

This section describes our complete system for
sentiment classification which uses language and
acoustic views. We first discuss the views and
their representations and then describe the method
adopted to fuse and classify these representations.

3.1 Spoken language views & representations

3.1.1 Manual and ASR views
A typical view of the spoken language modality is
the word level manual transcription of the spoken
utterances. However, in a realistic scenario man-
ual transcriptions are not available and the system
has to rely on automatic transcriptions of the spo-
ken language. Therefore, we consider the auto-
matic transcriptions from a general purpose ASR
engine as a practical spoken language view.

To obtain the ASR view, we use the public do-
main Kaldi ASR toolkit (Povey et. al., 2011) along
with the ASpIRE Chain acoustic models (Peddinti
et al., 2015; Povey, 2017). The accompanying pre-
trained language model is used as it is. When eval-
uated on the 2199 speech utterances in the CMU-
MOSI dataset (Zadeh et al., 2016), this ASR setup
gives a mean word error rate of 49.2% (with a
standard deviation of 32.0). Its performance in
terms of correctly recognized words is 66.8%.
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3.1.2 CNN based representation
Representations for the spoken language views are
obtained using a text convolutional neural network
(CNN) (Kim, 2014). Each utterance is represented
as the concatenation of 300-dimensional GloVe
embeddings (Pennington et al., 2014). Then 1-
dimensional convolution kernels are applied to the
concatenated word embeddings. The CNN has
two convolutional layers, with the first layer hav-
ing two kernels of size 3 and 4 with 50 feature
maps each and the second layer having a kernel of
size 2 with 100 feature maps. Each convolutional
layer was followed by a 2 × 2 max pooling layer.
A fully connected layer transforms the CNN ex-
tracted features into a 300-dimensional vector.

3.2 Representation of acoustic view

As a representation of the acoustic view, we ex-
tract a large set of high level descriptors (HLDs)
from low level audio descriptors (LLDs) like voice
probability, MFCCs, pitch, RMS energies and
their delta regression coefficients. Since the HLDs
are (up to fourth order) statistics of LLDs extracted
over smaller (20 ms) frames, the dimension of the
acoustic features remain same (i.e. 384) for all ut-
terances. We used the IS09 configuration from
the openSMILE toolkit (Eyben et al., 2009).

3.3 Fusion and sentiment classification

Bi-modal representations for utterance level senti-
ment classification are obtained by first extracting
the representations of (manually transcribed and
ASR) spoken language views and those for the
acoustic view, as discussed in Section 3.1. Then
representations of automatically transcribed spo-
ken language view and those for the acoustic view
are improved using DCCA, as discussed in Sec-
tion 2.1. Finally the improved representations are
concatenated to obtain a bi-modal representation.

We use a bi-directional LSTM-RNN to label
utterance level sentiments based on the bi-modal
representations. Sequence labeling with LSTM-
RNNs can account for contextual information
from adjacent inputs as well as the overall input
sequence and has been shown to perform better
on several tasks (Graves and Schmidhuber, 2005;
Graves et al., 2008; Poria et al., 2017; Sheikh et al.,
2017). Let us denote the bi-modal representations
as (x1, ...xt−1, xt, xt+1..., xN ), where xt repre-
sents the current utterance and N is the number of
utterances in a video. We followed the hierarchical

training discussed in (Poria et al., 2017). Each bi-
modal representation (xt) is input to the forward
and backward LSTM-RNNs to obtain the hidden
layer activations hFt and hBt . These concatenated
activations (ct) are fed to softmax classifier,

pt(i) =
exp(cti.WC + bC)∑
j
exp(ctj .WC + bC)

(1)

where pt(i) denotes the posterior probability of
output class i for utterance at t; WC and bC are
weight and bias parameters of the softmax layer.

4 Experiments and results

4.1 Datasets
We present our results and analysis on two
datasets, namely, (a) CMU-MOSI (Zadeh et al.,
2016) and (b) CMU-MOSEI (Zadeh, 2018a).
CMU-MOSI consists of 93 movie related opin-
ion videos from YouTube, segmented into 2199
clips/utterances. CMU-MOSEI consists of
about 2500 multi-domain monologue videos from
YouTube, segmented into 23, 500 clips/utterances.

Both CMU-MOSI and CMU-MOSEI datasets
are annotated with utterance level sentiment la-
bels in the range [−3, 3]. We focus on binary sen-
timent classification in which labels [−3, 0] are
considered as negative and [1, 3] are considered
as positive sentiments. For CMU-MOSI, we used
the train, validation and test split provided by the
CMU Multimodal Data SDK (Zadeh, 2018b). The
SDK also provides a train, validation and test split
for CMU-MOSEI. However, as the test set labels
were not available at the time of submission of
this paper, we treated 200 videos from the original
validation set as our test set. The remaining 100
videos from the original validation set and an ad-
ditional 150 videos from the original train set are
considered as our validation set.

4.2 Experiment setup
We evaluate the performance of the spoken lan-
guage and acoustic views, individually and in
combination. The manual and ASR transcrip-
tions of the language view are denoted as MT and
AT, respectively. The acoustic view is denoted as
AU. Enhanced (representations of) ASR view and
acoustic view are denoted as AT↑ and AU↑, respec-
tively. They were enhanced using (representations
of) the manual transcription view, using the DCCA
model described in Section 2.1. Our DCCA mod-
els use DNNs with 3 hidden layers and sigmoids.
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4.3 Sentiment classification results
Table 1 presents the % accuracy (Acc.) and F-
score (F1) for binary sentiment classification on
the CMU-MOSI and CMU-MOSEI datasets. The
results are divided into four sections, viz. (I) the
‘ideal’ baseline results achieved by the LSTM-
RNN classifier on the manual transcription and
acoustic views, (II) the ‘practical’ baseline results
achieved with the imperfect ASR view, (III) the
results obtained, for the practical scenario, by the
proposed approach with DCCA enhanced views
and (IV) the improvement on using DCCA en-
hanced acoustic view with manual transcriptions.

Table 1: Sentiment classification performance us-
ing a bi-directional LSTM-RNN classifier.

MOSI MOSEI
Acc. F1 Acc. F1

I
AU 50.6 50.0 59.4 58.0
MT 73.5 73.1 68.7 68.6

MT+AU 71.4 71.0 68.7 68.7

II
AT 69.1 68.6 68.0 67.5

AT+AU 69.4 69.2 68.1 67.9

III
AU↑ 51.6 51.1 58.9 59.3
AT↑ 70.2 69.7 68.8 68.7

AT↑+AU↑ 70.9 70.7 69.1 69.0
IV MT+AU↑ 74.6 74.1 69.4 69.3

5 Discussion
5.1 Performance of ASR view (AT)
Comparison of MT and AT views in sections I and
II of Table 1 shows that the AT view degrades the
classification performance Accuracy and F-score
reduce by 4.4% and 4.5% absolute for CMU-
MOSI and by 0.6% and 0.8% absolute for CMU-
MOSEI1. Similarly, degradations are also present
in the bimodal setup (MT+AU vs AT+AU).

5.2 Performance of acoustic view (AU)
The acoustic view (AU) in itself gives a poor per-
formance for CMU-MOSI and a relatively better
performance for CMU-MOSEI. However, when
fused along with the language views (MT or AT),
it results in small or no improvement and some-
times a degradation. This indicates that the raw
acoustic views or its existing representations may
not always contribute for sentiment classification,
due to the existence of encoded and decoded sen-
timents as discussed in (Chakraborty et al., 2018).

1We found that manual transcriptions of several utterances
in the CMU-MOSEI dataset are unreliable and hence its per-
formance of MT would be higher than that obtained.

5.3 Improvements with DCCA
As discussed above, the ASR and acoustic views
(AT and AU) reduced the classification scores.
Section III of Table 1 shows that our approach
to enhance the imperfect views using DCCA can
lead to significant improvements. ASR view (AT
vs AT↑) F-scores improve by 1.1% (CMU-MOSI)
and 1.2% (CMU-MOSEI) absolute. Acoustic
view (AU vs AU↑) F-scores improve by 1.1%
(CMU-MOSI) and 1.3% (CMU-MOSEI) abso-
lute. F-scores for the bimodal system with ASR
view (AT+AU vs AT↑+AU↑) improve by 1.5%
(CMU-MOSI) and 1.1% (CMU-MOSEI) abso-
lute. Bimodal system with manual transcription
and DCCA enhanced acoustic view (MT+AU vs
MT+AU↑) also shows F-score improvements, of
3.1% (CMU-MOSI) and 0.6% (CMU-MOSEI).

5.4 ASR view improvements with non
contextual classifier

As discussed in (Poria et al., 2017), the bi-
directional LSTM-RNN exploits contextual infor-
mation from the adjacent utterances and the entire
video. In order to obtain the improvements due
to DCCA alone we evaluated the performances of
MT, AT and AT↑ with a non contextual classifier.
We trained logistic regression models which clas-
sify the utterance level CNN representations inde-
pendently into positive and negative sentiments.
Table 2 reports the resulting % accuracies. ASR
view (AT vs AT↑) accuracies improve by 1.4% and
1.9% absolute due to DCCA.

Table 2: Improvement in ASR view accuracy us-
ing a non contextual classifier.

MOSI MOSEI
MT 71.1 67.5
AT 63.7 63.8
AT↑ 65.1 65.7

6 Conclusion

Erroneous ASR views and weak acoustic views of
videos can degrade sentiment classification perfor-
mance in practical scenarios. We observed degra-
dations (up to 4.5% absolute) in F-score on stan-
dard CMU-MOSI dataset, using a popular ASR
setup and an utterance level contextual LSTM-
RNN classifier The effect could be more severe on
multimodal systems relying on word level fusion.
Our approach to improve the imperfect views us-
ing canonical correlation analysis shows signifi-
cant improvements (up to 3.1% absolute).
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Abstract

Current multimodal sentiment analysis
frames sentiment score prediction as a
general Machine Learning task. How-
ever, what the sentiment score actually
represents has often been overlooked. As
a measurement of opinions and affective
states, a sentiment score generally con-
sists of two aspects: polarity and intensity.
We decompose sentiment scores into these
two aspects and study how they are con-
veyed through individual modalities and
combined multimodal models in a natu-
ralistic monologue setting. In particular,
we build unimodal and multimodal multi-
task learning models with sentiment score
prediction as the main task and polarity
and/or intensity classification as the auxil-
iary tasks. Our experiments show that sen-
timent analysis benefits from multi-task
learning, and individual modalities differ
when conveying the polarity and intensity
aspects of sentiment.

1 Introduction

Computational analysis of human multimodal lan-
guage is a growing research area in Natural Lan-
guage Processing (NLP). One important type of
information communicated through human multi-
modal language is sentiment. Current NLP stud-
ies often define sentiments using scores on a scale,
e.g., a 5-point Likert scale representing senti-
ments from strongly negative to strongly positive.
Previous work on multimodal sentiment analysis
has focused on identifying effective approaches
for sentiment score prediction (e.g., Zadeh et al.
(2018b)). However, in these studies sentiment
score prediction is typically represented as a re-
gression or classification task, without taking into

account what the sentiment score means. As
a measurement of human opinions and affective
states, a sentiment score can often be decomposed
into two aspects: the polarity and intensity of the
sentiment. In this work, we study how individ-
ual modalities and multimodal information convey
these two aspects of sentiment.

More specifically, we conduct experiments on
the Carnegie Mellon University Multimodal Opin-
ion Sentiment Intensity (CMU-MOSI) database
(Zadeh et al., 2016). The CMU-MOSI database
is a widely used benchmark database for mul-
timodal sentiment analysis. It contains natural-
istic monologues expressing opinions on various
subjects. Sentiments are annotated as continu-
ous scores for each opinion segment in the CMU-
MOSI database, and data were collected over the
vocal, visual, and verbal modalities. We build uni-
modal and multimodal multi-task learning models
with sentiment score regression as the main task,
and polarity and/or intensity classification as the
auxiliary tasks. Our main research questions are:
1. Does sentiment score prediction benefit from

multi-task learning?
2. Do individual modalities convey the polarity

and intensity of sentiment differently?
3. Does multi-task learning influence unimodal

and multimodal sentiment analysis models in
different ways?
Our work contributes to our current understand-

ing of the intra-modal and inter-modal dynamics
of how sentiments are communicated in human
multimodal language. Moreover, our study pro-
vides detailed analysis on how multi-task learning
and modality fusion influences sentiment analysis.

2 Background

Sentiment is an important type of information con-
veyed in human language. Previous sentiment
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analysis studies in the field of NLP have mostly
been focused on the verbal modality (i.e., text).
For example, predicting the sentiment of Twit-
ter texts (Kouloumpis et al., 2011) or news ar-
ticles (Balahur et al., 2013). However, human
language is multimodal in, for instance, face-to-
face communication and online multimedia opin-
ion sharing. Understanding natural language used
in such scenarios is especially important for NLP
applications in Human-Computer/Robot Interac-
tion. Thus, in recent years there has been grow-
ing interest in multimodal sentiment analysis. The
three most widely studied modalities in current
multimodal sentiment analysis research are: vocal
(e.g., speech acoustics), visual (e.g., facial expres-
sions), and verbal (e.g., lexical content). These
are sometimes referred to as “the three Vs” of
communication (Mehrabian et al., 1971). Mul-
timodal sentiment analysis research focuses on
understanding how an individual modality con-
veys sentiment information (intra-modal dynam-
ics), and how they interact with each other (inter-
modal dynamics). It is a challenging research area
and state-of-the-art performance of automatic sen-
timent prediction has room for improvement com-
pared to human performance (Zadeh et al., 2018a).

While multimodal approaches to sentiment
analysis are relatively new in NLP, multimodal
emotion recognition has long been a focus of Af-
fective Computing. For example, De Silva and
Ng (2000) combined facial expressions and speech
acoustics to predict the Big-6 emotion categories
(Ekman, 1992). Emotions and sentiments are
closely related concepts in Psychology and Cog-
nitive Science research, and are often used in-
terchangeably. Munezero et al. (2014) identi-
fied the main differences between sentiments and
emotions to be that sentiments are more stable
and dispositional than emotions, and sentiments
are formed and directed toward a specific ob-
ject. However, when adopting the cognitive def-
inition of emotions which connects emotions to
stimuli in the environment (Ortony et al., 1990),
the boundary between emotions and sentiments
blurs. In particular, the circumplex model of emo-
tions proposed by Russell (1980) describes emo-
tions with two dimensions: Arousal which rep-
resents the level of excitement (active/inactive),
and Valence which represents the level of lik-
ing (positive/negative). In many sentiment anal-
ysis studies, sentiments are defined using Likert

scales with varying numbers of steps. For ex-
ample, the Stanford Sentiment Treebank (Socher
et al., 2013) used a 7-point Likert scale to annotate
sentiments. Such sentiment annotation schemes
have two aspects: polarity (positive/negative val-
ues) and intensity (steps within the positive or neg-
ative range of values). This similarity suggests
connections between emotions defined in terms of
Valence and Arousal, and sentiments defined with
polarity and intensity, as shown in Table 1. How-
ever, while previous work on multimodal emo-
tion recognition often predicts Arousal and Va-
lence separately, most previous work on multi-
modal sentiment analysis generally predicts the
sentiment score as a single number. Thus, we are
motivated to study how the polarity and intensity
aspects of sentiments are each conveyed.

Aspect of the affect Activeness Liking
Emotion as by Arousal Valence
Russell (1980)
Sentiment on Intensity Polarity
a Likert scale

Table 1: Similarity between circumplex model of
emotion and Likert scale based sentiment.

In order to decompose sentiment scores into po-
larity and intensity and study how they are con-
veyed through different modalities, we include po-
larity and/or intensity classification as auxiliary
tasks to sentiment score prediction with multi-task
learning. One problem with Machine Learning
approaches for Affective Computing is model ro-
bustness. In multi-task learning, the model shares
representations between the main task and auxil-
iary tasks related to the main task, often enabling
the model to generalize better on the main task
(Ruder, 2017). Multiple auxiliary tasks have been
used in previous sentiment analysis and emotion
recognition studies. For example, Xia and Liu
(2017) used dimensional emotion regression as
an auxiliary task for categorical emotion classi-
fication, while Chen et al. (2017) used sentence
type classification (number of opinion targets ex-
pressed in a sentence) as an auxiliary task for ver-
bal sentiment analysis. To the best of our knowl-
edge, there has been no previous work applying
multi-task learning to the CMU-MOSI database.

In addition to how individual modalities convey
sentiment, another interesting topic in multimodal
sentiment analysis is how to combine information
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from multiple modalities. There are three main
types of modality fusion strategies in current mul-
timodal Machine Learning research (Baltrušaitis
et al., 2018): early fusion which combines features
from different modalities, late fusion which com-
bines outputs of unimodal models, and hybrid fu-
sion which exploits the advantages of both early
and late fusion. We will study the performance of
these different modality fusion strategies for mul-
timodal sentiment analysis.

3 Methodology

3.1 The CMU-MOSI Database

The CMU-MOSI database contains 93 YouTube
opinion videos from 89 distinct speakers (Zadeh
et al., 2016). The videos are monologues on var-
ious topics recorded with various setups, lasting
from 2 to 5 minutes. 2199 opinion segments
were manually identified from the videos with
an average length of 4.2 seconds (approximately
154 minutes in total). An opinion segment is
the expression of opinion on a distinct subject,
and can be part of a spoken utterance or consist
of several consecutive utterances. Zadeh et al.
(2016) collected sentiment score annotations of
the opinion segments using Amazon Mechanical
Turk and each video clip was annotated by five
workers. For each opinion segment the sentiment
scores are annotated on a 7-point Likert scale,
i.e., strongly negative (-3), negative (-2), weakly
negative (-1), neutral (0), weakly positive (+1),
positive (+2), strongly positive (+3). The gold-
standard sentiment score annotations provided are
the average of all five workers.

Previous work on the CMU-MOSI database ex-
plored various approaches to improving perfor-
mance of sentiment score prediction (e.g., Zadeh
et al. (2018b)). The target sentiment annotations
can be continuous sentiment scores or discrete
sentiment classes (binary, 5-class, or 7-class senti-
ment classes). The Tensor Fusion Network model
of Zadeh et al. (2017) achieved the best perfor-
mance for continuous sentiment score regression
on the CMU-MOSI database using features from
all three modalities. The Pearson’s correlation co-
efficient between the automatic predictions of their
model and the gold-standard sentiment score an-
notations reached 0.70. In this work, we follow
the parameter settings and features used by Zadeh
et al. (2017) when predicting the sentiment scores.

3.2 Multimodal Sentiment Analysis with
Multi-Task Learning

In this study, we apply multi-task learning to sen-
timent analysis using the CMU-MOSI database.
We consider predicting the gold-standard senti-
ment scores as the main task. Thus, the single-
task learning model is a regression model predict-
ing the sentiment score So of an opinion segment
o, which has a value within range [-3,+3]. To
perform multi-task learning, for each opinion seg-
ment, we transform the gold-standard sentiment
score So into binary polarity class Po and inten-
sity class Io:

Po =

{
Positive, if So ≥ 0

Negative, if So < 0
(1)

Io =





Strong, if |So| ≥ 2.5

Medium, if 1.5 ≤ |So| < 2.5

Weak, if 0.5 ≤ |So| < 1.5

Neutral, if |So| < 0.5

(2)

Unlike previous studies performing a 5-class
or 7-class classification experiment for sentiment
analysis, our definition of intensity classes uses the
absolute sentiment scores, thus separating the po-
larity and intensity information. For example, an
opinion segment o1 with So1 = +3.0 will have Po1

= Positive and Io1 = Strong, while an opinion seg-
ment o2 with So2 = -2.75 will have Po2 = Negative
and Io2 = Strong. Note that here we group the sen-
timent scores into discrete intensity classes. In the
future we plan to study the gain of preserving the
ordinal information between the intensity classes.

For each modality or fusion strategy we build
four models: single-task sentiment regression
model, bi-task sentiment regression model with
polarity classification as the auxiliary task, bi-task
sentiment regression model with intensity classi-
fication as the auxiliary task, and tri-task senti-
ment regression model with both polarity and in-
tensity classification as the auxiliary tasks. In the
bi-task and tri-task models, the main task loss is
assigned a weight of 1.0, while the auxiliary task
losses are assigned a weight of 0.5. Structures
of the single-task and multi-task learning models
only differ at the output layer: for sentiment score
regression the output is a single node with tanh ac-
tivation; for polarity classification the output is a
single node with sigmoid activation; for intensity
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classification the output is 4 nodes with softmax
activation. The main task uses mean absolute er-
ror as the loss function, while polarity classifica-
tion uses binary cross-entropy as the loss function,
and intensity classification uses categorical cross-
entropy as the loss function. Following state-of-
the-art on the CMU-MOSI database (Zadeh et al.,
2017), during training we used Adam as the opti-
mization function with a learning rate of 0.0005.
We use the CMU Multimodal Data Software De-
velopment Kit (SDK) (Zadeh et al., 2018a) to
load and pre-process the CMU-MOSI database,
which splits the 2199 opinion segments into train-
ing (1283 segments), validation (229 segments),
and test (686 segments) sets.1 We implement the
sentiment analysis models using the Keras deep
learning library (Chollet et al., 2015).

3.3 Multimodal Features

For the vocal modality, we use the COVAREP fea-
ture set provided by the SDK. These are 74 vocal
features including 12 Mel-frequency cepstral co-
efficients, pitch tracking and voiced/unvoiced seg-
menting features, glottal source parameters, peak
slope parameters, and maxima dispersion quo-
tients. The vocal features are extracted from the
audio recordings at a sampling rate of 100Hz. For
the visual modality, we use the FACET feature set
provided by the SDK. These are 46 visual features
including facial indicators of 9 types of emotion
(anger, contempt, disgust, fear, joy, sadness, sur-
prise, frustration, and confusion) and movements
of 20 facial action units. The visual features are
extracted from the speaker’s facial region in the
video recordings at a sampling rate of 30Hz. Fol-
lowing Zadeh et al. (2017), for the vocal and vi-
sual unimodal models, we apply a drop-out rate of
0.2 to the features and build a neural network with
three hidden layers of 32 ReLU activation units, as
shown in Figure 1.

Figure 1: Visual/vocal unimodal tri-task model

For the verbal modality, we use the word em-

1Segment 13 of video 8qrpnFRGt2A is partially missing
and thus removed for the experiments.

bedding features provided by the SDK, which are
300-dimensional GloVe word vectors. There are
26,295 words in total (3,107 unique words) in the
opinion segments of the CMU-MOSI database.
Following Zadeh et al. (2017), for the verbal uni-
modal model we build a neural network with one
layer of 128 Long Short-Term Memory (LSTM)
units and one layer of 64 ReLU activation units, as
shown in Figure 2. Previous work has found that
context information is important for multimodal
sentiment analysis, and the use of LSTM allows
us to include history (Poria et al., 2017).

Figure 2: Verbal unimodal tri-task model

Note that the visual and vocal features are ex-
tracted at the frame level, while the verbal features
are extracted at the word level. Before conduct-
ing all unimodal and multimodal experiments, we
aligned all the features to the word level using the
SDK. This down-samples the visual and vocal fea-
tures to the word level by computing the averaged
feature vectors for all frames within a word.

3.4 Modality Fusion Strategies

We test four fusion strategies here: Early Fusion
(EF), Tensor Fusion Network (TFN), Late Fusion
(LF), and Hierarchical Fusion (HF). EF and LF are
the most widely used fusion strategies in multi-
modal recognition studies and were shown to be
effective for multimodal sentiment analysis (Po-
ria et al., 2015). TFN achieved state-of-the-art
performance on the CMU-MOSI database (Zadeh
et al., 2017). HF is a form of hybrid fusion strat-
egy shown to be effective for multimodal emotion
recognition (Tian et al., 2016).

The structure of the EF model is shown in Fig-
ure 3. The feature vectors are simply concatenated
in the EF model. A drop-out rate of 0.2 is applied
to the combined feature vector. We then stack one
layer of 128 LSTM units and three layers of 32
ReLU units with an L2 regularizer weight of 0.01
on top of the multimodal inputs. To compare per-
formance of the fusion strategies, this same struc-
ture is applied to the multimodal inputs in all mul-
timodal models. In the TFN model, we compute
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the Cartesian products (shown in Figure 4) of the
unimodal model top layers as the multimodal in-
puts. Unlike Zadeh et al. (2017), we did not add
the extra constant dimension with value 1 when
computing the 3-fold Cartesian space in order to
reduce the dimensionality of the multimodal in-
put. In the LF model, as shown in Figure 5, we
concatenate the unimodal model top layers as the
multimodal inputs. In the HF model, unimodal
information is used in a hierarchy where the top
layer of the lower unimodal model is concatenated
with the input layer of the higher unimodal model,
as shown in Figure 6. We use the vocal modality at
the bottom of the hierarchy while using the verbal
modality at the top in HF fusion. This is because
in previous studies (e.g., Zadeh et al. (2018a)) the
verbal modality was shown to be the most effec-
tive for unimodal sentiment analysis, while the vo-
cal modality was shown to be the least effective.

Figure 3: Structure of EF tri-task model
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Figure 4: Fusion strategy of the TFN model
(Zadeh et al., 2017)

4 Experiments and Results

Here we report our sentiment score prediction ex-
periments.2 In Tables 2 and 3, “S” is the single-
task learning model; “S+P” is the bi-task learn-
ing model with polarity classification as the aux-
illary task; “S+I” is the bi-task learning model
with intensity classification as the auxillary task;
“S+P+I” is the tri-task learning model. To evalu-
ate the performance of sentiment score prediction,
following previous work (Zadeh et al., 2018a), we

2Source code available at: https://github.com/
tianleimin/.

Figure 5: Structure of LF tri-task model

Figure 6: Structure of HF tri-task model

report both Pearson’s correlation coefficient (CC,
higher is better) and mean absolute error (MAE,
lower is better) between predictions and annota-
tions of sentiment scores on the test set. In each
row of Tables 2 and 3, the numbers in bold are
the best performance for each modality or fusion
strategy. To identify the significant differences in
results, we perform a two-sample Wilcoxon test on
the sentiment score predictions given by each pair
of models being compared and consider p < 0.05
as significant. We also include random prediction
as a baseline and the human performance reported
by Zadeh et al. (2017).

4.1 Unimodal Experiments

The results of unimodal sentiment prediction ex-
periments are shown in Table 2.3 The verbal mod-
els have the best performance here, which is con-
sistent with previous sentiment analysis studies
on multiple databases (e.g., Zadeh et al. (2018a)).
This suggests that lexical information remains the
most effective for sentiment analysis. On each
modality, the best performance is achieved by
a multi-task learning model. This answers our
first research question and suggests that sentiment
analysis can benefit from multi-task learning.

3All unimodal models have significantly different per-
formance. p = 0.009 for S+P and S+P+I Visual models,
p << 0.001 for Visual and Vocal S+I models.

44



In multi-task learning, the main task gains addi-
tional information from the auxillary tasks. Com-
pared to the S model, the S+P model has increased
focus on the polarity of sentiment, while the S+I
model has increased focus on the intensity of sen-
timent. On the verbal modality, the S+P model
achieved the best performance, while on the vi-
sual modality the S+I model achieved the best per-
formance. This suggests that the verbal modal-
ity is weaker at communicating the polarity of
sentiment. Thus, verbal sentiment analysis ben-
efits more from including additional information
on polarity. On the contrary, the visual modal-
ity is weaker at communicating the intensity of
sentiment. Thus, visual sentiment analysis ben-
efits more from including additional information
on intensity. For the vocal modality, the S+P+I
model achieved the best performance, and the S+P
model yielded improved performance over that of
the S model. This suggests that the vocal modality
is weaker at communicating the polarity of senti-
ment. Thus, addressing our second research ques-
tion, the results suggest that individual modalities
differ when conveying each aspect of sentiment.

CC S S+P S+I S+P+I
Random – – – –
Vocal 0.125 0.149 0.119 0.153
Visual 0.092 0.109 0.116 0.106
Verbal 0.404 0.455 0.434 0.417
Human 0.820 – – –
MAE S S+P S+I S+P+I
Random 1.880 – – –
Vocal 1.456 1.471 1.444 1.431
Visual 1.442 1.439 1.453 1.460
Verbal 1.196 1.156 1.181 1.206
Human 0.710 – – –

Table 2: Unimodal sentiment analysis results on
the CMU-MOSI test set. Numbers in bold are the
best results on each modality.

4.2 Multimodal Experiments

The results of the multimodal experi-
ments are shown in Table 3. We find that
EF>HF>TFN>LF.4 The reason that the EF
model yields the best performance may be that it

4Performance of multimodal models are significantly dif-
ferent, except that the HF S and the TFN S+P model have
p = 0.287. p = 0.001 for EF S+P+I and HF S, p = 0.017
for TFN S+P and LF S.

is the least complex. This is shown to be beneficial
for the small CMU-MOSI database (Poria et al.,
2015). Unlike Zadeh et al. (2017), here the EF
model outperforms the TFN model. However,
the TFN model achieved the best performance on
the training and validation sets. This indicates
that performance of the TFN model may be
limited by over-fitting. Compared to the feature
concatenation used in EF, the Cartesian product
used in TFN results in higher dimensionality
of the multimodal input vector,5 which in turn
increases the complexity of the model. Similarly,
the HF model has worse performance than the
EF model here, unlike in Tian et al. (2016). This
may be due to the HF model having the deepest
structure with the most hidden layers, which
increases its complexity.

The performance of unimodal and multimodal
models are significantly different. In general, the
multimodal models have better performance than
the unimodal models.6 Unlike unimodal models,
multimodal models benefit less from multi-task
learning. In fact, the HF and LF models have bet-
ter performance using single-task learning. For
the TFN models, only the S+P model outperforms
the S model, although the improvement is not sig-
nificant.7 For the EF models, multi-task learning
results in better performance.8 The reason that
EF benefits from multi-task learning may be that
it combines modalities without bias and individ-
ual features have more influence on the EF model.
Thus, the benefit of multi-task learning is pre-
served in EF. However, the other fusion strategies
(TFN, LF, HF) attempt to compensate one modal-
ity with information from other modalities, i.e., re-
lying more on other modalities when one modal-
ity is weaker at predicting an aspect of sentiment.
In Section 4.1 we showed that each modality has
different weaknesses when conveying the polarity
or intensity aspect of sentiment. The multimodal
models are able to overcome such weaknesses by
modality fusion. Thus, multi-task learning does
not yield additional improvement in these models.
Our observations answer our third research ques-
tion: multi-task learning influences unimodal and

5Dimension of the EF input is 420, for TFN is 65,536.
6Except that the LF models often have worse performance

than the verbal S+P model. p << 0.001 for TFN S+P and
verbal S+P, p = 0.017 for verbal S+P and LF S.

7p = 0.105 for S TFN and S+P TFN.
8p = 0.888 for S EF and S+P EF, p = 0.029 for S EF

and S+I EF, p = 0.009 for S EF and S+P+I EF.
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multimodal sentiment analysis differently.

CC S S+P S+I S+P+I
Random – – – –
EF 0.471 0.472 0.476 0.482
TFN 0.448 0.461 0.446 0.429
LF 0.454 0.413 0.428 0.428
HF 0.469 0.424 0.458 0.432
Human 0.820 – – –
MAE S S+P S+I S+P+I
Random 1.880 – – –
EF 1.197 1.181 1.193 1.172
TFN 1.186 1.181 1.178 1.205
LF 1.179 1.211 1.204 1.201
HF 1.155 1.211 1.164 1.187
Human 0.710 – – –

Table 3: Multimodal sentiment analysis results on
the CMU-MOSI test set. Numbers in bold are the
best results for each fusion strategy in each row.

5 Discussion

Our unimodal experiments in Section 4.1 show
that unimodal sentiment analysis benefits signifi-
cantly from multi-task learning. As suggested by
Wilson (2008), polarity and intensity can be con-
veyed through different units of language. We can
use one word such as extremely to express inten-
sity, while the polarity of a word and the polar-
ity of the opinion segment the word is in may be
opposite. Our work supports a fine-grained sen-
timent analysis. By including polarity and inten-
sity classification as the auxiliary tasks, we illus-
trate that individual modalities differ when con-
veying sentiment. In particular, the visual modal-
ity is weaker at conveying the intensity aspect of
sentiment, while the vocal and verbal modalities
are weaker at conveying the polarity aspect of sen-
timent. In previous emotion recognition studies
under the circumplex model of emotions (Rus-
sell, 1980), it was found that the visual modality
is typically weaker at conveying the Arousal di-
mension of emotion, while the vocal modality is
typically weaker at conveying the Valence dimen-
sion of emotion (e.g., Nicolaou et al. (2011)). The
similarities between the performance of different
communication modalities on conveying emotion
dimensions and on conveying different aspects of
sentiment indicate a connection between emotion
dimensions and sentiment. The different behav-

iors of unimodal models in conveying the polarity
and intensity aspects of sentiment also explain the
improved performance achieved by modality fu-
sion in Section 4.2 and in various previous stud-
ies. By decomposing sentiment scores into po-
larity and intensity, our work provides detailed
understanding on how individual modalities and
multimodal information convey these two aspects
of sentiment.

We are aware that performance of our senti-
ment analysis models leaves room for improve-
ment compared to state-of-the-art on the CMU-
MOSI database. One reason may be that we did
not perform pre-training in this study. In the fu-
ture, we plan to explore more advanced learning
techniques and models, such as a Dynamic Fu-
sion Graph (Zadeh et al., 2018b), to improve per-
formance. We also plan to perform case studies
to provide detailed analysis on how the unimodal
models benefit from multi-task learning, and how
individual modalities compensate each other in the
multimodal models.

6 Conclusions

In this work, we decouple Likert scale sentiment
scores into two aspects: polarity and intensity, and
study the influence of including polarity and/or
intensity classification as auxiliary tasks to senti-
ment score regression. Our experiments showed
that all unimodal models and some multimodal
models benefit from multi-task learning. Our uni-
modal experiments indicated that each modality
conveys different aspects of sentiment differently.
In addition, we observed similar behaviors be-
tween how individual modalities convey the po-
larity and intensity aspects of sentiments and how
they convey the Valence and Arousal emotion di-
mensions. Such connections between sentiments
and emotions encourage researchers to obtain an
integrated view of sentiment analysis and emotion
recognition. Our multimodal experiments showed
that unlike unimodal models, multimodal models
benefit less from multi-task learning. This sug-
gests that one reason that modality fusion yields
improved performance in sentiment analysis is its
ability to combine the different strengths of indi-
vidual modalities on conveying sentiments.

Note that we only conducted experiments on the
CMU-MOSI database. In the future, we plan to
expand our study to multiple databases. More-
over, we are interested in including databases col-
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lected on modalities beyond the three Vs. For ex-
ample, gestures or physiological signals. We also
plan to perform sentiment analysis and emotion
recognition in a multi-task learning setting to fur-
ther explore the relationship between sentiments
and emotions.
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Abstract

During the last decade, the applications
of signal processing have drastically im-
proved with deep learning. However ar-
eas of affecting computing such as emo-
tional speech synthesis or emotion recog-
nition from spoken language remains chal-
lenging. In this paper, we investigate the
use of a neural Automatic Speech Recog-
nition (ASR) as a feature extractor for
emotion recognition. We show that these
features outperform the eGeMAPS fea-
ture set to predict the valence and arousal
emotional dimensions, which means that
the audio-to-text mapping learned by the
ASR system contains information related
to the emotional dimensions in sponta-
neous speech. We also examine the re-
lationship between first layers (closer to
speech) and last layers (closer to text) of
the ASR and valence/arousal.

1 Introduction

With the advent of deep learning, areas of signal
processing have been drasctically improved. In the
field of speech synthesis, Wavenet (Van Den Oord
et al., 2016), a deep neural network for generat-
ing raw audio waveforms, outperforms all previ-
ous approaches in terms of naturalness. One of
the remaining challenges in speech synthesis is to
control its emotional dimension (happiness, sad-
ness, amusement, etc.). The work described here
is part of a larger project to control as accurately
as possible, the emotional state of a sentence being
synthesized. For this, we present here exploratory
work regarding the analysis of the relationship be-
tween the emotional states and the modalities used
to express them in speech.

Indeed one of the main problems to develop

such a system is the amount of good quality data
(naturalistic emotional speech of synthesis qual-
ity, i.e. containing no noise of any sorts). This
is why we are considering solutions such as syn-
thesis by analysis and transfer learning (Pan and
Yang, 2010).

Arousal and valence (Russell, 1980) are among
the most, if not the most used dimensions for
quantizing emotions. Valence represents the posi-
tivity of the emotion whereas arousal represents its
activation. Since they represent emotional states,
these dimensions are linked to several modalities
that we use to express emotions (audio, text, facial
expressions, etc.).

It has recently been shown that for emotion
recognition, deep learning based systems learn
features that outperform handcrafted features (Tri-
georgis et al., 2016) (Martinez et al., 2013) (Kim
et al., 2017a,b). The use of context and different
modalities has also been studied with deep learn-
ing models. Poria et al. (2017) focus on the con-
textual information among utterances in a video
while Zadeh et al. (2017, 2018) develop specific
architectures to fuse information coming from dif-
ferent modalities.

In this work, with the goal to study the re-
lationship between valence/arousal, and differ-
ent modalities, we propose to use the internal
representation of a speech-to-text system. An
Automatic Speech Recognition (ASR) system or
speech-to-text system, learns a mapping between
two modalities: an audio speech signal and its
corresponding transcription. We hypothesize that
such a system must also be learning representa-
tions of emotional expressions since these are con-
tained intrinsically in both speech (variation or the
pitch, the energy, etc.) and text (semantic of the
words).

In fact, we show here that the activations of cer-
tain neurons in an ASR system, are useful to esti-
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mate the arousal and valence dimensions of an au-
dio speech signal. In other words, transfer learning
is leveraged by using features learned for an auto-
matic speech recognition (ASR) task to estimate
valence and arousal. The advantage of our method
is that it allows combining the use of large datasets
of speech with transcriptions with limited datasets
annotated in emotional dimensions.

An example of transfer learning is the work of
Radford et al. (2017). They trained a multiplica-
tive LTSM (Krause et al., 2016) to predict next
character based on the previous ones to design a
text generator system. The dataset used to train
their model was the Amazon review dataset pre-
sented in McAuley et al. (2015). Then, they used
the representation learned by the model to pre-
dict sentiment also available in the dataset, and
achieved state of the art prediction.

In this paper, we show that the activations of
a deep learning-based ASR system trained on a
large database can be used as features for the esti-
mation of arousal and valence values. The features
would therefore be extracted from both the audio
and text modalities which the ASR system learned
to map.

2 ASR-based Features for Emotion
Prediction Via Regression

Our goal is to study the relationship between
valence/arousal, and audio/text modalities thanks
to an ASR system. The main idea is that the
ASR system that models the mapping between
audio and text might learn a representation of
emotional expression. So, for our analyses, we
use an ASR system as a feature extractor which
feeds a linear regression algorithm to estimate the
arousal/valence values. This section describes the
whole system. First we present the ASR system
used as a feature extractor. We then briefly present
the data used and present first results on the data
analysis.

2.1 ASR system

The ASR system used is implemented in (Namju
and Kyubyong, 2016) and pre-trained on the
VCTK dataset (Veaux et al., 2017) containing 44
hours of speech uttered by 109 native speakers of
English.

Its architecture consists of a dilated convolution
of blocks. Each block is a gated constitutional unit
(GCU) with a skip (residual) connection. In other

words a Wavenet-like architecture (Van Den Oord
et al., 2016). There are 15 layers and 128 GCUs in
each layer: 1920 GCUs in total.

To lighten the computational cost, the audio sig-
nal is compressed in 20 Mel-Frequency Cepstral
Coefficients (MFCCs) and then fed into the sys-
tem.

2.2 Dataset Used
IEMOCAP Dataset
The ”interactive emotional dyadic motion cap-
ture database” (IEMOCAP) dataset (Busso et al.,
2008) is used in this paper. It consists of audio-
visual recordings of 5 sessions of dialogues be-
tween male and female subjects. In total it con-
tains 10 speakers and a total of 12 hours of data.
The data is segmented in utterances. Each utter-
ance is transcribed and annotated by category of
emotions (Ekman, 1992) and a value for emotional
dimensions (Russell, 1980) (valence, arousal and
dominance) between 1 and 5 representing the di-
mension’s intensity.

In this work, we only use the audio and text
modalities as well as the valence and arousal an-
notations.

Data Analysis and Neural Features
We investigate the relationship between the activa-
tion output of the ASR-based system’s GCUs and
the valence/arousal values by studying the corre-
lations between them. For every utterance and for
each speaker of the IEMOCAP dataset, we com-
pute the mean activation of the GCUs of the ASR.
The Pearson correlation coefficient is then calcu-
lated between the mean activation outputs and the
values of valence/arousal of all utterances of the
speaker. In the rest of the paper, we will refer to
the mean activation of the GCUs as neural fea-
tures. As an example, the results concerning the
female speaker of session 2 is summarized in a
heat map represented in Figure 1

Each row of the heat map corresponds to a layer
of GCUs. The color is mapped with the Pearson
correlation coefficient value.

One can see that correlations exist for both
arousal and valence. This suggests that the ASR-
based system learns a certain representation of the
emotional dimensions.

2.3 Structure of the system
The system is illustrated in Figure 2. As previ-
ously mentioned, the ASR system is used as a fea-
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Figure 1: Pearson correlation coefficient between
the neural features and valence (up) and arousal
(down) - Female speaker of session 2

Figure 2: Block diagram of the system

ture extractor. First we compute the 20 MFCCs
of the utterances of the IEMOCAP dataset with li-
brosa python library (McFee et al., 2015). These
are passed through the ASR to compute the corre-
sponding neural features.

A feature selection is applied on the neural fea-
tures to keep 100 among the 1920 features for
dimensionality reduction purpose. The selection
is done using the scikit-learn python library (Pe-
dregosa et al., 2011) with the Fisher score.

Finally a linear regression is trained to estimate
the valence/arousal values from the neural features
using the IEMOCAP data. The linear regression
is done using scikit-learn. The training is done
by minimizing the Mean Squared Error (MSE) be-
tween predictions and labels.

3 Experiments and Results

In this section, we detail the experiments that we
carried out. The first one is the evaluation of the
neural features in terms of MSE and its compari-
son with a linear regression of the eGeMAPS fea-
ture set (Eyben et al., 2016). In the second one, we
investigate the relationship between the audio and
text and modalities and the emotional dimensions.

3.1 First experiment: Linear regression
In this first experiment, we investigate the perfor-
mance of a linear regression to predict arousal and

valence using the neural features. We compare this
with a linear regression using the eGeMAPS fea-
ture set.

The eGeMAPS feature set is a selection of
acoustic features that provide a common baseline
for evaluation in researches to avoid differences
of feature set and implementations. Indeed, they
also provide their implementation with openS-
MILE toolkit (Eyben et al., 2010) that we used in
this work.

The features were selected based on their abil-
ity to represent affective physiological nuances in
voice production, their proven performance in for-
mer research work as well as the possibility to ex-
tract them automatically, and their theoretical sig-
nificance.

The result of this selection is a set of 18
Low-level descriptors (LLDs) related to fre-
quency (pitch, formants etc.), energy (loudness,
Harmonics-to-Noise Ratio, etc.) and spectral bal-
ance (spectral slopes, ratios between formant ener-
gies, etc.). Then several functionals such as stan-
dard deviation and mean are applied to these LLDs
to have the final features.

The results obtained from the linear regression
in terms of MSE are compared to the annotations
for each of the arousal and valence values (be-
tween 1 and 5) in Table 1.

Arousal Valence
Mean Variance Mean Variance

Neural features 0.259 0.020 0.660 0.118
eGeMAPS set 0.267 0.034 0.697 0.135

Table 1: MSE on the prediction of valence and
arousal.

We perform a leave-one-speaker-out evaluation
scheme with both feature sets for cross-validation.
In other words, each validation set in constituted
with the utterances corresponding to one speaker
and the corresponding training set with the other
speakers. We train a model with each training set
and evaluate it on the validation set in terms of
MSE. The table contains the mean and standard
deviation of the MSEs.

It is clear from this table that the neural fea-
tures outperform the eGeMAPS in this experi-
ment. This confirms the fact that the ASR system
learns representations of emotional dimensions in
spontaneous speech.

50



3.2 Second experiment: Influence of
modalities

During the data exploration, we noticed that, for
some speakers, the layers closer to the speech in-
put were more correlated to arousal and the ones
closer to the text output to valence. An example
is shown in Figure 3. We present, in this section,
preliminary studies regarding this matter.
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Figure 3: Pearson correlation coefficient between
the neural features and valence (up) and arousal
(down) - Female speaker of session 1

In order to analyze this phenomenon as pre-
cisely as possible, we only considered the utter-
ances from the IEMOCAP database for which the
valence/arousal annotators were consistent with
each other, leaving us with 7532 utterances in total
instead of 10039.

Then we performed linear regression with 4 dif-
ferent sets of feature to study their influence. For
the first set, we select the 100 best features among
the 3 first layers of the neural ASR in terms of
Fisher score using scikit-learn. For the second set,
we apply the same selection to the 3 last layers.
The third set selection is applied among all neural
features. The last set is the eGeMAPS feature set.

The results are summarized in Figure 2. As
expected, the results show, that for the speakers
considered, the layers closer to the audio modal-
ity outperform the ones closer to the text modality
in the ASR architecture for arousal prediction and
vice versa for the valence prediction. On this we
build a hypothesis that the arousal-related features
learned are more related to the audio modality than
the text and vice versa for the valence-related fea-
tures. This hypothesis will be further explored in
future work.

4 Conclusions and Future work

In this paper, we show that features learned
by a deep learning-based system trained for
the Automatic Speech Recognition task can be

Arousal Valence
Mean Variance Mean Variance

First layers 0.325 0.069 0.714 0.114
Last layers 0.357 0.038 0.661 0.089

All 0.296 0.044 0.621 0.099
eGeMAPS set 0.328 0.064 0.683 0.124

Table 2: Means and variances of the MSE on the
prediction of valence and arousal.

used for emotion recognition and outperform the
eGeMAPS feature set, the state of the art hand-
crafted features for emotion recognition. Then
we investigate the correlation of the emotional di-
mensions arousal and valence with the modalities
of audio and text of the speech. We show that
for some speakers, arousal is more correlated to
neural features extracted from layers closer to the
speech modality and valence to the ones closer to
the text modality.

To improve the system, we plan to perform an
end-to-end training including the average opera-
tion. Another avenue to explore is to replace the
average over time by a max-pooling over time
which according to Aldeneh and Provost (2017)
select the frames that are emotionally salient.

Then an analysis of the underlying activation
evolutions could be done to see if it is possible
to extract a frame-by-frame description of valence
and arousal without having to annotate a database
frame-by-frame.

Concerning the second experiment, we intend to
investigate why these correlation patterns are only
visible for some speakers and not others and the
relationship between the arousal/valence and au-
dio/text. We thereby hope to better understand the
way multidimensional representations of emotions
can be used to control the expressiveness in syn-
thesized speech.
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Abstract

Multimodal machine learning is a core
research area spanning the language, vi-
sual and acoustic modalities. The cen-
tral challenge in multimodal learning in-
volves learning representations that can
process and relate information from multi-
ple modalities. In this paper, we propose
two methods for unsupervised learning of
joint multimodal representations using se-
quence to sequence (Seq2Seq) methods: a
Seq2Seq Modality Translation Model and
a Hierarchical Seq2Seq Modality Transla-
tion Model. We also explore multiple dif-
ferent variations on the multimodal inputs
and outputs of these seq2seq models. Our
experiments on multimodal sentiment anal-
ysis using the CMU-MOSI dataset indicate
that our methods learn informative mul-
timodal representations that outperform
the baselines and achieve improved per-
formance on multimodal sentiment analy-
sis, specifically in the Bimodal case where
our model is able to improve F1 Score by
twelve points. We also discuss future direc-
tions for multimodal Seq2Seq methods.

1 Introduction

Sentiment analysis, which involves identifying a
speaker’s sentiment, is an open research problem.
In this field, the majority of work done focused on
unimodal methodologies - primarily textual analy-
sis - where investigating was limited to identifying
usage of words in positive and negative scenar-
ios. However, unimodal textual sentiment anal-
ysis through usage of words, phrases, and their
interdependencies were found to be insufficient for
extracting affective content from textual opinions

(Rosas et al., 2013). 1 As a result, there has been
a recent push towards using statistical methods to
extract additional behavioral cues not present in
the language modality from the video and audio
modalities. This research field is known as multi-
modal sentiment analysis and it extends the con-
ventional text-based definition of sentiment anal-
ysis to a multimodal setup where different modal-
ities contribute to modeling the sentiment of the
speaker. For example, (Kaushik et al., 2013) ex-
plores modalities such as audio, while (Wöllmer
et al., 2013) explores a multimodal approach to
predicting sentiment. This push has been further
bolstered by the advent of multimodal social me-
dia platforms, such as YouTube, Facebook, and
VideoLectures which are used to express personal
opinions on a worldwide scale. As a result, several
multimodal datasets, such as CMU-MOSI (Zadeh
et al., 2016) and later CMU-MOSEI (Zadeh et al.,
2018c), ICT-MMMO (Wöllmer et al., 2013) and
YouTube (Morency et al., 2011), take advantage of
the abundance of multimodal data on the Internet.
At the same time, neural network based multimodal
models have been proposed that are highly effective
at learning multimodal representations for multi-
modal sentiment analysis (Chen et al., 2017; Poria
et al., 2017; Zadeh et al., 2018a,b).

Recent progress has been limited to supervised
learning using labeled data, and does not take ad-
vantage of the abundant unlabeled data on the In-
ternet. To address this gap, our work is primarily
one of unsupervised representation learning. We
attempt to learn a multimodal representation of our
data in a structured paradigm and explore whether
a joint multimodal representation trained via un-
supervised learning can improve the performance
for multimodal sentiment analysis. While represen-
tation learning has been an area of rapid research

1*These authors contributed equally.
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in the past years, there has been limited work that
explores multimodal setting. To this end, we pro-
pose two methods: a Seq2Seq Modality Translation
Model and a Hierarchical Seq2Seq Modality Trans-
lation Model for unsupervised learning of multi-
modal representations. Our results show that us-
ing multimodal representations learned from our
Seq2Seq modality translation method outperforms
the baselines and achieves improved performance
on multimodal sentiment analysis.

2 Related Work

In the past, approaches to text-based emotion and
sentiment recognition rely mainly on rule-based
techniques, bag of words (BoW) modeling or
SNoW architecture (Chaumartin, 2007) using a
large sentiment or emotion lexicon (Mishne et al.,
2005), or statistical approaches that assume the
availability of a large dataset annotated with polar-
ity or emotion labels.

Multimodal sentiment analysis has gained a lot
of research interests over the last few years (Baltru-
saitis et al., 2017). Probably the most challenging
task in multimodal sentiment analysis is to find a
joint representation of multiple modalities. This
problem is has been approached in a number of
ways. Earlier works such as (Ngiam et al., 2011;
Lazaridou et al., 2015; Kiros et al., 2014) have
pushed some progress towards this direction.

Recently, more advanced neural network mod-
els were proposed to learn multimodal representa-
tions. The Multi-View LSTM (MV-LSTM) (Ra-
jagopalan et al., 2016) was suggested to exploit
fusion and temporal relationships. MV-LSTM par-
titions memory cells and gates into multiple regions
corresponding to different views. Tensor Fusion
Network (Zadeh et al., 2017) presented an efficient
method based on Cartesian-product to take into
consideration intramodal and intermodal relations
between video, audio and text of the reviews to
create a novel feature representation for each utter-
ance. The Gated Multimodal Embedding model
(Chen et al., 2017) created an algorithm using re-
inforcement learning to train an on-off switch that
decided what values the video and audio compo-
nents would have. Noisy modalities are turned off
and clean modalities are allowed to pass through.
(Zadeh et al., 2018a) utilizes external multimodal
memory mechanisms to store multimodal informa-
tion and create multimodal representations through
time. (Zadeh et al., 2018b) proposed using multi-

ple attention coefficient assignments to represent
multiple cross-modal interactions. However, all
these methods discussed so far are purely super-
vised approaches to multimodal sentiment analysis
and do not leverage the power of unsupervised data
and generative approaches towards learning multi-
modal representations.

Besides supervised approaches, generative meth-
ods based on generative adversarial networks
(GAN) (Goodfellow et al., 2014) have attracted
significant interest in learning joint distribution
between two or more modalities (Donahue et al.,
2016; Li et al., 2017; Gan et al., 2017). Another
method to deal with multimodal problems is to
view them as conditional problems which learn to
map a modality to the other (Mirza and Osindero,
2014; Kingma et al., 2014; Pandey and Dukkipati,
2017). Our work can be viewed as an extension
of the conditional approach, as both utilize unsu-
pervised learning. However, our work differs from
those in that it takes into account the sequential
dependency within each modality.

Finally, attention based layers have also proved
themselves to be effective tools to boost perfor-
mance of neural network models, such as in neural
machine translation (Klein et al.; Bahdanau et al.,
2014; Luong et al., 2015), speech recognition (Sri-
ram et al., 2017) and in image captioning (Xu et al.,
2015). Our work also employs this mechanism in
an attempt to better handle long-term dependencies
of variable-length sequences.

3 Problem Formulation

Given a dataset with data X =(Xtext,Xaudio,Xvideo) where Xtext, Xaudio,
Xvideo stand for text, audio and video modality
inputs, respectively. Typically a dataset is
indexed by videos. This means that if we have
n videos, then X = (X1,X2, ...,Xn) where
Xi = (Xi

text,Xi
audio,Xi

video), 1 ≤ i ≤ n. The
corresponding labels for these n videos are
Y = (Y1, Y2, ..., Yn), Yi ∈ R.

To simplify the problem, we align the input
based on words. Typically, researchers often seg-
ment each video into a smaller set in which each
segmented video will last a couple of seconds, in-
stead of minutes as done in (Chen et al., 2017).
After such alignment and segmentation, we have
the equal-length inputs of each modality per video.
For example, at the ith video, we have Xi

text =(wi(1),wi(2), ...,wi(Ti)) wherewi(t) stands for the
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tth word and Ti is the length of the ith video’s
text input, a.k.a time steps. Note that different
videos will have different time steps. Similarly
for this video, we have a sequence of audio input
Xi

audio = (ai(1), ai(2), ..., ai(Ti)) and video input
Xi

video = (vi(1), vi(2), ..., vi(Ti)).
In this work we are tackling the input learning

problem where we want to learn the embedding
representation for all text, audio, and video modal-
ities: X̃i = f(Xi) = f((Xi

text,Xi
audio,Xi

video)).
In our baseline model, the function f is sim-
ply the concatenation at time step level: x̃i

t =[wit;ait; vit]
In our proposed method, we learn X̃i by us-

ing a Seq2Seq model. We do not calculate
each embedding representation for each time
step, but for the whole sequence. Formally,
X̃i = f(Xi) = Seq2Seq Encoder(Xi) where
Seq2Seq Encoder is the encoder part of our
Seq2Seq model.

Now, we have the transformed inputs X̃ =(X̃1, X̃2, ..., X̃n) and outputs Y = (Y1, Y2, ..., Yn)
for n videos, where X̃i = (x̃i1, x̃i2, ..., x̃iTi). For
simplicity, in the next formula, we omit the in-
dex of video segment i, and so the input becomes
X̃ = (x̃1, x̃2, ..., x̃T ), and the labels become Y =(y1, y2, ..., yT ).

We will be using a Recurrent Neural Network
(RNN) such as LSTM (Hochreiter and Schmidhu-
ber, 1997) or GRU (Chung et al., 2015) to model
this sequence. In detail, this RNN has a stack of
K hidden layers h = (h1, h2, ..., hK), each con-
tains D hidden neurons: hk = (hk1, hk2, ..., hkD), k ∈[1,K]. We denote W and b to be weight and bias,
then for the first layer which contacts directly with
input:

h1t =H(Wxh1 x̃t +Wh1h1h
1
t−1 + bh1) (1)

where H is the RNN cell function. For example
of LSTM, it contains input, forget, output and cell
state. At hidden layer k ∈ [2,K]:
hkt =H(Wht−1hthk−1t +Whkhkh

k
t−1 + bhk) (2)

Optionally, we apply a soft attention mechanism
on top of the last hidden layer hK , with shared
weight Wα over T time steps, then we can obtain
the attention output α:

α = softmax⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣

Wαh
K
1

Wαh
K
2

...

Wαh
K
T

⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎠ (3)

Figure 1: Seq2Seq Modality Translation Model with input(X1, ...,XN) and output is (Y1, ..., YT ). Seq2Seq makes use
of the whole input sequence in the decoding phase for every
token Yi. If attention model (yellow color) is used, for each
Yi, it learns a separate weight vector w.r.t each token of input
X to see which token should the decoder “attend” more.

The last hidden layer’s output now becomes:

A = [hK1 , hK2 , ..., hKT ]α =HKα (4)

And the last output layer with regression score is:

ỹt =WAyA + by (5)

Finally, we calculate the loss with respect to the
labels. As in (Chen et al., 2017), we choose Mean
Absolute Error (MAE) as our loss and later train
with stochastic gradient descent:

LMAE(Ỹ , Y ) = E[∣Ỹ − Y ∣] (6)

4 Proposed Approach

In this section we describe the different approaches
that we plan to take to improve affect recognition
through learning multimodal representations.

4.1 Seq2Seq Modality Translation Model
The Seq2Seq Modality Translation Model aims to
learn multimodal representations that can be used
for discriminative tasks. While Seq2Seq models
have been predominantly used for machine trans-
lation (Bahdanau et al., 2014; Luong et al., 2015),
we extend its usage to the realm of multimodal
machine learning where we use it to translate one
modality to another, or translate a joint represen-
tation to another single or joint representation. To
do so, we propose a Seq2Seq modality translation
model with attention mechanism, as shown in Fig-
ure 1. Modality X is translated into modality Y .
Our hypothesis is that the intermediate represen-
tation of this model, i.e. the output of Seq2Seq’s
encoder, or the input of its decoder, is close to the
joint representation (X,Y ) of the two modalities
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Figure 2: Hierarchical Seq2Seq Modality Translation Model: first we train with 2 modalities, then we add one more on
the second phase, from which the results will be fed into RNN for sentiment prediction. The green boxes denote the joint
representation learned by Seq2Seq models: the joint representation of modalities A and B will be fed into another Seq2Seq
model which in turn learns the joint representation of AB and another modality C. Finally the joint representation of ABC will
be fed into a RNN to predict sentiment.

involved. As a result, this representation can be
used for tasks that involve learning joint represen-
tation across multiple modalities. The detail is in
Algorithm 1.

Algorithm 1 Seq2Seq Modality Translation
X,Y,S are 2 modalities and sentiment sequences
1: Phase 1: Train Seq2Seq
2: EXY ← Seq2Seq RNN Encode(X)
3: Ỹ ← Seq2Seq RNN Decode(EXY )
4: loss = cross entropy(Ỹ , Y )
5: Backprop to update params

6: Phase 2: Sentiment Regression
7: EXY ← Seq2Seq RNN Encode(X) ▷ trained

encoder in Seq2Seq model
8: R = RNN(EXY )
9: score← Regression(R)

10: loss←MAE(score, S)
11: Backprop to update params

Formally, the Seq2Seq Modality Translation
Model consists of 2 separate steps: encoding and
decoding, each phase typically consists of a sin-
gle RNN or a stack of them. This model accepts
variable-length inputs ofX and Y , and the network
should be trained to maximize the translational
condition probability p(Y ∣X). For encoding, it
encodes the whole input sequence X into an em-
bedded representation. The hidden state output of
each time step is based on the previous hidden state
along with the input sequence (refer to Figure 1):

hn = RNN(hn−1,Xn) (7)

The encoder’s output is the final hidden state’s out-
put of the encoding RNN:

E = hN = RNN(hN−1,XN) (8)

where N is the length of the input sequence X. The
decoder tries to decode each token Yi at a time
based on E and all previous decoded tokens, which
is formulated as:

p(Y ) = T∏
i=1 p(Yi∣E , Y1, ..., Yi−1) (9)

The Seq2Seq training target is to find the best trans-
lation sequence which is as close to the ground
truth Y as possible, or formally:

Ŷ = argmax
Y

p(Y ∣X) (10)

And while there are some other search algorithms
such as random sampling or greedy search to de-
code each token (Neubig, 2017), we use the tra-
ditional beam search approach (Sutskever et al.,
2014).

4.2 Hierarchical Seq2Seq Modality
Translation Model

The Seq2Seq Modality Translation Model only
learns joint representation between 2 modalities X
and Y . While this might be a strong starting point,
we believe an approach that captures the joint in-
teractions between all different modalities X,Y,Z
is more effective in modeling the full distribution
of the multimodal data and therefore more useful
for regression or classification. In response, we
propose the Hierarchical Seq2Seq Modality Trans-
lation Model that learns a joint multimodal rep-
resentation. Once the Seq2Seq Modality Trans-
lation Model is trained for 2 modalities X and
Y , we obtain the intermediate representation EXY
which is the joint representation of (X,Y ). EXY
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is in turn treated as input sequence for the next
Seq2Seq Modality Translation Model to decode
the third modality Z. The final multimodal repre-
sentation EXY Z represents the joint representation
of (X,Y,Z). The Hierarchical Seq2Seq Modality
Translation Model is described as in Algorithm 2.

Algorithm 2 Hierarchical Seq2Seq Modality
Translation: X,Y,Z,S are 3 modalities and senti-
ment sequences
1: Phase 1: Train Seq2Seq for 2 modalities
2: EXY ← Seq2Seq RNN Encode(X)
3: Ỹ ← Seq2Seq RNN Decode(EXY )
4: loss = cross entropy(Ỹ , Y )
5: Backpropagate to update parameters

6: Phase 2: Train Seq2Seq for 3 modalities
7: EXY Z ← Seq2Seq RNN Encode(EXY )
8: Z̃ ← Seq2Seq RNN Decode(EXY Z)
9: loss = cross entropy(Z̃,Z)

10: Backpropagate to update parameters

11: Phase 3: Sentiment Regression
12: EXY Z ← Seq2Seq RNN Encode(EXY )
13: R = RNN(EXY Z)
14: score← Regression(R)
15: loss←MAE(score, S)
16: Backpropagate to update parameters

This strategy is also illustrated in Figure 2. The
output of the second Seq2Seq model is the input of
the last RNN model where we will train to predict
regression sentiment scores. This last Seq2Seq
model will be trained using MAE loss function and
it perform subsequent regression process.

5 Experimental Setup

We explored the applications of this model to the
CMU-MOSI dataset (Zadeh et al., 2016). We im-
plemented a baseline LSTM model based off the
work done in (Chen et al., 2017). Our implemen-
tation uses 66.67% of the data for training from
which we take a 15.15% held-out set for validation,
and the remaining 33.33% is used for testing. Fi-
nally, we evaluated our proposed model against the
baseline results generated by the implementation
of (Chen et al., 2017). Here we compared our re-
sults against the various multimodal configurations
evaluating our performance using precision, recall,
and F1 scores.

5.1 Dataset and Input Modalities
The dataset that we use to explore applications of
our model is the CMU Multimodal Opinion-level
Sentiment Intensity dataset (CMU-MOSI). The

dataset contains video, audio, and transcriptions
of 89 different speakers in 93 different videos di-
vided into 2199 separate opinion sentiments. Each
video has an associated sentiment label in the range
from -3 to 3. The low end of the spectrum (-3) in-
dicates strongly negative sentiment, where as the
high end of the spectrum indicates strongly posi-
tive sentiment (+3), and ratings of 0 indicate neutral
sentiment. The CMU-MOSI dataset is currently
subject to much research (Poria et al., 2017; Chen
et al., 2017; Zadeh et al., 2018a,b) and the current
state of the art is achieved by (Poria et al., 2017)
with an F1 score of 80.3 using a context aware
model across entire videos. The state of the art us-
ing only individual segments is achieved by (Zadeh
et al., 2018a) with an F1 score of 77.3.

With respect to raw features that are being given
as inputs to our model, we perform feature extrac-
tion in the same manner as described in (Chen
et al., 2017). In the text domain, pretrained 300 di-
mensional GLoVe embeddings (Pennington et al.,
2014) were used to represent the textual tokens.
In the audio domain, low level acoustic features
including 12 Mel-frequency cepstral coefficients
(MFCCs), pitch tracking and voiced/unvoiced seg-
menting features (Drugman and Alwan, 2011), glot-
tal source parameters (Childers and Lee, 1991;
Drugman et al., 2012; Alku, 1992; Alku et al.,
1997, 2002), peak slope parameters and maxima
dispersion quotients (Kane and Gobl, 2013) were
extracted automatically using COVAREP (Degot-
tex et al., 2014). Finally, in the video domain, Facet
(iMotions, 2017) is used to extract per-frame ba-
sic and advanced emotions and facial action units
as indicators of facial muscle movement (Ekman,
1992; Ekman et al., 1980).

In situations where the same time alignment be-
tween different modalities are required, we choose
the granularity of the input to be at the level of
words. The words are aligned with audio using
P2FA (Yuan and Liberman, 2008) to get their exact
utterance times. The visual and acoustic modalities
are aligned to words using these utterance times.

5.2 Baselines

We use a LSTM model implemented in 3 differ-
ent ways (one for each different grouping of the
modalities). First in the unimodal domain, we run
sentiment regression based solely on one modality,
second in the bimodal domain we change the input
to the concatenation of any pair of modality, and
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Method Feature BINARY (−1, +1) 7-CLASS (−3, ..., +3)
Prec Recall F1 Prec Recall F1

UniModal-Baseline
Text (T) 0.77 0.76 0.76 0.32 0.35 0.33
Audio (A) 0.56 0.56 0.56 0.12 0.19 0.14
Video (V) 0.57 0.47 0.48 0.12 0.19 0.12

Table 1: Unimodal baseline results with 3 metrics: Precision, Recall and F-Score (F1)

finally in the trimodal domain we concatenate all
three modalities. This baseline not only serves to
act as a benchmark for comparing our results but
also acts as a starting point for our code develop-
ment. As such, any improvements in our metrics
are strictly as a result of the representations that
we have learned and not structural changes in our
model.

5.3 Multimodal Model Variations

Throughout our experimentation, we apply the al-
gorithms in Section 4 with several intuitive varia-
tions of how to translate modalities. Below are all
approaches that we try to maximize our chances of
learning a strong representation.

For bimodal, we translate one modality into an-
other one. For example, A→ V stands for translat-
ing from Audio to Video, and take the embedding
state, which we refer to as embed(A+V), to predict
sentiment. Here we employ the Seq2Seq Modality
Translation Model mentioned in Algorithm 1.

For trimodal, there are a lot more variations as
follows. First, since we have 3 different modal-
ity and Seq2Seq is only capable of translating
one modality to another, we use the Hierarchi-
cal Seq2Seq Modality Translation Model which
is mentioned in Algorithm 2, e.g. we trans-
late from T to A to have the joint representation
embed(T+A), and then continue the translation
from embed(T+A) to the rest modality which is
V, which in turn yields the joint representation
embed(T+A+V) to make sentiment prediction.

Second, we reuse the previous Seq2Seq Modal-
ity Translation Model to translate a concatenation
of 2 modality to the rest, e.g. concat(T+V) to
A, and vice versa, e.g. translating from A back to
concat(T+V).

Finally, we still use the Seq2Seq Modality Trans-
lation Model to translate from a concatenation of 2
modality to another concatenation of other 2. With
this setting, at least one modality is repeated, and
base on many previous works and our experience,
we tend to favor text modality (T) over the other
two and make it repeated.

6 Results

6.1 Baseline Unimodal Results

We see that with the baseline model, as shown
Table 1, the text modality is by far the most dis-
criminative when it comes to detecting emotion.
This implies that users rely heavily on their word
choice and language to convey meaning and emo-
tion. While this may be true, we know that other
works such as (Zadeh et al., 2018a; Poria et al.,
2017) have achieved higher scores by combining
all these different modalities. This implies that
with some careful thinking and pointed model con-
struction, we should be able to improve upon our
baseline unimodal results through the integration
of additional modalities into our model.

6.2 Baseline Multimodal Results

The results of our different baseline multimodal
approaches is shown in Table 2 for bimodal and
Table 3 for trimodal. We see that of the multimodal
baselines the model which combines the 3 modali-
ties of text, speech, and video performed the best.
The baseline model which combined text and au-
dio arrived in second place followed closely by the
combined text and video model. The model which
combines video and audio arrived in last place by
a significant margin. This corroborates our results
from our unimodal baselines which implied that the
text modality is the most discriminative modality
in this dataset.

On the whole we can see that when all three
modalities are working in concert we get the best
result in a multimodal context, however, it is worth
noting that we were not able to match out unimodal
baseline with our multimodal models. This implies
that there is still more to be drawn from our data
when constructing our model and there is generally
more work to be done. We believe that incorpo-
rating a stronger more robust representation of our
data will be beneficial to our later attempts at clas-
sification. Though we view this to be out of scope
of this work as the focus of this work is on learning
informative representations.
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Method Feature BINARY (−1, +1) 7-CLASS (−3, ..., +3)
Prec Recall F1 Prec Recall F1

BiModal-Baseline
concat(T + V) 0.78 0.67 0.55 0.01 0.16 0.05
concat(T + A) 0.44 0.66 0.53 0.02 0.15 0.04
concat(A + V) 0.55 0.47 0.48 0.13 0.16 0.11

BiModal-Seq2Seq

T→ V 0.67 0.67 0.67 0.26 0.22 0.22
T→ A 0.66 0.64 0.65 0.28 0.24 0.18
A→ T 0.55 0.60 0.56 0.17 0.34 0.11
A→ V 0.55 0.55 0.54 0.16 0.18 0.16
V→ T 0.58 0.58 0.58 0.05 0.16 0.08
V→ A 0.58 0.62 0.58 0.12 0.17 0.01

Table 2: Bimodal results with 3 metrics: Precision, Recall and F-Score (F1)

Method Feature BINARY (−1, +1) 7-CLASS (−3, ..., +3)
Prec Recall F1 Prec Recall F1

TriModal-Baseline concat(T + V + A) 0.75 0.75 0.75 0.24 0.27 0.24

TriModal-Seq2Seq

embed(T, V)→ A 0.56 0.60 0.57 0.10 0.16 0.09
embed(T, A)→ V 0.60 0.55 0.56 0.26 0.15 0.07
embed(A, V)→ T 0.66 0.53 0.44 0.16 0.04 0.09
embed(A, T)→ V 0.59 0.51 0.52 0.13 0.15 0.09
embed(V, T)→ A 0.59 0.60 0.59 0.11 0.17 0.10
embed(V, A)→ T 0.57 0.61 0.58 0.11 0.17 0.09
concat(T, V)→ A 0.67 0.66 0.65 0.22 0.17 0.18
concat(A, T)→ V 0.54 0.55 0.63 0.19 0.15 0.21
concat(V, A)→ T 0.59 0.59 0.58 0.16 0.12 0.12
T→ concat(A, V) 0.70 0.65 0.66 0.23 0.22 0.18
A→ concat(T, V) 0.55 0.53 0.54 0.18 0.20 0.18
concat(T, A)→ concat(T, V) 0.62 0.60 0.61 0.23 0.24 0.22
concat(T, V)→ concat(T, A) 0.68 0.70 0.67 0.31 0.24 0.19

Table 3: Trimodal results with 3 metrics: Precision, Recall and F-Score (F1)

6.3 Analysis of Baseline Failure Cases

The common trend that we see among all of those
baseline models is the consistent failure to identify
extreme cases of either positive or negative emo-
tions. We believe that this phenomenon is due to
two possibilities. First we see that there are very
few cases of highly positive (+3) and highly nega-
tive (−3) examples in the training data. As a result
the models that are trained are highly biased to-
wards not selecting +3 or −3 ratings. Secondly, our
baseline models are performing categorical classi-
fication as opposed to regression or ordinal classifi-
cation. We plan to solve by training the model to
perform this type of prediction as a regression task
as opposed to a categorical classification task.

6.4 Bimodal Seq2Seq Results

Our bimodal models require the exploration of two
modalities, one for the encoding step and another
for the decoding step. We explored several differ-
ent different encoder/decoder frameworks for these
models. The first model that we explored were
representations generated from encoding exactly
one modality and then decoding exactly one dif-

ferent modality. The results of this approach are
included below in Table 2. Here we can see that the
Seq2Seq Modality Translation Model outperforms
the baseline method in terms of F1 consistently
and outperforms in terms of precision and recall in
several cases, but not all.

6.5 Trimodal Seq2Seq Results

We try all variations mentioned in Section 5.3 and
the full breakdown of these results can be found
in the Table 3. According to that, while the Hier-
archical Seq2Seq Modality Translation Model is
a natural extension to the normal Seq2Seq Modal-
ity Translation model, it does not perform well
on the CMU-MOSI dataset. Otherwise, using the
normal non-hierarchical model with concatenation
variations does improve the performance, and par-
ticularly beats the baseline (for only F1 score) on
the model which translates from concat(T,V) to
concat(T+A) for the 7-class case. As mentioned
in Section 5.3, we favor the text (T) modality and
make it repeated in this setting because it typically
contributes more significantly to sentiment predic-
tion. Indeed, we have tried to repeat video or audio
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modality but the result shrinks dramatically.
One possible reason for this behavior is the

scarcity of training data. Given that at every
phase of Seq2Seq translation, we only have 1289
train samples, 230 validation and 269 test samples,
Seq2Seq, which typically requires more data for
training a good model, does not work efficiently.
This affects even more in the hierarchical Seq2Seq
cases where we train two phases of Seq2Seq. We
project the performance will improve if we work
on other dataset which is bigger, or if we pretrain
our model on other dataset first before applying it
to MOSI.

7 Discussion

The language modality is the most discriminative
as well as the most important towards learning mul-
timodal representations. While we outperform the
baseline multimodal approach we were unable to
outperform the baseline unimodal text approach.
Clearly from these results we know that that the
text modality is the most discriminative of all of
these modalities. However, it appears that these
models which we have described are not able to
truly separate the importance of the text modality.
The fact that we are merging these modalities into a
shared representation space is likely decreasing the
resolution of the text domain and thus decreasing
the modeling power of the domain. This is why we
believe that the top performing multimodal model
is one that incorporates the text domain so much
(see Tables 2 and 3).

It is worth noting that some of the learned rep-
resentations were quite poor when it came to their
use in prediction. For example, representations that
were learned using only audio and video generally
performed poorly. This is to be expected given the
already known information that these modalities
are not as discriminative as the language modality.
At the same time, some of the worse performing
representations were learned in the methodology
of learning a representation based on an existing
embedding. We believe this to be due to the repre-
sentation losing the resolution of the original two
domains from which the original source embedding
was learned and instead being focused on learning
the best representation to predict the final modality.

8 Future Directions

This research opens up a promising direction in
joint unsupervised learning of multimodal repre-

sentations and supervised learning of multimodal
temporal data. We propose the following exten-
sions that could improve performance:

Firstly, using an Variational Autoencoder (VAE)
(Kingma and Welling, 2013) in conjunction with
LSTM Encoder/Decoder model (as in the case
of VAE Seq2Seq model) would be an interesting
avenue to explore. This is because VAEs have
been shown to learn better representations as com-
pared to vanilla autoencoders (Kingma and Welling,
2013; Pu et al., 2016).

Secondly, since our method for multimodal rep-
resentation learning is unsupervised, we could take
advantage of larger external datasets to pre-train the
multimodal representations before fine-tuning fur-
ther with CMU-MOSI. We believe this will boost
performance because we have limited data in CMU-
MOSI for training (CMU-MOSI has 2199 training
segments). Some datasets that come to mind in-
clude the Persuasion Opinion Multimodal (POM)
dataset (Park et al., 2014) with 1000 total videos
(longer than segments) and the IEMOCAP dataset
with 10000 total segment. Since these datasets also
consist of monologue speaker videos, we expect
the learnt multimodal representations to generalize.

Thirdly, our method does not train our combined
model end to end: the representations that we use
to generated during on training run and the sen-
timent classification model are trained separately.
Exploring an end-to-end version of this model end
to end could possibly result in better performance
where we could additionally fine tune the learned
multimodal representation for sentiment analysis.

9 Conclusion

To conclude, this paper investigate the problem
of multimodal representation learning to leverage
the abundance of unlabeled multimedia data avail-
able on the internet. We presente two methods for
unsupervised learning of joint multimodal repre-
sentations using multimodal Seq2Seq models: the
Seq2Seq Modality Translation Model and the Hi-
erarchical Seq2Seq Modality Translation Model.
We found that these intermediate multimodal repre-
sentations can then be used for multimodal down-
stream tasks. Our experiments indicate that the mul-
timodal representations learned from our Seq2Seq
modality translation method are highly informative
and achieves improved performance on multimodal
sentiment analysis.
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2016. Adversarial feature learning. arXiv preprint
arXiv:1605.09782 .

Thomas Drugman and Abeer Alwan. 2011. Joint ro-
bust voicing detection and pitch estimation based
on residual harmonics. In Interspeech. pages 1973–
1976.

Thomas Drugman, Mark Thomas, Jon Gudnason,
Patrick Naylor, and Thierry Dutoit. 2012. Detec-
tion of glottal closure instants from speech signals:
A quantitative review. IEEE Transactions on Audio,
Speech, and Language Processing 20(3):994–1006.

Paul Ekman. 1992. An argument for basic emotions.
Cognition & emotion 6(3-4):169–200.

Paul Ekman, Wallace V Freisen, and Sonia Ancoli.
1980. Facial signs of emotional experience. Journal
of personality and social psychology 39(6):1125.

Zhe Gan, Liqun Chen, Weiyao Wang, Yunchen Pu,
Yizhe Zhang, Hao Liu, Chunyuan Li, and Lawrence
Carin. 2017. Triangle generative adversarial net-
works. arXiv preprint arXiv:1709.06548 .

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza,
Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron
Courville, and Yoshua Bengio. 2014. Generative ad-
versarial nets. In Advances in neural information
processing systems. pages 2672–2680.

Sepp Hochreiter and Jürgen Schmidhuber. 1997. Long
short-term memory. Neural computation 9(8):1735–
1780.

iMotions. 2017. Facial expression analysis.
goo.gl/1rh1JN.

John Kane and Christer Gobl. 2013. Wavelet maxima
dispersion for breathy to tense voice discrimination.
IEEE Transactions on Audio, Speech, and Language
Processing 21(6):1170–1179.

Lakshmish Kaushik, Abhijeet Sangwan, and John HL
Hansen. 2013. Sentiment extraction from natural au-
dio streams. In Acoustics, speech and signal pro-
cessing (icassp), 2013 ieee international conference
on. IEEE, pages 8485–8489.

Diederik P Kingma, Shakir Mohamed, Danilo Jimenez
Rezende, and Max Welling. 2014. Semi-supervised
learning with deep generative models. In Advances
in Neural Information Processing Systems. pages
3581–3589.

Diederik P Kingma and Max Welling. 2013. Auto-
encoding variational bayes. arXiv preprint
arXiv:1312.6114 .

61



Ryan Kiros, Ruslan Salakhutdinov, and Richard S
Zemel. 2014. Unifying visual-semantic embeddings
with multimodal neural language models. arXiv
preprint arXiv:1411.2539 .

G. Klein, Y. Kim, Y. Deng, J. Senellart, and A. M. Rush.
???? OpenNMT: Open-Source Toolkit for Neural
Machine Translation. ArXiv e-prints .

Angeliki Lazaridou, Nghia The Pham, and Marco Ba-
roni. 2015. Combining language and vision with
a multimodal skip-gram model. arXiv preprint
arXiv:1501.02598 .

Chongxuan Li, Kun Xu, Jun Zhu, and Bo Zhang. 2017.
Triple generative adversarial nets. arXiv preprint
arXiv:1703.02291 .

Minh-Thang Luong, Hieu Pham, and Christopher D
Manning. 2015. Effective approaches to attention-
based neural machine translation. arXiv preprint
arXiv:1508.04025 .

Mehdi Mirza and Simon Osindero. 2014. Condi-
tional generative adversarial nets. arXiv preprint
arXiv:1411.1784 .

Gilad Mishne et al. 2005. Experiments with mood clas-
sification in blog posts. In Proceedings of ACM SI-
GIR 2005 workshop on stylistic analysis of text for
information access. volume 19, pages 321–327.

Louis-Philippe Morency, Rada Mihalcea, and Payal
Doshi. 2011. Towards multimodal sentiment anal-
ysis: Harvesting opinions from the web. In Proceed-
ings of the 13th international conference on multi-
modal interfaces. ACM, pages 169–176.

Graham Neubig. 2017. Neural machine translation
and sequence-to-sequence models: A tutorial. arXiv
preprint arXiv:1703.01619 .

Jiquan Ngiam, Aditya Khosla, Mingyu Kim, Juhan
Nam, Honglak Lee, and Andrew Y Ng. 2011. Multi-
modal deep learning. In Proceedings of the 28th in-
ternational conference on machine learning (ICML-
11). pages 689–696.

Gaurav Pandey and Ambedkar Dukkipati. 2017. Vari-
ational methods for conditional multimodal deep
learning. In Neural Networks (IJCNN), 2017 Inter-
national Joint Conference on. IEEE, pages 308–315.

Sunghyun Park, Han Suk Shim, Moitreya Chatterjee,
Kenji Sagae, and Louis-Philippe Morency. 2014.
Computational analysis of persuasiveness in social
multimedia: A novel dataset and multimodal pre-
diction approach. In Proceedings of the 16th In-
ternational Conference on Multimodal Interaction.
ACM, New York, NY, USA, ICMI ’14, pages 50–57.
https://doi.org/10.1145/2663204.2663260.

Jeffrey Pennington, Richard Socher, and Christopher D
Manning. 2014. Glove: Global vectors for word
representation. In EMNLP. volume 14, pages 1532–
1543.

Soujanya Poria, Erik Cambria, Devamanyu Hazarika,
Navonil Majumder, Amir Zadeh, and Louis-Philippe
Morency. 2017. Context-dependent sentiment anal-
ysis in user-generated videos. In Proceedings of the
55th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers). vol-
ume 1, pages 873–883.

Yunchen Pu, Zhe Gan, Ricardo Henao, Xin Yuan,
Chunyuan Li, Andrew Stevens, and Lawrence Carin.
2016. Variational autoencoder for deep learning
of images, labels and captions. In D. D. Lee,
M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Gar-
nett, editors, Advances in Neural Information Pro-
cessing Systems 29, Curran Associates, Inc., pages
2352–2360.

Shyam Sundar Rajagopalan, Louis-Philippe Morency,
Tadas Baltrusaitis, and Roland Goecke. 2016. Ex-
tending Long Short-Term Memory for Multi-View
Structured Learning, Springer International Publish-
ing, Cham, pages 338–353.
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Abstract

We present our work on sentiment predic-
tion using the benchmark MOSI dataset
from the CMU-MultimodalDataSDK. Pre-
vious work on multimodal sentiment anal-
ysis have been focused on input-level fea-
ture fusion or decision-level fusion for
multimodal fusion. Here, we propose an
intermediate-level feature fusion, which
merges weights from each modality (au-
dio, video, and text) during training with
subsequent additional training. Moreover,
we tested principle component analysis
(PCA) for feature selection. We found that
applying PCA increases unimodal per-
formance, and multimodal fusion outper-
forms unimodal models. Our experiments
show that our proposed intermediate-level
feature fusion outperforms other fusion
techniques, and it achieves the best per-
formance with an overall binary accu-
racy of 74.0% on video+text modalities.
Our work also improves feature selection
for unimodal sentiment analysis, while
proposing a novel and effective multi-
modal fusion architecture for this task.

1 Introduction

Sentiment analysis is the study on the underly-
ing attitude that one holds towards a certain en-
tity. For a long time, text-based sentiment anal-
ysis has been the staple in this area and only re-
cently are other modalities being considered for
sentiment analysis such as vision and speech (Po-
ria et al., 2015). For text channels, the features
usually include information about word sequences
and meaning (Mikolov et al., 2013). However,
combining information from multiple modalities
can bring additional information to ambiguous

cases. For example, a smile extracted from facial
features could help disambiguate cases such us
“This movie is sick”. Text alone would have trou-
ble interpreting the meaning of the word “sick” in
this context. This motivates the research of multi-
modal sentiment analysis. We seek to exploit the
inter-dependencies between audio, text, and visual
modalities in order to label video segments that ex-
hibit positive or negative sentiment.

In current studies in this field, visual features
often involve salient points of the face or body
(Zadeh et al., 2016a), while low-level descrip-
tors are collected from the speech signal such as
pitch and volume (Zeng et al., 2009). The com-
bination of features which have originated from
text, speech and audio is what forms the basis of
our multimodal classification work. Features from
each modality are modeled, learned, and eventu-
ally fused together at various levels in a classifica-
tion Deep Neural Network (DNN) system. When
the modalities are fused together, this is called
multimodal fusion. DNN multimodal fusion for
binary sentiment classification is an active area
of research that continues to gain momentum and
spark interest due to the challenging nature of the
problem (e.g., Poria et al. (2018)). We explore the
interplay between three modalities: text, video,
and audio. We focus on three fusion techniques
inspired by previous work on multimodal fusion
(Poria et al., 2018; Zadeh et al., 2016b).

We developed and compared three multimodal
fusion architectures: (1) Input-level features fu-
sion, (2) Intermediate features fusion, and (3)
Decision-level fusion (late fusion). The first
method refers to fusing information at the level
of input features, similar to an unweighted con-
catenation of feature vectors, and it is the most
widely used. The second method evokes the no-
tion that each modality can be learned using a uni-
modal DNN. The weights learned through train-
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ing each unimodal DNN are concatenated together
and training continues before the decision level.
The third method, also known as ensemble fusion
or late fusion, fuses multiple modalities at the de-
cision level. We present our multimodal DNN fu-
sion approaches in detail in our methodology de-
scription in Section 3. where we further analyze
the interactions between modalities. We experi-
mented with combinations of modalities as well
as system architectures that attempt to capture the
interplay between modalities.

2 Related Work

Sentiment analysis has traditionally been a task for
natural language processing and based explicitly
on text data, such as online blog posts (Feng et al.,
2011). Beyond the scope of text-based sentiment
analysis, Chen et al. (1998) provides us with an
early work on audio-visual emotion recognition
and showed that bimodal classifiers can perform
better than unimodal ones alone.

Even though there is a significant amount of re-
search done on audio-visual emotion recognition,
only a few previous efforts have systematically ex-
plored trimodal fusion by combining text data with
audio and visual modalities. Morency et al. (2011)
was one of the first to investigate sentiment analy-
sis on video movie reviews. They analyzed a col-
lection of 47 videos depicting monologues in ad-
dition to the corresponding text that they manually
transcribed from each 30-seconds excerpt. They
evaluated sentiment for each review as a 3-way
classification problem: positive, negative or neu-
tral and achieved an F1 measure of 55.3%, which
is much better than chance.

Furthermore, Wöllmer et al. (2013) attempted
the same type of multimodal sentiment task
for movie reviews using a linear Support Vec-
tor Machines (SVM) for the linguistic features
and a Bidirectional Long Short-Term Memory
(BLSTM) for the audiovisual ones. Our work con-
tinues this direction of combining data from dif-
ferent modalities and we also used video movie
reviews. However, these related studies used very
small collections of videos, whereas our work uses
more than 2,000 videos.

Poria et al. (2015) provided a novel use of deep
Convolutional Neural Networks (CNNs). They
extracted features from the text modality and then
adopted multiple kernel learning (MKL) for clas-
sifying the multimodal fused feature vectors. Most

previous work has verified that multimodal classi-
fiers perform better than unimodal ones.

More recently, Poria et al. (2018) presented
three fusion techniques for multimodal senti-
ment analysis which achieved high accuracy:
concatenation-based fusion, context-aware fusion
and context-aware fusion with attention. One ma-
jor issue of early fusion is that input-level fea-
ture concatenation will increase the feature space,
which can be potentially problematic for very
large datasets. To account for this, we experi-
mented with principle components analysis (PCA)
as a dimensionality reduction technique.

Existing top-performing systems on the CMU-
MultimodalDataSDK MOSI (Zadeh et al., 2018)
dataset are listed in Table 1, measured by clas-
sification accuracy. The state-of-the-art is Zadeh
et al. (2017) which used tenor-based multimodal
fusion. The C-MKL system of Poria et al. (2015),
as discussed earlier, used a novel approach with
CNNs. We also include a non-DNN system from
Zadeh et al. (2016b) because it used input-level
feature fusion, similar to one of our approaches
in this work. Note that each of these systems
has used slightly different feature selection tech-
niques, which have introduced some inconsisten-
cies between systems making a direct comparison
difficult. Thus, we cannot make a direct system-
to-system comparison between our methods and
previous work.Additional work has been carried
out on unimodal and multimodal sentiment analy-
sis, using datasets different from CMU MOSI (Po-
ria et al., 2016; Ma et al., 2018).

System Authors Acc
TFN Zadeh et al. (2017) 77.1%

GME-LSTM(A) Chen et al. (2017) 76.5%
C-MKL Poria et al. (2015) 73.1%

SVM-MD Zadeh et al. (2016b) 71.6%

Table 1: Accuracy reported in previous work on
trimodal fusion for binary sentiment classification
using MOSI dataset. Note that these systems differ
slightly in terms of data pre-processing.

3 Methodology

Here we provide the technical specifications of the
DNN architectures and parameters that we used in
this work, followed by details about our three fu-
sion techniques. We then discuss PCA dimension-
ality reduction, which we used in our experiments
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as a form of feature selection.

3.1 Data and Task Description
We conducted our experiments on the Multimodal
Opinion level Sentiment Intensity (MOSI) dataset
from CMU-MultimodalDataSDK (Zadeh et al.,
2018).1 The MOSI dataset is a collection of 2199
opinion video clips, each annotated with sentiment
scores in the range [-3,3]: strongly positive (+3),
positive (+2), weakly positive (+1), neutral (0),
weakly negative (-1), negative (-2), strongly neg-
ative (-3). The multimodal observations consist
of transcribed speech and features extracted from
the visual and audio data. This benchmark dataset
provided pre-extracted features on three modali-
ties, a speaker-independent data partition of train
(1283 items), validation (229 items), and test (686
items) sets, and an alignment of text, acoustic and
visual data.

A detailed description of the dataset features
and the sentiment class labels can be found in
Zadeh et al. (2018). We aligned the features to
the text embeddings as a reference and we max-
normalized the feature values on a per-modality
basis, as this allows for a meaningful compari-
son across systems. Due to the different number
of timesteps in each utterance, we were required
to restrict each sentence to a fixed size length by
padding or cropping the sentences, using a maxi-
mum length. We treated this maximum length as a
hyper-parameter and is described in more detail.

Primarily, our prediction task is binary classifi-
cation for sentiment: positive versus negative. An
exemplar with score s > 0 belongs to the positive
class, while scores of s < 0 belong to the negative
class. We transformed all scores to True/False val-
ues, where True corresponds to the positive class.
For performance metrics, we used overall accu-
racy on the held-out test set.

After we identified the best-performing over-
all trimodal fusion system, we conducted addi-
tional experiments to report 5-class accuracy with
F1 measure, as well as regression where we re-
port mean-absolute error (MAE). These additional
metrics allow further comparison of our best sys-
tem to existing systems for this dataset.

3.2 Unimodal classifiers
We describe three types of DNNs that we used
in our experiments for sentiment prediction and

1https://github.com/A2Zadeh/CMU-
MultimodalDataSDK

some of the reasoning behind these selections.
Convolutional Neural Networks (CNNs) have

been applied to various text-based sentiment and
emotion detection tasks in natural language pro-
cessing (Kim, 2014). Moreover, CNNs were used
in OpenFace (Baltrušaitis et al., 2016), an open-
source face recognition tool which was employed
by MOSI. While there are limited studies that in-
volve using CNNs to predict sentiment directly
from speech, we note that others have success-
fully tested its efficacy by working directly on the
speech spectrogram (Niu et al., 2017).

Long Short-Term Memory (LSTMs) are pop-
ular with sequence prediction tasks, because they
can capture context from previous steps. LSTMs
also achieved moderate success for video emotion
detection Chen et al. (2017). We expect LSTMs to
be useful in our sentiment prediction task due to
the sequential nature of the video data.

Bidirectional LSTMs (BLSTMs) increase the
amount of available contextual information by in-
cluding both a forward pass and a backward pass
through a sequence. There is growing interest in
applying BLSTMs for emotion detection from vi-
sual and audio features (Ullah et al., 2018).

3.3 Training Hyper-parameters

The activation function we used across all of our
experiments was ReLu (Nair and Hinton, 2010).
The learning rule was Adam (Kingma and Ba,
2014) with standard parameters. For 1D convo-
lution layers, the kernel size was 3. For max
pooling layers, the window size was 2. We var-
ied the number of convolutional layers in [1, 2, 3].
For LSTMs and Bi-directional LSTMs, we set the
number of units to [64] and the number of layers
in [1, 2, 3]. For fully connected layers, we set the
number of units to 100 and explored the number
of layers in [1, 2, 3]. We added dropout (Srivas-
tava et al., 2014) between fully connected layers
with dropout rate in [0.1, 0.2]. In all experiments,
we used early stopping with the stopping crite-
ria set to identify maximum validation accuracy
and patience was set to 10. We varied the maxi-
mum length setting for the video segments in our
dataset, known as maxlen, in [15, 20, 25, 30]. The
experiments employed batch normalization with
batch size set to b = 64 (Ioffe and Szegedy, 2015).
Since it is a binary classification task, we use a
single output unit with sigmoid activation. The
loss function we use is binary cross-entropy. We
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present test set results measuring overall accuracy.

3.4 Input-Level Feature Fusion

Input-level feature fusion (early fusion) refers to
simply concatenating features from all the modal-
ities, after they have been aligned and transformed
to fixed size length. The concatenation is per-
formed on the time step dimension. After input
concatenation, the process follows a standard deep
learning pipeline and we can apply different deep
learning structures on top of the concatenated fea-
tures. In this work, we tested CNNs, LSTMs and
BLSTMs. We explored using one fully connected
hidden layer and one output layer for the final
prediction. In each case, we optimize the hyper-
parameters of the DNN as described earlier.

We experimented with dimensionality reduction
on a per-modality basis, prior to feature concate-
nation. This is motivated by our observation that
many of the visual and audio features were zero
valued. Thus, we attempt to identify the most im-
portant features using PCA. Our system architec-
ture for input-level fusion with and without dimen-
sionality reduction is displayed in Figure 1.

Figure 1: Input-level feature fusion architecture
with and without PCA.

3.5 Intermediate-Level Feature Fusion

In intermediate-level feature fusion, data from
each modality is first input to the best perform-
ing unimodal networks (for video and audio we
use CNN, for text we use BLSTMs) which learn
intermediate features. The intermediate weights
from these unimodal networks are then concate-
nated and we then add fully connected layers to
continue training the concatenated features. The
goal is to capture interactions between modalities.
We experimented with and without PCA on the
input-level features. We show the architecture of
the intermediate-level fusion system in Figure 2.

Figure 2: Intermediate-level feature fusion archi-
tecture. PCA for dimensionality reduction is not
shown in this diagram.

Figure 3: Late decision-level fusion architecture.
PCA for dimensionality reduction is not shown in
this diagram.

3.6 Decision-Level Feature Fusion

Decision-level feature fusion (late fusion) applies
a separate classifier to weight the decisions of uni-
modal DNNs. The idea is that combining the uni-
modal results may improve model robustness. The
most straightforward way of doing decision-level
fusion is to train separate classifiers and weight
their outputs with a tuple: w = (λ1, λ2, λ3).
These weights can either be learned by another
classifier, or set experimentally. No concatena-
tion is performed in decision-level fusion. Com-
pared to intermediate level fusion, which used sub-
networks to extract intermediate features, here we
output the decision of each modality.

Commonly, an SVM or another classifier is
used on top of the decisions of each unimodal
classifier. Our approach is different from exist-
ing literature in that we train 3 separate unimodal
sub-networks such that our final system contains
3 component networks. For an illustration, refer
to Figure 3. The top layer of this network is sim-
ply an output layer that receives the output of each
modality sub-network (so the input is a one dimen-
sional vector of size 3) and assigns a weight for
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each. This architecture acts as an ensemble of the
3 separate modality classifiers. Although it is not
the case for our experiments, it would be possible
to pre-train each modality on a different dataset, if
more data is available (Wu et al., 1999).

3.7 Principal Component Analysis (PCA)

We applied PCA as a way to select the most valu-
able features, and reduce the dimensionality of the
feature space, and ultimately to increase the uni-
modal performance. Our goal in using PCA was
to find the most effective and least redundant com-
ponents to the unimodal representation of the data
since features are semantically different after they
are max-normalized (Zadeh et al., 2017).

PCA is an important linear transformation tech-
nique for dimensionality reduction. PCA yields
the ordered feature vectors, commonly referred
to as principal components, which maximize the
variance of the data by removing redundant fea-
tures (Abdi and Williams, 2010). As a data reduc-
tion technique, PCA is commonly used for han-
dling high-dimensional visual information in vari-
ous research areas, such as medical images (Bhat
et al., 2017), and has been proved to be an effective
method for feature selection and extraction.

We used the Python Sklearn PCA decomposi-
tion function (Pedregosa et al., 2011) on our train-
ing set. We computed the proportion of variance
explained by the number of principal components
utilized using a scree plot.2 We then inferred a
range of k-components that might be responsible
for a high enough cumulative variance and swept
this range of k-component values (shown in Ta-
ble 2). We applied the PCA fit that we learned
from training data and used it as the PCA trans-
form on our validation and test data. We continued
with the unimodal classifier training according to
the fusion architectures and hyper-parameters de-
scribed earlier. We then examined binary test ac-
curacy on each DNN architecture to determine the
best value for k in PCA. The top-performing sys-
tem is highlighted in bold.

4 Experiment Results

In this section we provide the experiments on the
3 fusion techniques with and without PCA, for
predicting the positive/negative sentiment of the

2commonly employed when there is a need to assess
which components explain the most variability in the data,
plots available upon request

DNN Mode Test Acc(%) k, Var
-PCA +PCA

LSTM A 54.0 55.2 10, 0.61
BLSTM A 53.0 55.1 10, 0.61
CNN A 55.2 57.2 20, 0.82
LSTM V 54.2 56.7 25, 0.94
BLSTM V 55.8 56.5 20, 0.90
CNN V 57.8 57.1 25, 0.94
LSTM T 70.1 71.7 110, 0.98
BLSTM T 69.7 70.8 110, 0.98
CNN T 67.7 68.5 130, 0.99

Table 2: Unimodal binary accuracy, exploring k
number of PCA components with corresponding
variance threshold (A=audio, V=video, T=text).

videos. We report accuracy for the binary senti-
ment classification problem. After experimenting
with the fusion techniques, we identify the best
overall performing systems and further report the
5-class accuracy, F1, and regression MAE and cor-
relation.

4.1 Input-Level Feature Fusion

We explored input feature fusion with and with-
out PCA. When we ran early fusion with PCA,
we used the k-PCA components value described
in Table 2. Our experiment results for early fu-
sion are displayed in Table 3. The top-performing
systems for each modality combination are high-
lighted in bold.

DNN Mode Test Acc(%) Best
-PCA +PCA Parameters

LSTM A,V,T 70.5 70.1 1, 0.2, 25
BLSTM A,V,T 71.4 71.8 3, 0.2, 25
CNN A,V,T 69.2 68.5 1, 0.2, 20
LSTM A,T 69.2 70.8 2, 0.2, 30
BLSTM A,T 71.2 71.2 1, 0.2, 25
CNN A,T 68.3 68.3 1, 0.1, 30
LSTM V,T 72.3 69.5 2, 0.2, 30
BLSTM V,T 72.4 69.3 2, 0.2, 30
CNN V,T 69.3 68.8 3, 0.2, 30
LSTM A,V 55.1 55.8 3, 0.1, 20
BLSTM A,V 55.1 56.7 3, 0.1, 30
CNN A,V 55.6 57.4 2, 0.1, 30

Table 3: Bimodal/trimodal binary accuracy for
early fusion. Parameters refer to DNN layers,
dropout rate, segment length.
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The gains from PCA for input-level fusion
are particularly small, which is counter-intuitive
considering that early fusion concatenation in-
creases the dimensionality of the data. The best-
performing overall system was a BLSTM using
bimodal text and video data at 72.4% binary ac-
curacy without PCA. The CNN tends to perform
less well across all bimodal/trimodal combina-
tions, and this suggests that emotion prediction
has a sequential aspect. That sequential aspect is
picked up by the other DNNs that we tested.

4.2 Intermediate-Level Feature Fusion

The intermediate features fusion model we pro-
posed adds dense layers on top of the intermedi-
ate weights extracted from each modality. There
are other possible configurations to be explored,
but we experimented with the simplest one. Com-
pared to early fusion, the features for each modal-
ity are first fed to a different network. We have
chosen the best performing network for each sin-
gle modality as described in Table 2 (CNN for au-
dio and video, and BLSTM for text) for the pre-
fusion stages.

Mode Test Acc(%) Best
-PCA +PCA Params

A,V,T 73.3 73.0 1, 0.1, 30
A,V 60.0 59.0 3, 0.1, 30
A,T 70.5 70.8 2, 0.2, 25
V,T 74.0 74.0 3, 0.2, 30

Table 4: Bimodal/trimodal binary accuracy for
intermediate feature fusion. Parameters refer to
DNN layers, dropout rate, segment length.

When we applied PCA for intermediate-level
fusion, we applied it either to all modalities or
none. This configuration makes it possible to
make a direct comparison with our other ap-
proaches. Results are summarized in Table 4. We
achieve our highest performance so far which was
the bimodal fusion of video and text with binary
accuracy of 74.0%. We note that this accuracy was
achieved with and without PCA, suggesting either
that our proposed system is robust to noise or that
video and text data was not particularly noisy.

4.3 Decision-Level Fusion

For our decision-level fusion (late fusion) exper-
iments, we kept the pre-fusion network consis-
tent with intermediate fusion (CNN for audio and

video, BLSTM for text). Experiment results are
in Table 5. Our best result is for the trimodal
inputs. We find that the results are not much
different from a carefully trained text only pre-
dictor. Since the video and audio classifiers are
much worse predictors than text. This indicates
that a decision level classifier is not the best ap-
proach for the MOSI dataset. We noticed that the
top-performing decision-level systems used less
segment length context than our previous experi-
ments, even though the performance is compara-
ble. This could be due to the fact that the com-
bination of modalities creates a form of informa-
tion enhancement, so that less context is needed to
make a prediction.

Mode Test Acc(%) Best
-PCA +PCA Params

A,V,T 70.6 70.8 2, 0.1, 25
A,V 56.8 58.1 1, 0.2, 25
A,T 71.7 71.7 3, 0.1, 15
V,T 72.5 72.0 1, 0.1, 30

Table 5: Bimodal/trimodal binary accuracy for
decision-level fusion experiments.

4.4 Detailed Top Performing Systems
To make a comparison to performance reported
in previous work, we provide more specific per-
formance metrics in Table 6, based on the top-
performing systems from each of the 3 fusion
methods that we have discussed. For each top sys-
tem, we report the binary accuracy and F1 score,
the 5-class accuracy, and the regression MAE and
Pearson r correlation (values closer to r = 1 in-
dicate positive correlation, while values closer to
r = −1 indicate negative correlation).

All of our best-performing systems used bi-
modal (text+video) feature fusion instead of tri-
modal. Across all systems, we can general-
ize that leaving out the audio modality improved
performance. Our top input-level fusion system
(Early) was bimodal BLSTM without PCA. Our
top intermediate-level fusion system (Inter.), was
bimodal fusion regardless of PCA. Finally, our
best decision-level system (Late) was bimodal
without PCA.

5 Discussion and Analysis

Our unimodal experiments showed that applying
PCA always yields improved performance for bi-
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Top Binary 5-class Regress.
Method Acc F1 Acc MAE r

Early 72.4 66.7 33.3 1.08 0.55
Inter. 74.0 65.6 35.2 1.10 0.56
Late 72.5 66.3 31.4 1.05 0.56

Table 6: Top fusion system performance on bi-
nary classification, 5-class classification and re-
gression.

nary sentiment prediction on this dataset. Further,
we were able to identify text as the single best-
performing and audio as the worst-performing
modality predictor. Although PCA improved uni-
modal performance, it did not have an effect on
the intermediate and decision fusions. This could
be due to inherent noise in the audio data from the
CMU-MultimodalDataSDK, which our feature se-
lection procedure did not remedy.

We present example negative and positive sen-
tences in Table 7 and the scores given by our best
performing classifier. A score above 0.5 classifies
the sentences as positive. This outlines the diffi-
culty of the task and shows that some sentences
are difficult to label even for humans.

Sentence text Truth Score
The voice acting was phenome-
nal

+ 0.94

It was like this like pouty like
grumpy look

- 0.31

Now the real Steven Russel has
like an IQ like 163 which is like
wow genius

+ 0.49

If you know they’re in there
this is a cheesy um movie

- 0.80

Table 7: Example sentences and their true la-
bels. Incorrect classification is distinguished in
bold/red.

6 Conclusions and Future Work

Despite our efforts to reduce feature redundancy
during early fusion, we found an apparent ceiling
in terms of the best binary accuracy, as it never
reached above 74.0%. Our experiments showed
that PCA improves test accuracy in the case of
unimodal models and sometimes the early fusion
model. Interestingly, in our bimodal and trimodal
experiments, we found that leaving out audio and

focusing on video+text features, always yields a
slight improvement. This is consistent with the
state of the art on the MOSI dataset (Zadeh et al.,
2017) which found that audio is the weakest of all
three modalities for this dataset. It would be in-
teresting to disentangle whether or not this consti-
tutes bias in the data or bias in human communi-
cation or perception of emotions.

As the goal of our study was to explore mul-
timodal fusion techniques, we explored 3 differ-
ent fusion architectures that all yield better re-
sults that unimodal classifiers. This indicates that
there are interactions to be learned during the fu-
sion process. We showed that both late decision-
level fusion and early fusion can achieve compa-
rable results. As a task for future work, we en-
courage exploring the best intervention point for
intermediate-level fusion. For example, to vary
the number of fully-connected layers on individual
DNNs before concatenation. Similarly, it should
be investigated how to weigh the DNNs before
concatenation as we know that text is often the best
unimodal predictor of sentiment.

In terms of combining the CNN architecture
with PCA, CNNs will basically learn common
structural components across the input features,
which can be viewed as a redundancy that is re-
moved by PCA. Therefore this combination would
only useful to the extent that it helps with remov-
ing actual noise from the data. Similarly, this com-
bination of CNN+PCA on audio-only data, which
consists primarily of MFCC’s, also creates a type
of redundancy. Given that there could be better
models than PCA, we encourage future work to
systematically explore and compare techniques for
both feature selection and noise reduction on the
CMU MOSI dataset.

In the future, we plan to examine which of the
low-level acoustic descriptors, facial features, and
words are the most effective for sentiment analy-
sis. This would help future studies to learn bet-
ter feature representations for sentiment analysis.
Further, we selected our top-performing models
based on binary classification accuracy, without
a category for “neutral”. It could be the case
that some of our data exemplars were a better fit
for this third category, or that audio features are
predictive of a neutral category, something that
should be investigated in future work.

The MOSI dataset breaks down each movie re-
view into sentences to be classified individually,
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losing context that might be gained by looking
at the other neighboring sentences. Motivated by
Poria et al. (2017) who suggested contextual sen-
timent analysis, we plan on including additional
contextual information when predicting the senti-
ment of a sentence. Instead of considering each
utterance as a separate entity, we will add contex-
tual information from neighboring sentences be-
longing to the same monologue and study the gain.
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