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Abstract

Code-switching (CS), the practice of alter-
nating between two or more languages in
conversations, is pervasive in most multi-
lingual communities. CS texts have a com-
plex interplay between languages and oc-
cur in informal contexts that make them
harder to collect and construct NLP tools
for. We approach this problem through
Language Modeling (LM) on a new Hindi-
English mixed corpus containing 59,189
unique sentences collected from blogging
websites. We implement and discuss dif-
ferent Language Models derived from a
multi-layered LSTM architecture. We hy-
pothesize that encoding language informa-
tion strengthens a language model by help-
ing to learn code-switching points. We
show that our highest performing model
achieves a test perplexity of 19.52 on
the CS corpus that we collected and pro-
cessed. On this data we demonstrate that
our performance is an improvement over
AWD-LSTM LM (a recent state of the art
on monolingual English).

1 Introduction

Code-switching (CS) is a widely studied linguis-
tic phenomenon where two different languages are
interleaved. This occurs within multilingual com-
munities (Poplack, 1980; Myers-Scotton, 1997;
Muysken, 2000; Bullock and Toribio, 2009). Typi-
cally one language (the matrix language) provides
the grammatical structure for CS text and words
from another language (the embedded language)
are inserted. However, CS data is challenging
to obtain because this phenomenon is usually ob-
served in informal settings. Data obtained from
online sources is often noisy because of spelling,
script, morphological, and grammatical variations.
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These sources of noise make it quite challeng-
ing to build robust NLP tools (Çetinoğlu et al.,
2016). Our goal is to improve LM for Hindi-
English code-mixed data (Hinglish) where simi-
lar challenges are apparent. The task of language
modeling is very important to several downstream
applications in NLP including speech recognition,
machine translation, etc. This is particularly im-
portant in domains that lack annotated data, such
as code-switching, where the need to leverage un-
supervised techniques is a must. We address the
task of language modeling in CS text with a dual
objective: (1) predicting the next word, and (2)
predicting the language of the next word.

In addition to the techniques used for mono-
lingual language modeling, providing information
about the language is a key component in CS do-
main. Our main goal in this paper is to examine
the effect of language information in modeling CS
text. We approach this systematically by experi-
menting with ablations of encoding and decoding
language IDs along with the word itself. In this
way, the model implicitly learns the switch points
between the languages. We achieve the least per-
plexity score using a combination of a language in-
formed encoder and a language informed decoder.

The current material begins with a review of LM
techniques for CS text in section 2. Then we de-
scribe our data collection and processing steps in
Section 3 and model architecture in Section 4.
Section 5 contains a brief quantitative and quali-
tative discussion of our observations and promis-
ing directions for future work. We then conclude
in section 6.

2 Related Work
The increased reach of Internet and social me-
dia has led to proliferation of noisy CS data
where earlier computational frameworks for code-
switching, such as Joshi (1982); Goyal et al.
(2003); Sinha and Thakur (2005); Solorio and Liu
(2008a,b), are not readily applicable. In recent
times, the community has focused on develop-
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ing a variety of NLP tools for CS data such lan-
guage models by Li and Fung (2013, 2014); Adel
et al. (2015, 2013a,b); Garg et al. (2017), POS tag-
gers by Vyas et al. (2014); Jamatia et al. (2015);
Çetinoğlu and Çöltekin (2016), automatic lan-
guage identification by Jurgens et al. (2017); King
and Abney (2013); Rijhwani et al. (2017); Jham-
tani et al. (2014), prediction of code-switch points
by Das and Gambäck (2014), sentiment analysis
by Rudra et al. (2016) and also certain meta level
studies that include understanding metrics to char-
acterize code-mixing Patro et al. (2017); Guzmán
et al. (2017). The idea of including language iden-
tifier vectors on the input and/or output side has
become fairly common for other tasks as well, e.g.
in Johnson et al. (2016) for machine translation,
Ammar et al. (2016) for parsing, or Östling and
Tiedemann (2016) for language modeling.

2.1 Code-Switched Language Models
There has been some recent focus on adapting
existing language models for CS text. Li and
Fung (2013, 2014) use a translation model to-
gether with the language model of the matrix lan-
guage to model the mixed language. The search
space within the translation model is reduced by
linguistic features in CS texts like inversion con-
straint and functional head constraint (Sankoff and
Poplack, 1981).

In another approach Adel et al. (2015), use a
Factored Language Model (FLM) that includes
syntactic and semantic features found in CS text
that are indicative of a switch e.g. trigger words,
trigger POS tags, brown cluster of function and
content words that result in significant reduction
in perplexity.

Another recent method called Dual Language
Model (DLM) (Garg et al., 2017), combines two
monolingual language models by introducing a
‘switch’ token common to both languages. Pre-
dicting this word in either languages acts a proxy
to the probability of a switch and the next word is
then predicted using the LM of the language that
was switched to.

Among neural methods, Adel et al. (2013a) use
a Recurrent Neural Network based LM to predict
the language of the next word along with the actual
word to model CS text. Following on these intu-
itions, our models are built on top of the AWD-
LSTM LM (Merity et al., 2017) that was chosen
due to its accessibility and high performance (re-
cently State of the Art) on the Penn-Tree Bank and
Wikitext-2 dataset (Merity et al., 2016). Extensive
work has been done on this model through investi-
gation on relative importance of hyper-parameters
(Merity et al., 2018).

Criteria Train Dev Test
# Sentences 35513 11839 11837
Avg Length of Sentences 18.90 17.58 18.22
Multilingual Index 0.8892 0.8905 0.8914
Language Entropy 0.6635 0.6639 0.6641
Integration Index 0.3304 0.3314 0.3312
Unique Unigrams 35,769 18,053 19,330
Unique Bigrams 276,552 125,108 130,947
Unique Trigrams 553,866 219,098 229,967

Table 1: Hinglish Data Statistics

3 Data Analysis

Curating a reasonable dataset for CS text is an im-
portant challenge for researchers in this domain.
To the knowledge of the authors, there is no bench-
mark CS corpus for language modeling as there
is for English (Merity et al., 2016; Marcus et al.,
1994). The two potential source choices to gather
data include social media (such as Twitter and
Facebook) and blogging websites. We decided to
go with the latter due to comparatively lesser noise
and availability of more descriptive text. Our CS
LM data was collected after having crawled eight
Hinglish blogging websites1, that were returned
by popular search engines (such as Google and
Bing) with simple code-switched queries in the
domains of health and technology. The topics cov-
ered in these CS texts include technical reviews
of electronic and general e-commerce products as
well as several health related articles.

These texts were tokenized at the sentence level
over which we ran a language identifier. Language
detection is performed both at the word level and
also at the sentence level by treating the entire
sentence as a sequence labeling problem. Naive
Bayes and Hidden Markov Models with Viterbi
Decoding were used respectively that gave an ac-
curacy of around 97% on a subset of our data.
Moreover, all the sentences that did not have at
least one word each from both languages were dis-
carded to channel our problem towards tackling
intra-sentential code-switching. This resulted in
a total of 59189 unique sentences. To estimate
the quality and extent of mixing and frequency
of switching in our data, we measured Multilin-
gual index (M-Index), Language Entropy and In-
tegration index (I-index) that were introduced in
the domain of CS by Guzmán et al. (2017). These
metrics along with other n-gram statistics over our
data are presented in Table 1. A multilingual in-
dex of 1 indicates that there is equal extent of mix-

1Some Hinglish websites:
www.hinglishpedia.com,
www.hindimehelp.com,
www.pakkasolutionhindi.com
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Figure 1: Various CS LM models that we explored in this work

ing from both the participating languages. As we
can observe, the mixing is close to 0.8 which indi-
cates that both Hindi and English are participating
in the ratio 4:5. The metric itself does not reveal
about which is the embedded language and which
is the matrix language. Note that the CS metrics
for each of the train, validate and test splits of the
data are almost the same, indicating a similar ex-
tent of mixing in them.

4 Models and Experiments
There are a number of ways to frame the desire
for humans to switch between languages (Skiba,
1997; Moreno et al., 2002), however, we view the
human desire as out of scope for this work. In-
stead, our focus is on how we can incorporate
linguistic information while training a statistical
model for code-switched text. We discuss two
main choices as to where we can introduce this
information: either at the encoding stage or at the
decoding stage of an RNN language model.

Given a CS sentence Xcs = (x1, x2 ... , xn)
which has lexical level language sequence Lcs =
(l1, l2 ... , ln), our model has to predict the word
at the next time step. Note that this vector li is the
language of the ith lexical item trained in con-
cert with the model. This allows our model to en-
code the distributional properties of the language
switching. We experimented with encoding and
decoding the word and language embeddings for
this task. θEX , θEL , θDX and θDL are the pa-
rameters for the word encoder, language encoder,
word decoder and language decoder respectively.

We identify four different model architectures

(Figure 1) that could be useful in training code-
switched language models. In the first model, our
baseline, we have a sequence of words and we are
trying to predict the following word. This model
is identical to running a traditional RNN language
model on CS text.

For our baseline model we adapt the state-of-
the-art language model, the AWD-LSTM, for this
domain. This model is a 3 layered stacked LSTM
trained via Averaged SGD with tied weights be-
tween the embedding and the softmax layer. There
are several other important elements of this model,
all of which are detailed in (Merity et al., 2017).
The next word in this model is given by:

z = Encoder(Xcs, θE)

In our second model we extend our baseline
such that we have a sequence of words and their
language IDs and we try to predict the following
word. In this and all the subsequent models, lan-
guage ID is represented as a vector of length six-
teen. This model can be seen as a factored lan-
guage model operating with code-switched data.
So, the next word in this model is given by:

Decoder(Encoder(Xcs, θEX ), θDX )

In our third model we take a sequence of words
as an input and attempt to predict both the lan-
guage and the value of the following word. The
next word in this model is given by:

Decoder(Encoder(Xcs, θEX )
⊕

Encoder(Lcs, θEX )), θDX )
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Model/Data Train Dev Test
Base AWD-LSTM Model 10.08 19.73 20.92
Language Aware Encoder AWD-LSTM 10.07 19.00 20.18
Language Aware Decoder AWD-LSTM 11.60 20.72 22.01
Language Aware Encoder & Decoder AWD-LSTM 9.47 18.51 19.52

Table 2: Perplexity scores of different models

In our fourth model we take a sequence of
words and their corresponding language IDs as in-
put and attempt to predict both the language and
value of the subsequent word. In our third and
fourth models we operate with two loss values be-
ing calculated for (one for the word error, and one
for the language error multiplied by 0.1) and gra-
dients for both losses are propagated through the
network and are used to update the weights.

5 Results and Discussion

We trained 4 different models based on the de-
scription in Section 4. The results of these exper-
iments are presented in Table 2. We observe that
the Language Aware Encoding and Decoding with
the AWD-LSTM gives the least perplexity. This
aligns with our hypothesis that providing language
information of the current word at encoding and
enabling the model to decode the language of the
next word allows the model to learn a higher level
context of switch points between the languages.

5.1 Challenges and Future Work

Robustness of the language model also depends
on the diversity of context in which the words co-
occur. Since most of the articles belong to the top-
ics of e-commerce, latest technology and health,
this may be affected. Hence, we plan to use pre-
trained word embeddings based on large monolin-
gual corpora after aligning the embedding spaces
of both the participating languages such as MUSE
embeddings (Conneau et al., 2017). However, due
to the non-standardized spellings in the roman-
ized Hinglish text, most words that are incorrectly
transliterated will not be found in the MUSE em-
beddings and such errors from transliteration will
propagated through the subsequent parts of model.
To avoid this, we plan to extend this work by using
character encodings in future. Incorporating fac-
tors beyond language such as parts of speech, and
sentence level features like root words or code-
switching metrics could be another direction for
future work. Incidentally, the hyper-parameters
for our model were tuned on the Wikitext-2 dataset
and it would be interesting to tune them on the
Hinglish data itself. Lastly, and arguably most

importantly, the accumulation and release of ad-
ditional CS data would be a significant contribu-
tion to this field. Much of the work involved in
this project was to properly clean, parse, and rep-
resent the CS data that was scraped from the online
sources discussed above that could not be released
because of copyright concerns. These sources re-
main limited in topic and variation and additional
sources of CS data would be the best way to im-
prove how well our model can generalize.

6 Conclusion

We hypothesize that incorporating the information
of language aids in building more robust language
models for code-switched text. This is substanti-
ated by experimenting with different combinations
of providing the language of the current word as
input and decoding the language of the next word
along with the word itself. We conclude that we
are able to improve the State-of-The-Art language
model for monolingual text by both explicitly pro-
viding the language information and decoding the
language of the next word to perform this task for
CS domain. We treat this problem as a multi-task
learning problem where the same embedding and
LSTM layers are shared. These two comparable
tasks are predicting the next word and predicting
the language of the next word. So far, our best
test perplexity is 18.51 on development and 19.52
on test sets. This is in comparison to the baseline
model which is 19.73 and 20.92 on development
and test sets respectively.

We believe that further research can be done to
not only improve perplexity, but to also improve
the quality of the training and testing dataset. Lan-
guage models are a core element in multiple tasks,
from speech recognition to machine translation
and we hope that this work will support future re-
search into the development of such NLP tools for
CS domain.

Acknowledgments

We would like to thank our reviewers for their in-
sightful comments. We would also like to thank
Graham Neubig at our institute who gave valuable
feedback throughout the course of this work.



96

References
Heike Adel, Ngoc Thang Vu, Katrin Kirchhoff, Do-

minic Telaar, and Tanja Schultz. 2015. Syntactic
and semantic features for code-switching factored
language models. IEEE Transactions on Audio,
Speech, and Language Processing 23(3):431–440.

Heike Adel, Ngoc Thang Vu, Franziska Kraus, Tim
Schlippe, Haizhou Li, and Tanja Schultz. 2013a.
Recurrent neural network language modeling for
code switching conversational speech. In Acoustics,
Speech and Signal Processing (ICASSP), 2013 IEEE
International Conference on. IEEE, pages 8411–
8415.

Heike Adel, Ngoc Thang Vu, and Tanja Schultz. 2013b.
Combination of recurrent neural networks and fac-
tored language models for code-switching language
modeling. In Proceedings of the 51st Annual Meet-
ing of the Association for Computational Linguistics
(Volume 2: Short Papers). volume 2, pages 206–211.

Waleed Ammar, George Mulcaire, Miguel Balles-
teros, Chris Dyer, and Noah A Smith. 2016.
Many languages, one parser. arXiv preprint
arXiv:1602.01595 .

Barbara E Bullock and Almeida Jacqueline Ed Toribio.
2009. The Cambridge handbook of linguistic code-
switching.. Cambridge University Press.
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