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Introduction

The 2nd Workshop on Stylistic Variation (StyVa) at NAACL 2018 follows up the successful first iteration
of the workshop at EMNLP 2017. The goal of the workshop is to offer a venue for bringing together a
large but previously underserved and splintered community within computational linguistics, attracting
a variety of perspectives on style from traditional areas within NLP, including authorship attribution,
author profiling, genre studies, natural language generation, distributional lexicography, and literary and
educational applications; to this end we have defined stylistic variation as broadly as possible, to include
any variation in phonological, lexical, syntactic, or discourse realization of particular semantic content,
due to differences in extralinguistic variables such as individual speaker, speaker demographics, target
audience, genre, etc. This spirit of diversity is reflected this year particularly in our first invited speaker,
James Pennebaker, whose main research has been published in psychology (though we note that his
LIWC lexicon is a standard tool for NLP researchers).

In this iteration, we received 11 submissions, of which we accepted 6 as talks (54.5%); 1 paper was later
withdrawn due to acceptance elsewhere and instead of the paper we will have a third invited talk. Even
with a smaller set of papers than last year, the topics covered are diverse, including stylistic difference
due to social variables, language background, and genre. Perhaps the most striking difference compared
to our last iteration was a relative lack of natural language generation papers (we did have one, though!).

We thank the authors for choosing StyVa as a venue for their excellent work, all of our invited speakers
(James Pennebaker, Rada Mihalcea, and Barbara Plank) for their invaluable contribution, and of course
the reviews provided by our esteemed Program Committee. We’d also want to thank the ACL workshop
organizing committee for their support.

We would also like to thank Thomson Reuters for their generous sponsorship of this workshop.

We look forward to a great workshop in New Orleans!
Julian Brooke
Lucie Flekova
Moshe Koppel
Thamar Solorio
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Stylistic variation over 200 years of court proceedings
according to gender and social class

Stefania Degaetano-Ortlieb
Department of Language Science and Technology

Saarland University
66123 Saarbrücken, Germany

s.degaetano@mx.uni-saarland.de

Abstract

We present an approach to detect stylistic
variation across social variables (here: gen-
der and social class), considering also di-
achronic change in language use. For detec-
tion of stylistic variation, we use relative en-
tropy, measuring the difference between prob-
ability distributions at different linguistic lev-
els (here: lexis and grammar). In addition, by
relative entropy, we can determine which lin-
guistic units are related to stylistic variation.

1 Introduction

Understanding language/stylistic variation1 ac-
cording to social variables (such as gender, age
or social class) is of great interest to sociolinguis-
tics (Eckert, 1989; Labov, 1963; Bernstein, 1971;
Tagliamonte, 2006) and has recently received in-
creased attention in the NLP community for devel-
oping methods able to predict social context based
on language use (see Nguyen et al. (2016) for an
overview).

In this paper, we take a diachronic perspective
and study how language use in court proceedings
changes over a time span of approx. 200 years con-
sidering the interaction between gender and social
class. A major focus is on female of higher class,
as we hypothesize that as the inferior social posi-
tion of women was increasingly questioned from
the mid-nineteenth century, this might be reflected
in their language use2. For this, we use the Old
Bailey Corpus (Huber et al., 2016), a diachronic
corpus of manually socio-linguistically annotated
data of court proceedings raging from 1720 to
1913 (see Section 3.1). We apply an information-
theoretic approach using relative entropy, which

1We use stylistic variation in the sense of the workshop,
i.e. variation of linguistic levels based on extra-linguistic vari-
ables (here: social variables and time).

2see also https://www.oldbaileyonline.org/static/Gender.jsp

has been successfully applied for the analysis of
diachronic variation in language use investigating
the development of written scientific English (cf.
Degaetano-Ortlieb et al. (to appear); Degaetano-
Ortlieb and Teich (2016)).

We make two major contributions: First, we
investigate change in language use showing how
groups of gender and of lower vs. higher so-
cial class change linguistically over time. This
contributes not only to (historical) sociolinguis-
tics but also to the NLP community strengthen-
ing awareness of accounting for stylistic variation
and diachronic change in language use. Second,
rather than selecting predefined features to analyze
stylistic variation, we use whole linguistic levels
(lexis and grammar) as described in Section 3.2
from which stylistic features can be inferred.

After introducing related work (Section 2) as
well as our data set and methodology (Sec-
tion 3.2), we test our hypothesis of change in lan-
guage use for female of higher class investigating
stylistic variation (Section 4). Section 5 concludes
the paper with a brief summary and an outlook on
future work.

2 Related Work

Traditional sociolinguistic approaches on varia-
tion (Eckert, 1989; Labov, 1963; Milroy and Mil-
roy, 1985; Milroy and Gordon, 2003; Taglia-
monte, 2006; Trudgill, 1974; Weinreich et al.,
1968) work with surveys and relatively small but
detailed manually collected data. Variation is an-
alyzed considering single as well as several social
variables at a time, but the small sample size af-
fects generalization of the findings.

Increasing data availability of naturally occur-
ring text has lead to analyze sociolinguistic varia-
tion also in corpus- and computational linguistics,
especially within the social media domain (see
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e.g. Eisenstein (2015); Eisenstein et al. (2011);
Nguyen et al. (2015); Danescu-Niculescu-Mizil
et al. (2013); Jurafsky et al. (2009)). Recently,
also the possible interplay between social vari-
ables is considered (Prabhakaran and Rambow,
2017), but is mostly confined to age and gender
(see e.g. Ardehaly and Culotta (2015); Argamon
et al. (2007); Barbieri (2008); Burger et al. (2011);
Eckert and McConnell-Ginet (2013); Holmes and
Meyerhoff (2003); Hovy and Søgaard (2015);
Nguyen et al. (2014); Peersman et al. (2011);
Schwartz et al. (2013); Wagner (2012)) as other
social variables – such as social class – are not eas-
ily available (cf. Sloan et al. (2015)).

In fact, the gap in coverage of other social vari-
ables has recently lead to a full strand of research
focusing on determining and analyzing income
through Twitter content using a wide range of fea-
tures. Preotiuc-Pietro et al. (2015a) use word clus-
ters and embeddings to predict occupational class
of Twitter users. Preoiuc-Pietro et al. (2015) ap-
ply non-linear methods for regression using be-
sides shallow textual features (e.g. average no. of
tweets) also user profile and psycho-demographic
features (e.g. no. of followers, gender, age) as well
as emotion features (e.g. positive/negative senti-
ments). Hasanuzzaman et al. (2017) are the first to
use user cognitive structure in terms of the user’s
overall temporal orientation to predict income un-
covering a correlation between future temporal
orientation and income.

While the above mentioned literature is devoted
to social media giving valuable insights into soci-
olinguistic, behavioral and social science research
of the present, in this paper we study diachronic
change in language use of social groups in approx.
200 years of court proceedings.

Considering the linguistic levels at which vari-
ation according to social variables is analyzed, in
sociolinguistic approaches the phonological level
prevails, while in computational approaches the
lexical level is often reported to be best in predic-
tion tasks. Other linguistic levels were mostly ne-
glected often due to low performance of NLP tools
especially for social media (e.g. sentence parsing).
Recent advances in this direction have been made,
for example, by Flekova et al. (2016) using besides
surface features (e.g. length of tweets), readabil-
ity features (such as the Automatic Readability In-
dex or Gunning-Fog Index) as well as several style
features (such as explicitness, no. of hedges) also

syntax features by means of parts of speech.
In our study we are dealing with transcribed

spoken utterances from the court, i.e. spoken En-
glish in a relatively formal context, thus we can
consider besides lexical features also grammati-
cal features approximated by part-of-speech tri-
grams. Our lexical features include content as well
as function words, thus lexical as well as grammat-
ical features will both reflect stylistic variation.

Relative entropy as a measure of divergence be-
tween corpora has been already applied success-
fully for the analysis of written scientific English
from the 17th to the present (Degaetano-Ortlieb
et al., to appear; Degaetano-Ortlieb and Teich,
2016; Degaetano-Ortlieb and Stroetgen, 2018) and
for intra-textual variation, more precisely variation
within sections of research articles (Degaetano-
Ortlieb and Teich, 2017).

3 Data and Methods

3.1 Old Bailey Corpus
The court proceedings of the Old Bailey Court
in London contain transcribed utterances of the
court’s trials spanning from 1674 to 1913. Ac-
cording to Emsley et al. (2018) the City of London
“required that the publisher should provide a “true,
fair and perfect narrative” of the trials” and “wit-
ness testimony is the most fully reported element
of the trials”. Thus, the utterances in the proceed-
ings are arguably a relatively precise account of
spoken English of that period.

The Old Bailey Corpus (OBC; Huber et al.
(2016)) is built from a digitized version of the pro-
ceedings and spans from 1720 to 1913. It repre-
sents a balanced subset of the proceedings with
semi-automatically identified utterances. Each ut-
terance was semi-automatically annotated with so-
ciolinguistic information based on sociobiograph-
ical speaker data found in the context of the trials.
For this, an annotation tool was developed that first
automatically detected speakers based on a list of
7,500 male and female first names (approx. 95%
coverage) and in a second step allowed to scroll
through the data to annotate sociobiographical in-
formation. Witnesses, for example, had to begin
their statement by mentioning their profession (cf.
Huber et al. (2016)). The OBC amounts at ap-
prox. 14 million spoken words (around 750,000
words per decade). It is part-of-speech tagged with
CLAWS 7 (with reported accuracy of 95-98%) and
sociolinguistically annotated for speaker informa-
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tion (gender, age, occupation according to the
HISCO standard), social class (HISCLASS stan-
dard), speaker role (defendant, interpreter, judge,
lawyer, victim, and witness), and textual informa-
tion (scribe, printer, publisher). In addition, the
corpus is divided up into years, decades and pe-
riods of fifty-years. The corpus is encoded in the
Corpus Query Processor (Evert, 2005) and avail-
able for download3 or on the CQPweb platform4.

For the analyses, we consider the socio-
linguistic annotations of gender (female, male)
and social class (higher, lower) as well as the fifty-
years time periods5. To control for speaker role, as
there are no female judges or lawyers, we confine
our data set to the roles of victim and witness. Ta-
ble 1 gives an overview on the token size of each
subcorpus.

period FH FL MH ML
1700 49,142 47,497 286,322 185,862
1750 121,942 170,090 1,084,068 855,178
1800 135,887 217,224 2,499,314 1,422,027
1850 168,246 217,830 4,069,475 1,317,113
1900 61,518 63,494 1,158,354 294,608

Table 1: Subcorpus sizes of the OBC confined to
speaker role witness and victim

3.2 Detection of stylistic variation across
social variables

For detecting stylistic variation, we use the method
described in Fankhauser et al. (2014) based on
relative entropy, precisely Kullback-Leibler Di-
vergence (Kullback and Leibler, 1951). This ap-
proach allows us to compare probability distribu-
tions by measuring the number of additional bits
needed to encode a (sub)corpus A with an optimal
code for a (sub)corpus B.

D(A||B) =
∑

i

p(uniti|A)log2
p(uniti|A)

p(uniti|B)
(1)

To control for differences in vocabulary size,
the corpora are represented by means of uni-
gram language models which are smoothed with
Jelinek-Mercer smoothing and lambda 0.05 (cf.

3http://www1.uni-giessen.de/
oldbaileycorpus/

4https://corpora.clarin-d.
uni-saarland.de/cqpweb/usr/index.php?
thisQ=accessDenied&corpusDenied=obc2&uT=
y

51700: 1700-1749; 1750: 1750-1799; 1800: 1800-1849;
1850: 1850-1899; 1900: 1900-1920.

Fankhauser et al. (2014) and Zhai and Lafferty
(2004)).

Here, we use relative entropy to measure the
difference between language use of female and
male of higher and lower class over time in bits.
Thus, we compare four groups (female higher
class (FH), female lower class (FL), male higher
class (MH) and male lower class (ML)) over five
time periods (1700, 1750, 1800, 1850, 1900). For
each comparison (i.e. comparison between two
groups, e.g. FH vs. FL 1700, FH vs. FL 1750, etc.)
a relative entropy (language) model is built. We
then compare the relative entropy values obtained
for each comparison to determine differences in
language use across social variables and time. The
higher the relative entropy value of a comparison,
the more apart the two groups are and vice versa.

Note also that Kullback-Leibler Divergence is
an asymmetric measure, i.e. a comparison of FH
vs. FL 1700 does not necessarily result in the same
relative entropy value as a comparison of FL vs.
FH 1700. For comparison of variation in language
use, the asymmetry is useful as it allows us to ac-
count for the directionality of the comparison.

For each comparison, we also obtain the indi-
vidual unit’s weight, i.e. how much a unit con-
tributes to the difference. For example, compar-
ing FH vs. FL 1700, we obtain the additional bits
needed for a unit in FH based on the unit’s proba-
bility in FL:

Dunit(FH||FL)1700 = p(unit|FH)log2
p(unit|FH)

p(unit|FL)
(2)

The higher the relative entropy value of a unit, the
greater the unit’s contribution to the difference, i.e.
the more distinctive the unit is for a given group in
a time period. In addition, for each comparison
we test for significance of the relative frequency
of a unit in the two groups by an unpaired Welch’s
t-test (threshold of a p-value<0.05):

t =
meanFH −meanFL√

(varFH
nFH

+ varFL
nFL

)
(3)

with var denoting the variance and n the num-
ber of documents in a group (cf. Fankhauser et al.
(2014)).

To consider differences at the lexical level, the
units for the relative entropy models are words. To
approximate the grammatical level, we use part-
of-speech (POS) trigrams as units.

In comparison to other corpus-linguistic ap-
proaches, such as classification (e.g. Teich et al.

3



(2016)) or correspondence analysis (e.g. Glynn
(2014)) just to mention a few, relative entropy
directly measures the divergence between two
groups in bits of information. The contribution
of each unit to the divergence provides valuable
insights into which units are distinctive for each
group.

4 Stylistic variation across gender and
social class

We investigate stylistic variation considering the
interaction between gender and social class at two
linguistic levels (lexis and grammar). Our focus
is on change in language use of female higher
class. Women’s social position was increasingly
questioned in the mid-nineteenth century. We hy-
pothesize that this movement might be reflected in
a change in language use of female higher class
when compared to female lower class as well as
male higher and lower class. As appropriate, we
will also compare diachronic tendencies of the
other groups.

Our concrete research questions are the follow-
ing: (i) Is there a difference in language use be-
tween female higher class compared to female
lower class and male higher and lower class, (ii)
if so, which lexical and grammatical units con-
tribute to these differences, (iii) do these differ-
ences change over time?

4.1 Lexical level
At the lexical level, we compare each group by
relative entropy using words. From Figure 1, we
can see that from 1700 to 1800 relative entropy
between female higher class (FH) vs. female and
male lower class (FL and ML) is lower (below
0.2 bits) than vs. male higher class (MH) (above
0.2 bits with a slight increases to 0.3 towards the
period of 1800). Thus, for female higher class
around 0.8 to 0.15 additional bits are needed in
comparison to male higher class than from the
lower class. After 1800 this changes, based on
words FH becomes less distinct to MH (towards
0.2 bits), while it becomes more distinct from the
lower class (vs. ML 0.2825 bits, i.e. 0.065 more
bits than FHvsMH, and vs. FL 0.38 bits, i.e. 0.17
more bits than FHvsMH, in the period of 1900).

Let us compare this to male higher class (MH)
vs. the other groups. From Figure 2, we see how
relative entropy of MH vs. ML is relatively low
(around 0.1 bits). Compared to female (FH and
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Figure 1: Relative entropy across fifty-years time pe-
riods in the OBC for female higher class (FH) vs. the
other groups
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Figure 2: Relative entropy across fifty-years time pe-
riods in the OBC for male higher class (MH) vs. the
other groups

FL) relative entropy is higher, especially in 1700
to 1750 (i.e. around 0.2-0.25 more bits). Towards
1800 relative entropy of MH vs. FH and FL de-
creases. After 1800, relative entropy remains sta-
ble for MH vs. FH, while MH vs. FL increases.

Comparing Figure 1 and 2, we can see how
relative entropy reflects quite well the difference
related to the communicative experience of lan-
guage users. Compare, for example, FH vs. MH
(Figure 1) and MH vs. FH (Figure 2) in 1900
(0.2825 bits for MH vs. FH and 0.2175 bits for
FH vs. MH). Here relative entropy differs due to
the asymmetry of Kullback-Leibler Divergence,
which allows us to model differences depending
on the directionality of the comparison. Thus, if
a language model of male higher class is used to
predict language use of female higher class, we
obtain a lower relative entropy value than vice
versa. Intuitively this means that male of higher
class can better understand female of higher class
(here: based on words), while female of higher
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class need more effort (more bits) to understand
male of higher class.

Let us now consider which units (here: words)
contribute most to the attested differences. Con-
sider the comparison between female higher class
(FH) vs. female lower class (FL). How is the in-
creasing difference as depicted by relative entropy
(see again Figure 1) reflected in the use of words?
For this, we inspect the contribution of each word
to the difference (as described in Section 3.2) and
visualize this in a word cloud (using the visualiza-
tion approach by Fankhauser et al. (2014)). The
size of the word denotes its contribution by rel-
ative entropy (in bits), the color denotes relative
frequency of each word in a time period (from red
for high relative frequency to blue for low relative
frequency). From these clouds, we can detect vari-
ation in terms of words indicating lexical as well
as stylistic differences.

As for lexical differences, FL speak distinc-
tively about authorities (sir, master, mistress, mr,
mrs) and objects (door, kitchen, bedside) related to
the household; FH use distinctively business ori-
ented vocabulary (counter, penny, profit, purchase,
business) and words for persons related to either
marriage (husband, wife) or crime (officer, pris-
oner).

Considering stylistic differences, while FL dis-
tinctively use personal pronouns (e.g. his, I, me,
he, him) and verbs (e.g. carry, become, wash,
work, coming, went, going), FH in comparison to
FL over time develop a pronounced nominal style
with distinctive use of nouns, definite determin-
ers (a, an), and prepositions (of, in). Thus, female
lower class use increasingly an involved verbal
style over time, while female higher class make
use of a nominal more informational style when
compared to one another (cf. Conrad and Biber
(2001, 28) for involved vs. informational produc-
tion).

4.2 Grammatical level
While stylistic differences can already be seen
when considering the lexical level, we consider
grammatical structures approximating them by
part-of-speech (POS) trigrams to detect more fine-
grained tendencies. Here, we again focus on the
differences between female of higher class com-
pared to the other groups. Relative entropy mod-
els are calculated on POS trigrams as described in
Section 3.2.

1700

1800

1900

FH FL

Figure 3: Words contributing to differences between
female of higher (FH) vs. lower class (FL) over time
(color denotes relative frequency, size relative entropy,
both relative to a time period)

The greatest difference in the use of POS tri-
grams lies between female of higher vs. lower
class with an increasing tendency over time (see
FHvsFL in Figure 4), while relative entropy is
lower for FH vs. male production (MH and ML).
This indicates that the distribution of POS trigrams
of female higher class is more similar to both male
of higher and lower class than female of lower
class.

type example bits
Female lower class
VP (interact.) I keep a (House) 0.0039
VP (interact.) (I) keep the Hamtshire 0.0030
CC but at last 0.0027
CC and found all 0.0025
VP (interact.) I would have 0.0024
Female higher class
VP (interact.; relat.) (I) am Nurse at 0.0049
NP (gen.) his Wife’s (Clothes) 0.0035
VP (interact.; relat.) I am Wife (of) 0.0027
VP (interact.; relat.) (I) am the Wife (of) 0.0025
NP+ (to my) House from Mr. 0.0024

Table 2: Top 5 phrase/clause types for 1700

Inspecting which POS trigrams contribute to
the difference between female of higher vs. lower
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Figure 4: Relative entropy across fifty-years time pe-
riods in the OBC for females of higher class (FH) vs.
male higher class (MH), female lower class (FL), and
male lower class (ML)

type example bits
Female lower class
VP (interact.) I had been 0.0196
VP (interact.) asked me for 0.0085
VP (interact.) said I was 0.0080
VP (interact.) I could not 0.0025
VP (interact.) me in the (face) 0.0073
Female higher class
NP+ the intention of committing 0.0304
NP these are the original invoices 0.0208
VP (passive) my attention was directed to 0.0165
NP+ contract notes or cheques 0.0161
VP (interact.) I was there to attend 0.0121

Table 3: Top 5 phrase/clause types for 1900

class, we consider the contribution in bits of each
POS trigram. Table 2 and 3 show the top 5 POS
trigrams categorized into phrase/clause types for
1700 and 1900, respectively. In 1700, FL are
distinguished from FH by a pronounced interac-
tional style, while FH from FL by an interactional
style combined with relational clauses (see exam-
ple (1)). Comparing the phrase/clause types di-
achronically, female of higher class develop over
time a nominal style (see example (2)) that dis-
tinguishes them from female of lower class, who
stick to an involved verbal style (VP interact.; see
examples (3) and (4)). While this is in line with
the observations made at the lexical level (cf. Sec-
tion 4.1), we can see which phrase/clause types are
used distinctively.

(1) I am Nurse at the Hospital; Mr. Fern ex-
amin’d the Child; she has a soul Glect,
and is ulcerated in the privy Parts. (Female

higher class 1733; HISCLASS 4; HISCO label: Pro-

fessional Nurse, General)

(2) I was taken to Bow Street, where a number
of people were put up for the purposes of
identification. [...] In fact, I picked some-
body else, a man whom I afterwards dis-
covered to be called George Dacey. (Fe-

male higher class 1907; HISCLASS 4; HISCO la-

bel: Mail Distribution Clerk, General)

(3) I keep a House in Bell-Yard in King’s-
street, Westminster, where I sell Greens
and Fruit. (Female lower class 1734; HISCLASS

116; HISCO label: Other Street Vendors, Canvassers

and News Vendors))

(4) I am a barmaid at a public-house in Tot-
tenham on April 10th I had been out, and
as I was returning home I met the prose-
cutor he and I and another man walked
along the road together [...] (Female lower

class 1902; HISCLASS 9; HISCO label: Bartender)

POS trigrams distinctive for female higher class
against all other groups are shown in Table 4 for
1700 and Table 5 for 1900. In 1700 (Table 4), in-
teractional style is a pronounced marker of distinc-
tion, with relational clauses when compared to FL
(as shown in Table 2), and with adverbial phrases,
possessive phrases and negation when compared
to male production (MH and ML). Also, com-
pared to either MH or ML, four out of five POS
trigrams are identical (marked in bold). Thus, fe-
male higher class differ almost in the same way
from male higher and lower class.

In 1900 (see Table 5), interactional style for FH
is less distinctive (1 POS trigram compared to FL;
2 compared to MH; 1 compared to ML). Com-
pared to FL, nominal style and passive voice are
highest ranking. In comparison to both male pro-
ductions (MH and ML), an adverbial/prepositional
phrase and an interactional verb phrase are distinc-
tive (marked in bold). In addition, compared to
MH, a genitive noun phrase is highest ranking as
well as a further adverbial phrase (AdvP). Com-
parison to both lower class groups (FL and ML)
shows nominal style to be most distinctive: a noun
phrase followed by a preposition (pointing to com-
plex nominal phrases) is highest ranking (marked
in bold).

To observe more general diachronic tendencies,
we consider all top 30 POS trigrams of each com-
parison (i.e. for FHvsFL, FHvsMH and FHvsML).
Based on the number of POS trigrams related to a

61-5 stand for higher, 6-13 for lower class.
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comp. type POS trigram example bits p-value

FHvsFL

VP (interact.) (relat.) VB.NN1.IN (I) am Nurse at (the Hospital) 0.00490 0.000107
NP (gen.) PP.NN1.GE his Wife’s (Clothes) 0.00345 0.033813
VP (interact.) (relat.) PPint.VB.NN1 I am Wife (of Joseph Read) 0.00270 0.008079
VP (interact.) (relat.) VB.DT.NN1 (I) am the Wife (of Abraham Lacy) 0.00247 0.002620
NP+ NN1.IN.NN (to come to my) House from Mr. (Tull) 0.00244 4.43E-05

FHvsMH

AdvP IN.PP.NN1 (I hid her) behind my Bed 0.00435 0.000146
VP (interact.) (adv.) PPint.VVD.RAloc I came home (that Night about) 0.00356 0.004452
VP (interact.) PPint.VV0.DT I keep a (Chandler’s Shop) 0.00246 0.006278
VP (interact.) CC.RR.PPint and so I (led her up stairs) 0.00210 0.019882
VP (interact.) (neg.) VV0.DT.NP I can’t (tell the Hour) 0.00196 0.020611

FHvsML

AdvP IN.PP.NN1 (I hid her) behind my Bed 0.00731 2.60E-06
VP (interact.) PPint.VV0.DT I keep a (Chandler’s Shop) 0.00526 8.03E-06
VP (interact.) (neg.) VV0.DT.NP I can’t (tell the Hour) 0.00349 0.002928
VP (interact.) (poss.) VVD.IN.PP (the Prisoner) came to my (House) 0.00257 0.001892
VP (interact.) (adv.) PPint.VVD.RAloc I came home (that Night about) 0.00185 0.042788

Table 4: Top 5 phrase/clause types for 1700 (overlapping POS trigrams across comparisons shown in bold)

comp. type POS trigram example bits p-value

FHvsFL

NP+ DT.NN1.INof the intention of (committing suicide) 0.03036 0.002835
NP DT.JJ.NN2 (these are) the original invoices 0.02075 0.028249
VP (passive) VBD.VVN.IN (my attention) was directed to (an advertisement) 0.01649 0.035326
NP+ NN2.CC.NN2 (contract) notes or cheques 0.01609 0.048210
VP (interact.) PPint.VBD.RAloc I was there (to attend) 0.01211 0.046676

FHvsMH

AdvP/PrepP IN.PP.NN1 (this bill endorsed) by my husband 0.01390 0.004174
NP (gen.) PP.NN1.GE my father’s (banking account) 0.00988 0.047651
VP (interact.) PPint.VVD.PP I saw him (sign a few letters) 0.00887 0.020997
AdvP IN.DT.NPtemp (doing business) on a Sunday 0.00614 0.046193
VP (interact.) CC.PPint.VVD and I made (no profit) 0.00536 0.008897

FHvsML

NP+ DT.NN1.INof the intention of (committing suicide) 0.01936 0.001253
VP (interact.) PPint.VVD.PP I saw him (sign a few letters) 0.01069 0.002745
NP+ NN1.INof.NN1 (The) consignment of paper (came during) 0.00830 0.020229
AdvP/PrepP IN.PP.NN1 (this bill endorsed) by my husband 0.00666 0.025071
VP+ VVD.PP.IN (she) sent it to (me from Ostend) 0.00365 0.015710

Table 5: Top 5 phrase/clause types for 1900 (overlapping POS trigrams across comparisons shown in bold)
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VP (negation)
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VP (interact.)
VP (relational)
VP
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CC
AdvP/PrepP
AdvP

Figure 5: Percentage of top 30 POS trigrams by
phrase/clause types distinctive for female of higher
class (FH)

phrase type, we calculate the percentage of each
phrase type distinctive of female higher class for
both time periods (see Figure 57). Red denotes

7From top to bottom: to-infinitives (to-inf), passive voice

phrase types which become less distinctive over
time, yellow denotes phrase types more distinc-
tive over time. While interactant verb phrases
(VP interact.) become less distinctive for female
higher class, nominal phrase types (NP genitive,
NP+, NP) are considerably more distinctive over
time. Phrases with conjunctions (CC; e.g. he got
up, and came to me) as well as adverbial and
prepositional phrases are less distinctive over time.
The percentage of nominal style distinctive for fe-
male higher class increases over time (from 15%
to 37%), while a distinctive verbal style decreases
(from 56% to 49%), especially an interactant ver-
bal style (from 15% to 9.8%) .

(VP passive), negation (VP negation), -ing form (VP ing)
interactant verb phrases (VP interact.), simple verb phrase
(VP), genitives (NP genitive), complex noun phrases (NP+,
i.e. with prepositions or coordinative conjunctions), and sim-
ple noun phrases (NP), conjunctions (CC), adverbial and
prepositional phrases (AdvP/PrepP), adverbial phrases of de-
gree, location, comparison etc. based on the CLAWS7 tag
set.
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5 Conclusion

We have presented an approach to investigate
stylistic variation across social variables and time
at two linguistic levels: lexis and grammar. Our
focus was on language use of female of higher
class in court proceedings over the time span of
approx. 200 years. We asked whether the uprising
feminist movement from the mid-nineteenth cen-
tury, questioning the women’s inferior social po-
sition, is reflected in a change in language use of
female higher class.

In terms of methods, we have used relative
entropy according to Fankhauser et al. (2014),
which allows us to measure the difference between
probability distributions of linguistic units (here:
words and POS trigrams). At the lexical level, lex-
ical as well as stylistic differences have been iden-
tified. At the grammatical level, more fine-grained
stylistic differences have been detected: female of
higher class developed over time a nominal more
informational style that increasingly differs from
female of lower class.

While we have focused on female of higher
class, in our ongoing work, we are analyzing the
development of each group. Moreover, we will
also consider the other roles in the trials, which
will give more detailed insights into the develop-
ment of language use in court trials. Also, while
we use social class distinction based on higher and
lower class, a more fine-grained distinction could
be used as the OBC is annotated on a scale from 1-
13. Instead of considering fifty-years time periods
for comparison, in future work we aim to detect in
which time span a particular change takes place.

In terms of contributions, by using an approach
based on information theory (i.e. relative entropy),
we are able to model language use and directly
compare different groups of language users with
one another, also obtaining linguistic units distinc-
tively used across groups. The models are based
on whole linguistic levels rather than on prede-
fined features. This allows for a systematic ac-
count of language/stylistic variation. Also, we
have shown that stylistic variation of groups may
well change over time.
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Abstract

Social media features substantial stylistic vari-
ation, raising new challenges for syntactic
analysis of online writing. However, this vari-
ation is often aligned with author attributes
such as age, gender, and geography, as well
as more readily-available social network meta-
data. In this paper, we report new evidence
on the link between language and social net-
works in the task of part-of-speech tagging.
We find that tagger error rates are correlated
with network structure, with high accuracy in
some parts of the network, and lower accu-
racy elsewhere. As a result, tagger accuracy
depends on training from a balanced sample
of the network, rather than training on texts
from a narrow subcommunity. We also de-
scribe our attempts to add robustness to stylis-
tic variation, by building a mixture-of-experts
model in which each expert is associated with
a region of the social network. While prior
work found that similar approaches yield per-
formance improvements in sentiment analysis
and entity linking, we were unable to obtain
performance improvements in part-of-speech
tagging, despite strong evidence for the link
between part-of-speech error rates and social
network structure.

1 Introduction

Social media feature greater diversity than the for-
mal genres that constitute classic datasets such as
the Penn Treebank (Marcus et al., 1993) and the
Brown Corpus (Francis and Kucera, 1982): there
are more authors, more kinds of authors, more var-
ied communicative settings, fewer rules, and more
stylistic variation (Baldwin et al., 2013; Eisen-
stein, 2013). Previous work has demonstrated
precipitous declines in the performance of state-
of-the-art systems for core tasks such as part-of-
speech tagging (Gimpel et al., 2011) and named-
entity recognition (Ritter et al., 2010) when these

systems are applied to social media text, and
stylistic diversity seems the likely culprit. How-
ever, we still lack quantitative evidence of the role
played by language variation in the performance
of NLP systems in social media, and existing so-
lutions to this problem are piecemeal at best. In
this paper, we attempt to address both issues: we
quantify the impact of one form of sociolinguistic
variation on part-of-speech tagging accuracy, and
we design a model that attempts to adapt to this
variation.

Our contribution focuses on the impact of lan-
guage variation that is aligned with one or more
social networks among authors on the microblog-
ging platform Twitter. We choose Twitter because
language styles in this platform are particularly di-
verse (Eisenstein et al., 2010), and because mod-
erately large labeled datasets are available (Gim-
pel et al., 2011; Owoputi et al., 2013). We choose
social networks for several reasons. First, they
can readily be obtained from both metadata and
behavioral traces on multiple social media plat-
forms (Huberman et al., 2008). Second, social net-
works are strongly correlated with “demographic”
author-level variables such as age (Rosenthal and
McKeown, 2011), gender (Eckert and McConnell-
Ginet, 2003), race (Green, 2002), and geogra-
phy (Trudgill, 1974), thanks to the phenomenon
of homophily, also known as assortative mix-
ing (McPherson et al., 2001; Al Zamal et al.,
2012). These demographic variables are in turn
closely linked to language variation in American
English (Wolfram and Schilling-Estes, 2005), and
have been shown to improve some document clas-
sification tasks (Hovy, 2015). Third, there is grow-
ing evidence of the strong relationship between
social network structures and language variation,
even beyond the extent to which the social network
acts as a proxy for demographic attributes (Milroy,
1991; Dodsworth, 2017).
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To measure the impact of socially-linked lan-
guage variation, we focus on part-of-speech tag-
ging, a fundamental task for syntactic analysis.
First, we measure the extent to which tagger per-
formance is correlated with network structure,
finding that tagger performance on friends is sig-
nificantly more correlated than would be expected
by chance. We then design alternative training and
test splits that are aligned with network structure,
and find that test set performance decreases in this
scenario, which corresponds to domain adaptation
across social network communities. This speaks
to the importance of covering all relevant social
network communities in training data.

We then consider how to address the prob-
lem of language variation, by building social
awareness into a recurrent neural tagging model.
Our modeling approach is inspired by Yang and
Eisenstein (2017), who train a mixture-of-experts
for sentiment analysis, where the expert weights
are computed from social network node embed-
dings. But while prior work demonstrated im-
provements in sentiment analysis and information
extraction (Yang et al., 2016), this approach does
not yield any gains on part-of-speech tagging. We
conclude the paper by briefly considering possi-
ble reasons for this discrepancy, and propose ap-
proaches for future work in social adaptation of
syntactic analysis.1

2 Data

We use the corrected2 OCT27 dataset from Gim-
pel et al. (2011) and Owoputi et al. (2013) as our
training set, which contains part-of-speech anno-
tations for 1,827 tweets sampled from Oct 27-28,
2010. We use the train and dev splits of OCT27
as our training dataset and the test split of OCT27
dataset as our validation dataset. The DAILY547
dataset from Owoputi et al. (2013) which has 547
tweets is used for evaluation. Table 2 specifies the
number of tweets and tokens in each dataset. The
tagset for this dataset is explained in Owoputi et al.
(2013); it differs significantly from the Penn Tree-
bank and Universal Dependencies tagsets.

In September 2017, we extracted author IDs
for each of the tweets and constructed three au-
thor social networks based on the follow, mention,
and retweet relations between the authors in the

1Code for rerunning the experiments is available here:
https://github.com/bmurali1994/socialnets postagging

2Owoputi et al. corrected inconsistencies in the ground
labeling of that/this in 100 (about 0.4%) total labels.

Dataset #Msg. #Tok.

OCT27 1,827 26,594
DAILY547 547 7,707

Table 1: Annotated datasets: number of messages
and tokens

Network #Authors #Nodes #Edges

Follow 1,280 905,751 1,239,358
Mention 1,217 384,190 623,754
Retweet 1,154 182,390 314,381

Table 2: Statistics for each social network

dataset, which we refer to as follow, mention and
retweet networks in Table 2. Specifically, we use
the Twitter API to crawl the friends of the OCT27
and DAILY547 users (individuals that they follow)
and the most recent 3,200 tweets in their timelines.
The mention and retweet links are then extracted
from the tweet text and metadata. Table 2 specifies
the total number of authors (whose tweets exist
in our dataset) in each network, the total number
of nodes and the total number of relations among
these nodes. We treat all social networks as undi-
rected graphs, where two users are socially con-
nected if there exists at least one social relation
between them. Several authors of the tweets can
no longer be queried from Twitter, possibly be-
cause their accounts have been deleted. They are
not included in the network, but their tweets are
still used for training and evaluation.

3 Linguistic Homophily

The hypothesis of linguistic homophily is that
socially connected individuals tend to use lan-
guage similarly, as compared to randomly selected
pairs of individuals who are not socially con-
nected (Yang and Eisenstein, 2017). We now de-
scribe two pilot studies that test this hypothesis.

3.1 Assortativity
We test whether errors in POS tagging are assorta-
tive on the social networks defined in the previous
section: that is, if two individuals (i, j) are con-
nected in the network, then a model’s error on the
tweets of author i suggests that the errors on the
tweets of author j are more likely. To measure as-
sortativity, we compute the average difference in
the tagger’s per-token accuracy on tweets for au-
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(a) Most-common-tag baseline tagger

(b) Pre-trained MEMM tagger from Owoputi et al. (2013).

Figure 1: Average of the squared difference in tagging accuracy on observed (red) and randomized net-
works (blue).

thors i and j, averaged over all connected pairs in
the network. This measures whether classification
errors are related on the network structure.

We compare the observed assortativity against
the assortativity in a network that has been ran-
domly rewired. Each rewiring epoch involves a
number of random rewiring operations equal to the
total number of edges in the network. The edges
are randomly selected, so a given edge may not be
rewired in each epoch; furthermore, the degree of
each node is preserved throughout. If the squared
difference in accuracy is lower for the observed
networks than for their rewired counterparts, this
would indicate that tagger accuracy is correlated
with network structure. Figure 2 explains the met-
ric and rewiring briefly through an example.

We compute the assortativity for three taggers:

• We first use a naı̈ve tagger, which predicts
the most common tag seen during training if
the word exists in the vocabulary, and oth-
erwise predicts the the most common tag
for an unseen word. Preprocessing of each
tweet involves lowercasing, normalizing all
@-mentions to 〈@MENTION〉, and nor-
malizing URLs and email addresses to a com-
mon token (e.g. http : //bit.ly/dP8rR8 ⇒
〈URL〉).

Figure 2: Toy example: differences in tagging ac-
curacy on original and randomly-rewired network.

• We train a lexical, feature-rich CRF model.
Lexical features in the CRF model include
the word, previous two words, next two
words, prefixes and suffixes of the previ-
ous two, current and next two words, and
flags for special characters like hyphen, at-
mention, hashtag, hyphen and digits in the
current word.

• Finally, we repeat these experiments with the
pretrained maximum entropy Markov model
(MEMM) tagger from (Owoputi et al., 2013),
trained on OCT27 tweets.

Figure 1 shows the results for the naı̈ve tagger
and the MEMM tagger; the results were similar
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for the CRF were similar. Tagger accuracy is well
correlated with network structure in the mention
and retweet graphs, consistent with the hypothe-
sis of linguistic homophily. These findings sup-
port prior work suggesting that “behavioral” social
networks such as mentions and retweets are more
meaningful than “articulated” networks like the
follower graph (Huberman et al., 2008; Puniyani
et al., 2010).

3.2 Clustering

Next, we examine whether linguistic homophily
can lead to mismatches between the test and train-
ing data. We embed each author’s social network
position into a vector representation of dimension
Dv, using the LINE method for social network
node embedding (Tang et al., 2015). These em-
beddings are obtained solely from the social net-
work, and not from the text.

We obtain Dv = 50-dimensional node embed-
dings, and apply k-means clustering (Hartigan and
Wong, 1979) to obtain two sets of authors (train
and test). By design, the training and test sets will
be in different regions of the network, so train-
ing and test authors will be unlikely to be socially
connected. We then train the lexical CRF tagger
on the training set, and apply it to the test set.
The same setup is then applied to a randomly-
selected training/test split, in which the social net-
work structure is ignored. This comparison is il-
lustrated in Figure 3. We repeat this experiment
for 10 times for all three social networks: follow,
mention and retweet.

The theory of linguistic homophily implies that
the test set performance should be worse in the
case that the test set and training sets are drawn
from different parts of the network, since the lin-
guistic style in the training set will not match the
test data. In contrast, when the training and test
sets are drawn in a manner that is agnostic to net-
work structure, the training and test sets are ex-
pected to be more linguistically similar, and there-
fore, test set performance should be better. As
shown in Table 3, the results support the theory:
predictive accuracy is higher when the test and
training sets are not drawn from different parts of
the network.

4 Adapting to socially-linked variation

In this section, we describe a neural network
method that leverages social network informa-

Network Network clusters Random

Follow 82.01% 83.83%
Mention 81.40% 83.07%
Retweet 81.01% 83.52%

Table 3: Comparison of tagger accuracy using
network-based and random training/test splits

tion to improve part-of-speech tagging. We em-
ploy the Social Attention neural network architec-
ture, where the system prediction is the weighted
combination of the outputs of several basis mod-
els (Yang and Eisenstein, 2017). We encour-
age each basis model to focus on a local re-
gion of the social network, so that classification
on socially connected individuals employs simi-
lar model combinations. This allows sharing of
strength for some similar properties between these
network components.

In this architecture, each prediction is the
weighted combination of the outputs of several
basis models. Given a set of labeled instances
{xi,yi} and authors {ai}, the goal of personalized
probabilistic classification is to estimate a condi-
tional label distribution p(y | x, a). We condition
on the author a by modeling the conditional label
distribution as a mixture over the posterior distri-
butions of K basis taggers,

p(y | x, a) =

K∑

k=1

πa,k × pk(y | x) (1)

The basis taggers pk(y | x) can be arbitrary
conditional distributions. We use a hierarchical
recurrent neural network model, in addition to
a tag dictionary and Brown cluster surface fea-
tures (Brown et al., 1992), which we describe in
more detail in § 4.2. The component weighting
distribution πa,k is conditioned on the social net-
work G, and functions as an attentional mecha-
nism, described in § 4.1. The main idea is that for
a pair of authors ai and aj who are nearby in the
social network G, the prediction rules should be-
have similarly if the attentional distributions are
similar, i.e., πai,k ≈ πaj ,k. If we have labeled
training data for ai and wish to make predictions
on author aj , some of the personalization from ai
will be shared by aj . The overall classification ap-
proach can be viewed as a mixture of experts (Ja-
cobs et al., 1991), leveraging the social network
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Figure 3: (left) Network-aligned train/test split and (right) random train/test split

as side information to choose the distribution over
experts for each author.

4.1 Social Attention Model

The goal of the social attention model is to assign
similar basis weights to authors who are nearby
in the social network G. We operationalize so-
cial proximity by embedding each author’s so-
cial network position into a vector representation,
again using the LINE method for node embed-
ding (Tang et al., 2015). The resulting embeddings
va are treated as fixed parameters in a probabilis-
tic model over edges in the social network. These
embeddings are learned solely from the social net-
work G, without leveraging any textual informa-
tion. The attentional weights are then computed
from the embeddings using a softmax layer,

πa,k =
exp(φk · va + bk)

∑K
k′ exp(φk′ · va + bk′ )

. (2)

The parameters φk and bk are learned in the
model. We observed that almost 50% of the au-
thors in our dataset do not appear in any social
network. For all these authors, we use the same
embedding v′ to let the model learn the proportion
weight of the individual basis models in the en-
semble. This embedding v′ is also learned as a pa-
rameter in the model. We have also tried comput-
ing the attentional weights using a sigmoid func-
tion,

πa,k = σ(φk · va + bk), (3)

so that πa is not normalized, but the results were
quite similar.

4.2 Modeling Surface Features

We use surface-level features in addition to the
basis models to improve the performance of our
model closer to the state-of-the-art results. Specif-
ically, we use the tag dictionary features and the

Brown cluster features as described by Gimpel
et al. (2011).

Since Brown clusters are hierarchical in a bi-
nary tree, each word is associated with a tree path
represented as a bitstring with length ≤ 16; we
use prefixes of the bitstring as features (for all pre-
fix lengths ∈ {2, 4, 6, ..., 16}). Concatenating the
Brown cluster features of the previous and next to-
ken along with the current token helped improve
the performance of the baseline model.

We also used the tag dictionary features from
Gimpel et al. (2011), by adding features for a
word’s most frequent part-of-speech tags from
Penn Treebank and Universal Dependencies. This
also helped improve the performance of the base-
line model. We found these surface features to be
vital. Nonetheless, we were not able to match the
performance of the state-of-the-art systems.

4.3 POS tagging with Hierarchical LSTMs

We next describe the baseline model: pk(y | x).
The baseline model is a word-level bi-LSTM, with
a character-level bi-LSTM to compute the embed-
dings of the words (Ling et al., 2015). In addi-
tion to the embeddings from the character level bi-
LSTM, we also learn the word embeddings which
are initialized randomly and also use fixed pre-
trained GloVe Twitter (Pennington et al., 2014)
embeddings for the word-level bi-LSTM. The fi-
nal input to the word-level LSTM is the concate-
nation of the embedding from the character level,
learned word embedding and the fixed pretrained
word embedding. The final hidden state for each
word hi is obtained and concatenated with the sur-
face features for each word ski , and the result is
passed through a fully connected neural network,
giving a latent representation rki . The conditional
probability is then computed as,

pk(yi = t | xi) =
exp(βt · rki + ct)∑
t′ exp(βt′ · rki + ct′ )

. (4)
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4.4 Loss Function and Training

We train the ensemble model by minimizing the
negative log likelihood of the tags for all the to-
kens in all the tweets in the training dataset.

Alternative objectives We have also tried train-
ing the model using a hinge loss, but the results
were similar and hence excluded in the paper.
We also explored a variational autoencoder (VAE)
framework (Kingma and Welling, 2014), in which
the node embeddings were modeled with a latent
vector z, which was used both to control the mix-
ture weights πk, and to reconstruct the node em-
beddings. Again, results were similar to those ob-
tained with the simpler negative log-likelihood ob-
jective.

Training problems One potential problem with
this framework is that after initialization, a small
number of basis models may claim most of the
mixture weights for all the users, while other basis
models are inactive. This can occur because some
basis models may be initialized with parameters
that are globally superior. As a result, the “dead”
basis models will receive near-zero gradient up-
dates, and therefore can never improve. Care-
ful initialization of the parameters φk and bk and
using L2-regularization parameters of the model
helped mitigate the issue to some extent. Using
the attentional weights computed using the sig-
moid function as described in Equation 3 does not
have this problem, but the final evaluation results
were quite similar to the model with attentional
weights computed using softmax as mentioned in
Equation 2.

5 Experiments

Our evaluation focuses on the DAILY547
dataset (Owoputi et al., 2013). We train our
system on the train and dev splits of the OCT27
dataset (Gimpel et al., 2011) and use the test
split of OCT27 as our validation dataset and
evaluate on the DAILY547 dataset. Accuracy of
the tokens is our evaluation metric for the model.
We compare our results to our baseline model
and the state of the art results on the Twitter
OCT27+Daily547 dataset.

5.1 Experimental Settings

We use 100-dimensional pretrained Twitter GloVe
embeddings (Pennington et al., 2014) which are

System Accuracy

Owoputi et. al. 92.80%
BiLSTM tagger 90.50%
Ensemble of BiLSTM taggers 90.11%
BiLSTM taggers with social attention 89.80%

Table 4: Accuracy of the models on the DAILY547
dataset. The best results are in bold.

Network Accuracy

Follow 89.42%
Mention 89.80%
Retweet 89.65%

Table 5: Accuracy of the social attention model,
across each of the three networks.

trained on about two billion tweets. We use one-
layer for both the character-level and the word-
level bi-LSTM model with hidden state sizes of 50
and 150 dimensions respectively. The dimensions
of character embeddings is set to be 30 and the
learned word embeddings is 50. We use tanh acti-
vation functions all throughout the model and use
Xavier initialization (Glorot and Bengio, 2010)
for the parameters. The model is trained with
ADAM optimizer (Kingma and Ba, 2014) on L2-
regularized negative log-likelihood. The regular-
ization strength was set to 0.01, and the dropout
was set to 0.35. The best hyper-parameters for the
number of basis classifiers isK = 3 for the follow
and mention networks, and K = 4 for the retweet
network.

5.2 Results and Discussion

Table 4 summarizes the main empirical findings,
where we report results from author embeddings
trained on the mention network for Social Atten-
tion. The results of different social networks with
Social Attention is shown in Table 5.

We also evaluate the performance of the trained
Social Attention model on the subset of authors
who can be located in the social network. The ac-
curacy on these authors is similar to the overall
performance on the full dataset. We also observe
the attention distributions of the authors in the so-
cial network on the basis models in the ensemble.
For every pair of authors ai and aj connected in
the social network we compute Σk|πai,k − πaj ,k|
and average it across all pairs in the network. This
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Network Actual Network Random

Follow 0.90 1.10
Mention 0.38 1.06
Retweet 0.36 0.68

Table 6: Comparison of the mean absolute dif-
ference in attention distributions of connected au-
thors in actual social networks versus randomly
rewired networks.

is compared with against a randomly rewired net-
work. If this value is lower for the social net-
work, then this indicates that the connected au-
thors tend to have similar attentional distributions
as explained in § 4. The results are presented in
Table 6. These results clearly indicate that the au-
thors who are connected in the social network tend
to have similar attentional distributions.

While the analyses in § 3 indicated a strong de-
gree of linguistic homophily, we do not observe
any significant gain in performance. We think the
following factors played an important role:

Missing authors. There are a large number of
missing authors in each of the social network
(about 50% of the authors of the tweets in
the dataset). The results from combining all
the three social networks by just concatenat-
ing this embeddings did not help either in our
experiments.

Tweets per author. We have only one tweet for
every author in our dataset and this makes it
harder for the model to extract relations be-
tween authors and their tweets.

Dataset size. The dataset contains only 2374
tweets, which could be the reason our deep
learning model is still behind the feature-rich
Markov Model of Owoputi et al. (2013) by
about 2%.

Sparse social networks. The social networks
that we constructed using the twitter IDs
from the tweet metadata of the OCT27 and
DAILY547 datasets were very sparse, and
the node degree distributions (number of
edges per node) have high variance.

6 Related Work

Previous problems on incorporating social rela-
tions have focused on sentiment analysis and en-

tity linking, where the existence of social relations
between users is considered as a clue that the sen-
timent polarities in the messages from the users
should be similar or the entities that they refer to
in their messages are the same. Speriosu et al.
(2011) constructs a heterogeneous network with
tweets, users, and n-grams as nodes, and the senti-
ment label distributions associated with the nodes
are refined by performing label propagation over
social relations. Tan et al. (2011) and Hu et al.
(2013) leverage social relations for sentiment anal-
ysis by exploiting a factor graph model and the
graph Laplacian technique respectively, so that the
tweets belonging to social connected users share
similar label distributions. Yang et al. (2016) pro-
posed a neural based structured learning architec-
ture for tweet entity linking, leveraging the ten-
dency of socially linked individuals to share simi-
lar interests on named entities — the phenomenon
of entity homophily. Yang and Eisenstein (2017)
proposed a middle ground between group-level
demographic characteristics and personalization,
by exploiting social network structure. We extend
this work by applying it for the first time to syn-
tactic analysis.

7 Conclusion

This paper describes the hypothesis of linguistic
homophily specifically linked to stylistic variation
on social media data and tests the effectiveness
of social attention to overcome language varia-
tion, leveraging the tendency of socially proxi-
mate individuals to use language similarly for POS
tagging. While our preliminary analyses demon-
strate a strong correlation between tagging accu-
racy and network structure, we are unable to lever-
age these correlations for improvements in tagging
accuracy.

How should we reconcile these conflicting re-
sults? In the limit of infinite resources, we could
train separate taggers for separate treebanks, fea-
turing each language variety. But even if language
variation is strongly associated with the network
structure, the effectiveness of this approach would
still be limited by the inherent difficulty of tagging
each language variety. In other words, augment-
ing the tagger with social network metadata may
not help much, because some parts of the network
may simply be harder to tag than others. However,
this pessimistic conclusion must be offset by not-
ing the small size of existing annotated datasets for
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social media writing, which are orders of magni-
tude smaller than comparable corpora of newstext.
While some online varieties maybe hard to tag
well, it is equally possible that the advantages of
more flexible modeling frameworks only become
visible when there is sufficient data to accurately
estimate them. We are particularly interested to
explore the utility of semi-supervised techniques
for training such models in future work.
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Abstract

We present a machine learning approach to
distinguish texts translated to Chinese (by hu-
mans) from texts originally written in Chi-
nese, with a focus on a wide range of syntac-
tic features. Using Support Vector Machines
(SVMs) as classifier on a genre-balanced cor-
pus in translation studies of Chinese, we find
that constituent parse trees and dependency
triples as features without lexical information
perform very well on the task, with an F-
measure above 90%, close to the results of
lexical n-gram features, without the risk of
learning topic information rather than transla-
tion features. Thus, we claim syntactic fea-
tures alone can accurately distinguish trans-
lated from original Chinese. Translated Chi-
nese exhibits an increased use of determiners,
subject position pronouns, NP + “的” as NP
modifiers, multiple NPs or VPs conjoined by
“、”, among other structures. We also inter-
pret the syntactic features with reference to
previous translation studies in Chinese, partic-
ularly the usage of pronouns.

1 Introduction

Work in translation studies has shown that trans-
lated texts differ significantly in subtle and not
so subtle ways from original, non-translated texts.
For example, Volansky et al. (2013) show that
the prefix mono- is more frequent in Greek-to-
English translations because epistemologically it
originates from Greek. Also, the structure of
modal verb, infinitive, and past participle (e.g.
must be taken) is more prevalent in translated En-
glish from 10 source languages.

We also know that a machine learning based
approach can distinguish translated from original
texts with high accuracy for Indo-European lan-
guages such as Italian (Baroni and Bernardini,
2005), Spanish (Ilisei et al., 2010), and English
(Volansky et al., 2013; Lembersky et al., 2012;

Koppel and Ordan, 2011). Features used in those
studies include common bag-of-words features,
such as word n-grams, as well as part-of-speech
(POS) n-grams, function words, etc. Although
such surface features yield very high accuracy
(in the high nineties), they do not contain much
deeper syntactic information, which is key in in-
terpreting textual styles. Furthermore, despite the
large amount of research on Indo-European lan-
guages, few studies have quantitatively investi-
gated either lexical or syntactic features of trans-
lated Chinese, and to our knowledge, no auto-
matic classification experiments have been con-
ducted for this language.

Thus the purpose of this paper is two-fold: First,
we perform translated vs. original text classifica-
tion on a balanced corpus of Chinese, in order to
verify whether translationese in Chinese is as real
as it is in Indo-European languages, and to dis-
cover which structures are prominent in translated
but not original Chinese texts. Second, we show
that using only syntactic features without any lex-
ical information, such as context-free grammar
(CFG), subtrees of constituent parses, and depen-
dency triples, perform almost as well as lexical n-
gram features, confirming the translationese hy-
pothesis from a purely syntactic point of view.
These features are also easily interpretable for lin-
guists interested in syntactic styles of translated
Chinese. We analyze the top syntactic features
ranked by a common feature selection algorithm,
and interpret them with reference to previous stud-
ies on translationese features in Chinese.

2 Related Work

2.1 Translated vs. Original Classification

The pioneering work of Baroni and Bernardini
(2005) is one of the first to use machine learn-
ing methods to distinguish translated and orig-
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inal (Italian) texts. They experimented with
word/lemma/POS n-grams and mixed represen-
tations and reached an F-measure of 86% using
recall maximizing combinations of SVM classi-
fiers. In the mixed n-gram representation, they
used inflected wordforms for function words, but
replaced content words with their POS tags. The
high F-measure (85.2%) with such features shows
that “function word distributions and shallow syn-
tactic patterns” without any lexical information
can already account for much of the characteris-
tics of translated text.

Volansky et al. (2013) is a very comprehensive
study that investigated translationese in English by
looking at original and translated English from 10
source languages, in a European parliament cor-
pus. While they mainly aimed to test translational
universals, e.g. simplification, explicitation, etc.,
the classification accuracy with SVMs using fea-
tures such as POS trigrams (98%), function words
(96%), function word n-grams (100%) provided
more evidence that function words and surface
syntactic structures may be enough for the iden-
tification of translated text.

For Chinese, however, there are very few quan-
titative studies on translationese (apart from Xiao
and Hu, 2015; Hu, 2010, etc.). Xiao and Hu
(2015) built a comparable corpus containing 500
original and translated Chinese texts respectively,
from four genres. They used statistical tests (log-
likelihood tests) to find statistical differences be-
tween translated and original Chinese with re-
gard to the frequency of mostly lexical features.
They discovered, for example, that translated text
use significantly more pronouns than the original
texts, across all genres. But they were unable to
investigate the syntactic contexts in which those
overused pronouns occur most often.

For them, syntactic features were examined
through word n-grams, similar to previous studies
on Indo-European languages, but no text classifi-
cation task was carried out.

2.2 Syntactic Features in Text Classification

Although n-gram features are more prevalent in
text-classification tasks, deep syntactic features
have been found useful as well. In the Native
Language Identification (NLI) literature, which in
many respects is similar to the task of detecting
translations, various forms of context-free gram-
mar (CFG) rules are often used as features (Bykh

# texts news
general
prose

science fiction total

LCMC 88 206 80 111 485
ZCTC 88 206 80 111 485

Table 1: Distribution of texts across genres

and Meurers, 2014; Wong and Dras, 2011). Bykh
and Meurers (2014) showed that using a form of
normalized counts of lexicalized CFG rules plus n-
grams as features in an ensemble model performed
better than all other previous systems. Wong
and Dras (2011) reported that using unlexicalized
CFG rules (except for function words) from two
parsers yielded statistically higher accuracy than
simple lexical features (function words, character
and POS n-grams).

Other approaches have used rules of tree substi-
tution grammar (TSG) (Post and Bergsma, 2013;
Swanson and Charniak, 2012) in NLI. Swanson
and Charniak (2012) compared the results of CFG
rules and two variants of TSG rules and showed
that TSG rules obtained through Bayesian meth-
ods reached the best results.

Nevertheless, such deep syntactic features are
rarely used, if at all, in the identification of trans-
lated texts. This is the gap that we hope to fill.

3 Experimental Setup

3.1 Dataset

We use the comparable corpus by Xiao and Hu
(2015), which is composed of 500 original Chi-
nese texts from the Lancaster Corpus of Modern
Chinese (LCMC), and another 500 human trans-
lated Chinese texts from the Zhejiang-University
Corpus of Translated Chinese (ZCTC). All texts
are of similar lengths (~2000 words), and from
different genres. There are four broad genres:
news, general prose, science, and fiction (see Ta-
ble 1), and 15 second-level categories. We exclude
texts from the second-level categories “science fic-
tion” and “humor” (both under fiction) since they
only have 6 and 9 texts respectively, which is not
enough for a classification task.

LCMC (McEnery and Xiao, 2004) was orig-
inally designed for “synchronic studies of Chi-
nese and the contrastive studies of Chinese and
English” (see Xiao and Hu, 2015, chapter 4.2).
It includes written Chinese sampled from 1989
to 1993, amounting to about one million words.
ZCTC was created specifically for translation
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studies “as a comparable counterpart of translated
Chinese” to LCMC (Xiao and Hu, 2015, pp. 48),
with the same genre distribution and also one mil-
lion words in total. The texts in ZCTC are sampled
in 2001, all translated by human translators, with
99% originally written in English (pp. 50).

Both corpora contain texts that are segmented
and POS tagged, processed by the corpus devel-
opers using the 2008 version of ICTCLAS (Zhang
et al., 2003), a common tagger used in Chinese
NLP research. However, only the segmentation is
used in this study since our parser uses a different
POS tagset.

In this study, we perform 5-fold cross validation
on the whole dataset and then evaluate on the full
set of 970 texts.

3.2 Pre-Processing and Parser

We remove URLs and headlines, normalize irreg-
ular ellipsis (e.g. “。。。”, “....”) to “. . . . . . ”,
change all half-width punctuations to full-width,
so that our text is compatible with the Chi-
nese Penn Treebank (Xue et al., 2005), which is
the training data for the Stanford CoreNLP
parser (Manning et al., 2014) used in our study.

3.3 Features

Character and word n-gram features can be con-
sidered upper bound and baseline. On the one
hand, they have been used extensively (see Sec-
tion 2), but on the other hand, they partially en-
code topic information rather than stylistic dif-
ferences because of their lexical nature. Conse-
quently, while they are very informative in the cur-
rent setup, they may not be useful if we want to use
the trained model on other texts.

For syntactic features, we use various forms
of constituent and dependency parses of the sen-
tences. We extract the following features based
on either type of parse using the CoreNLP parser
with its pre-trained parsing model.

3.3.1 Context-Free Grammar
Context-free grammar rules (CFGR) We use
the count of each CFG rule extracted from the
parse trees.

Subtrees Subtrees are defined as any part of the
constituent tree of any depth, closely following the
data-oriented parsing (DOP) paradigm (Bod et al.,
2003; Goodman, 1998). Our features differ from
the DOP model as well as TSG (Post and Gildea,
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VP

VP

NP

NP

NN

像
picture

QP

CLP

M

幅
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VV

照
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ADVP
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together

NP

PN

我们
we

Figure 1: Example constituent tree of the Chinese
sentence meaning We take a picture together

IP

PUVPNP

PN

IP

PUVP

VPADVP

NP

IP

PUVP

VPADVP

NP

PN

Figure 2: All subtrees of depth 2 with root IP in the
tree from Figure 1

2009; Sangati and Zuidema, 2011; Swanson and
Charniak, 2012) in that we do not include any lex-
ical information in order to exclude topical influ-
ence from content words. Thus no lexical rules are
considered, and POS tags are considered to be the
leaf nodes (Figure 2).

We experiment with subtrees of depth up to 3
since the number of subtrees grows exponentially
as the depth increases. With depth 3, we are al-
ready facing more than 1 billion features. Per-
forming subtree extraction and feature selection
becomes difficult and time consuming. Also note
that CFGRs are essentially subtrees of depth 1. So
with increasing maximum depth of subtrees, we
test fewer local relations in constituent parses. In
the future, we plan to use Bayesian methods (Post
and Gildea, 2009) to sample from all the subtrees.

We also conduct separate experiments using
subtrees headed by a specific label (we only look
at NP, VP, IP, and CP, since they are the most fre-
quent types of subtrees). For example, using NP
subtrees as features will inform us how important
the noun phrase structure is in identifying transla-
tionese.
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PN AD VV M NN PU
我们 一起 照 幅 像 。
we together take CL picture .

nsubj

advmod nummod

dobj

puct
root

Figure 3: Example dependency graph

3.3.2 Dependency Graphs
Dependency relations, as well as the head and de-
pendent are extracted to construct the following
features.

depTriple We combine the POS of a head and
its dependent along with the dependency relation,
e.g., [VV, nsubj, PN] describes a dependency re-
lation of a nominal subject (nsubj) between a verb
(VV) and a pronoun (PN).

depPOS Here only the POS tags of the head and
dependent are used, e.g., [VV, PN].

depLabel Only the dependency relation, e.g.,
[nsubj].

depTripleFuncLex Same as depTriple, except
when the word is a function word, we use the lexi-
cal item instead of the POS. e.g. [VV, nsubj,我们]
where “我们” (we) is a function word (Figure 3).

It should be noted that no lexical information
are included in our syntactic features, except for
the function words in depTripleFuncLex.

3.3.3 Combination of Features
If combined feature sets work significantly better
than one feature set alone, we can draw the con-
clusion that they model different characteristics of
translationese. We experiment with combination
of CFGR/subtree and depTriple features.

3.4 Classifier and Feature Selection

For the machine learning experiments, we use sup-
port vector machines, in the implementation of
the svm.SVC classifier in scikit-learn (Pedregosa
et al., 2011). We perform 5-fold cross valida-
tion and average over the results. When extracting
the folds, we perform stratified sampling across
genres so that both training and test data are bal-
anced. Since the number of CFGR/subtree fea-
tures is much greater than the number of training
texts, we perform feature selection by filtering us-
ing information gain (Liu et al., 2016; Wong and

Features F-measure (%)
char n-grams(1-3) 95.3
word n-grams(1-3) 94.3
POS n-grams(1-3) 93.9

Table 2: Results for the lexical and POS features

Dras, 2011) to choose the most discriminative fea-
tures. Information gain has been shown to select
highly discriminative, frequent features for similar
tasks (Liu et al., 2014). We experiment with dif-
ferent numbers of features, ranging between the
values of 100, 1 000, 10 000, and 50 000.

4 Results

4.1 Empirical Evaluation

First we report the results based on lexical and
POS features in Table 2 (F-measure).

Character n-grams perform the best, achiev-
ing an F-measure of 95.3%, followed by word n-
grams with an F-measure of 94.3%. Both settings
include content words that indicate the source lan-
guage. In fact, out of the top 30 character n-gram
features that predict translations, 4 are punctua-
tions, e.g., the first and family name delimiter “·”
in the translations of English names and paren-
theses “（）”; 11 are function words, e.g. “的”
(particle), “可能” (maybe), “在” (in/at), and many
pronouns (he, I, it, she, they); all others are content
words, where “斯” (s) and “尔” (r) are at the very
top, mainly because they are common translitera-
tions of foreign names involving “s” and “r”, fol-
lowed by “公司” (company), “美国” (US), “英国”
(UK), etc. Lexical features have been extensively
analyzed in Xiao and Hu (2015), and they reveal
little concerning syntactic styles of translated text;
thus we will refrain from analyzing them here.

POS n-grams also produce good results (F-
measure of 93.9%), confirming previous research
on Indo-European languages (Baroni and Bernar-
dini, 2005; Koppel and Ordan, 2011). Since they
are not lexicalized and thus avoid a topical bias,
they provide a better comparison to syntactic fea-
tures.

Syntactic features: Table 3 presents the result
for the syntactic features described in Section 3.3.
The best performing unlexicalized syntactic fea-
tures can reliably classify texts into “original” and
“translated”, with F-measures greater than 90%,
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Features F (%)
Unlexicalized syntactic features
CFGR 90.2
subtrees: depth 2 90.9
subtrees: depth 3 92.2
depTriple 91.2
depPOS 89.9
depLabel 89.5
depTripleFuncLex 93.8
Combinations of syntactic features
CFGR + depTriple 90.5
subtree d2 + depTriple 91.0
POS n-grams + unlex syn features
POS + subtree d2 93.6
POS + depTriple 93.4
POS + subtree d2 + depTriple 93.8
Char n-grams + unlex syn features
char + subtree + depTriple 94.4
char + pos + subtree + depTriple 95.5

Table 3: Classification based on syntactic features

which are close to the performance of the purely
lexicalized features in Table 2. This suggests that
although lexical features do achieve slightly better
results, syntactic features alone can capture most
of the differences between original and translated
texts.

Note that when we increase the depth of con-
stituent parses from 1 (CFGR) to subtrees of depth
3, the F-measure increases by 2 percent, which is
a highly significant difference (McNemar (McNe-
mar, 1947) on the 0.001 level). Thus, including
deeper constituent information proves helpful in
detecting the syntactic styles of texts.

However, combination of different types of syn-
tactic features does not increase the accuracy over
the dependency results. Adding syntactic features
to POS n-gram or character n-gram features de-
creases the POS n-gram results slightly, thus indi-
cating that both types of features cover the same
information, and POS n-grams are a good approx-
imation of shallow syntax. The lack of improve-
ment when adding syntactic features may also
be attributed to their unlexicalized nature in this
study. Our syntactic features are completely un-
lexicalized, whereas research in NLI has shown
that CFGR features need to include at least the
function words to give higher accuracy (Wong and
Dras, 2011). Although this suggests that in terms
of classification accuracy, unlexicalized syntactic
features cannot provide more information than n-
gram features, we can still draw some very inter-

Features F (%)
CFGR NP 86.4
CFGR VP 85.6
CFGR IP 86.6
CFGR CP 68.4
subtrees NP d2 86.0
subtrees VP d2 85.6
subtrees IP d2 89.0
subtrees CP d2 71.6
subtrees NP d3 83.6
subtrees VP d3 86.7
subtrees IP d3 86.9
subtrees CP d3 77.7

Table 4: Results for individual subtrees

esting observations about styles of translated and
original texts, many of which are not possible with
simple n-gram features. We will discuss those in
the following sections.

4.2 Constituency Features
The top ranking CFG features are shown in Ta-
ble 5. The top three features in translated sec-
tion (bottom half) of the table tell us that pro-
nouns (PN) and determiners (DT) are indicative
of translated text. We will discuss pronouns in
Section 5; as for determiners, dependency graph
features in Table 7 further show that among them,
“该” (this), “这些” (these) and “那些” (those) are
the most prominent. The parenthesis rule (PRN)
captures another common feature of translation,
i.e., giving the original English form of proper
nouns (“加州大学洛杉矶分校（UCLA）”) or
putting translator’s notes in parentheses. Further-
more, the prominence of the two rules NP →
DNP NP and DNP → NP DEG in translation in-
dicates that when an NP is modified by another
NP, translators tend to add the particle “的” (DE;
DEG for DE Genitive) between the two NPs, for
example:

• (NP (DNP (NP美国) (DEG的)) (NP政治)).
Gloss: “US DE politics”, i.e. US politics

• (NP (DNP (NP舆论) (DEG的)) (NP谴责)).
Gloss: “media DE criticism”, i.e. criticism
from the media

• (NP (DNP (NP 脑) (DEG 的)) (NP 供血)).
Gloss: “brain DE blood supply”, i.e. cerebral
circulation

In all three cases above, “的” can be dropped,
and the phrases remain grammatical. But there are
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Rank CFGR Predicts
2.0 VP → VP PU VP original
5.0 VP → VP PU VP PU VP original
10.0 NP → NN original
10.2 NP → NN PU NN original
13.6 IP → NP PU VP original
14.8 NP → NN NN original
15 NP → ADJP NP original
16.6 IP → NP PU VP PU original
18.2 VP → VV original
19.6 VP → VV NP original
1.0 NP → PN translated
4.0 NP → DP NP translated
6.2 DP → DT translated
6.6 IP → NP VP PU translated
6.8 PRN → PU NP PU translated
6.8 NP → NR translated
10.0 CP → ADVP IP translated
10.6 NP → DNP NP translated
16.4 ADVP → CS translated
16.8 DNP → NP DEG translated

Table 5: Top 20 CFGR features; rank averaged
across 5-fold CV

many cases where “的” is mandatory in the “NP
modifying NP” structure. Thus, it is easier to use
“的”, since it is almost always grammatical, but
decisions when to drop “的” are much more sub-
tle. Translators seem to make the safer decision by
always using the particle after the NP modifiers,
thus making the structure more frequent.

Now we turn to features of subtrees rooted in
specific syntactic categories. The classification re-
sults are shown in Table 4. Using only NP-headed
rules gives us an F-measure of 86.4%. Larger sub-
trees fare slightly worse, probably indicating data
sparsity. However, these results mean that noun
phrases alone often provide enough information
whether the text is translated.

Table 6 shows the top 20 CFGR features headed
by an NP. This gives us an idea of the distinctive
structures of noun phrases in original and trans-
lated texts. Apart from the obvious over-use of
pronouns (PN) and determiner phrases (DP) for
NPs in translated text, there are other very inter-
esting patterns: For original Chinese, nouns inside
a complex noun phrase tend to be conjoined by
a Chinese specific punctuation “、”(similar to the
comma in “I like apples, oranges, bananas, etc.”),
indicated by the high ranking of NP rules involv-
ing PU. This punctuation is most often used to sep-
arate elements in a list, and a check using Tregex

Rank NP CFGR Predicts
2.0 NP → NN original
4.0 NP → NN NN original
5.4 NP → NN PU NN original
6.2 NP → ADJP NP original
9.8 NP → NN PU NN PU NN original
9.8 NP → NP ADJP NP original

12.2 NP → NP PU NP original
12.6 NP → NN NN NN original
14.6 NP → NP NP original
17.0 NP → NP QP NP original
18.4 NP → QP NP original
1.0 NP → PN translated
4.2 NP → DP NP translated
6.0 NP → NR translated
7.2 NP → DNP NP translated

14.4 NP → QP DNP NP translated
16.2 NP → NP PRN translated
16.2 NP → NR CC NR translated
18.2 NP → NP CC NP translated

Table 6: Top 20 NP features (PN: pronoun; NR:
proper N; CC: coordinating conjunction)

(Levy and Andrew, 2006) for the parsed sentences
retrieves many phrases like the following from the
LCMC corpus: “全院医生、护士最先挖掘的...”
(doctors, nurses from the hospital first dug out...).
In contrast, in translated Chinese, those nouns are
more likely to be conjoined by a conjunction (CC),
exemplified by the following example from the
ZCTC corpus: “对经济和和和股市非常敏感” (very
sensitive to the economy and the stock market.).
Here, to conjoin doctors and nurses, or the econ-
omy and the stock market, either “、” or “and”
is grammatical, but original texts favor the former
while the translated text, probably influenced by
English, prefers the conjunction.

4.3 Dependency Features

Features based on dependency parses have simi-
lar F-measures, but should be easier to obtain than
subtrees of depth greater than 1. Using the lexi-
cal items for function words (depTripleFuncLex)
can further improve the results, showing that the
choice of function words is indeed very indicative
of translationese. A selection of top ranking dep-
TripleFuncLex features is shown in Table 7.

Chinese-specific punctuations such as “、” pre-
dicts original Chinese text, as we have already
seen, but notice that it is also often used to con-
join verbs (VV PUNCT 、). Translated texts, in
contrast, use more determiners (these, such, those,
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Rank Feature Predicts Gloss
1.0 VV CONJ VV original
2.4 VV PUNCT ， original
2.6 NN PUNCT 、 original
4.8 VV PUNCT 、 original

11.0 NN CONJ NN original
18.0 NN DET 各 original each
21.4 VA PUNCT ， original
25.0 NN ETC 等 original etc.
28.2 VV PUNCT ： original
33.2 VV PUNCT ！ original
39.0 NN DEP 三 original three
41.2 NN DET 全 original all
42.6 VA NSUBJ NN original
77.2 VV DOBJ NN original
94.8 VV NSUBJ NN original
5.4 VV NSUBJ 我 translated I
8.2 VV ADVMOD 将 translated will

10.0 VV NSUBJ 他 translated he
10.2 NN DET 该 translated this
11.6 NN DET 这些 translated these
14.0 NR CASE 的 translated DE
17.0 VV NSUBJ 他们 translated they
24.0 VV NSUBJ 她 translated she
27.6 他 CASE 的 translated his
29.6 NN NMOD:ASSMOD 他 translated he
31.0 VV PUNCT 。 translated period
33.6 VV ADVMOD 但是 translated but
35.6 VV NSUBJ 你 translated you
35.8 VV ADVMOD 如果 translated if
37.6 VV MARK 的 translated DE
37.8 NN DET 任何 translated any
40.6 VV CASE 因为 translated because
41.2 NR CC 和 translated and

44 NN DET 那些 translated those
47.2 VV NSUBJ 它 translated it

191.0 VV DOBJ 它 translated it

Table 7: Top depTripleFuncLex features

each, etc.) and pronouns (he, they, etc.), which
will be discussed in more detail in the following
section. These results are in accordance with pre-
vious research on translationese in Chinese (He,
2008; Xiao and Hu, 2015).

5 Analyzing Features: Pronouns

In this section, we discuss one example where syn-
tactic features provide unique information about
the stylistic differences between original and
translated Chinese that cannot be extracted from
lexical sequences, yielding new insights into trans-
lationese in Chinese: We have a closer look at the
use of pronouns. For this investigation, we exam-
ine the top 100 subtrees with depth 2, selected by
information gain.

Our results not only confirm the previous find-
ing that pronoun usage is more prominent in trans-

Rank Feature Function
1.0 (NP PN) NA
2.2 (IP (NP PN) VP) Subj.
5.2 (DNP (NP PN) DEG) Genitive
6.6 (IP (NP PN) VP PU) Subj.

38.0 (IP (NP PN) (VP VV VP)) Subj.
56.0 (IP (NP PN) (VP ADVP VP)) Subj.
77.0 (IP (ADVP) (NP PN) VP) Subj.
81.0 (IP (NP PN) (VP ADVP VP) PU) Subj.
81.0 (IP (ADVP AD) (NP PN) (VP) Subj.
93.5 (PP P (NP PN) Obj. of prep.
93.5 (IP (NP PN) (VP (VV IP)) Subj.
93.6 (VP VV (NP PN) IP) Obj. of verb

Table 8: Top subtree (depth=2) features involving
pronouns (PN)

lated Chinese (He, 2008; Xiao and Hu, 2015,
among others, see Section 2.1), but also provide
more insights on the details of pronoun usage in
translated Chinese, by looking at the syntactic
structures that involve a pronoun (PN) and their
ranking after applying the feature ranking algo-
rithm (see Table 8).

The high ranking of pronoun-related features (4
out of the top 10 features involve pronouns) con-
firms the distinguishing power of pronoun usage.
Crucially, it appears that pronouns in subject posi-
tion or as a genitive (as part of DNP phrase such as
他的书, his book), are more prominent than pro-
noun in the object position in translated texts. In
fact, pronouns as the object of a preposition (cap-
tured by subtree “(PP P (NP PN))”) ranked only
about 93rd among all features. Also, pronouns as
the object of a verb only shows up once in the top
100 features, and they are of the structure “(VP
VV (NP PN) IP)”. When searching for sentences
with such structures (using Tregex), we almost al-
ways encounter phrases similar to “make + pro-
noun + V.”, e.g. “让 他们 懂得 ...” (make them
understand ...), where the pronoun is both the ob-
ject of “make”, and the subject of “understand”.
All this shows that the over-usage of pronouns in
translated texts is more likely to occur in subject
positions, or in a genitive complement, rather than
as the direct object of a verb. Even when it ap-
pears in the object position, it appears to play both
the roles of subject and object. To our knowledge,
this characteristic has not been discussed in previ-
ous studies in translationese.

If we examine the dependency features, we see
the same pattern. Pronouns serving as the subject
of verbs rank very high (5.4, 10, 17, 24, 35.6, see
Table 7), whereas pronouns as the object of verbs
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are not in the top 100 features (the highest rank-
ing 191, VV DOBJ 它 it). Thus we see the two
types of syntactic features (constituent trees and
dependency trees) converging to the same conclu-
sion. If we look at the pronoun issue from the
opposite side, a reasonable consequence would
be that in original texts, more common nouns
should serve as the subject, which is indeed what
we find. VV NSUBJ NN predicts “original” and
ranks 94.8.

The conclusion concerning pronoun usage
drawn from the ranking of syntactic features co-
incides with observation of (non-)pro-drop in En-
glish and Chinese. I.e., Chinese is pro-drop while
Enlgish is not. Thus, the overuse of pronouns in
Chinese texts translated from English is an exam-
ple of the interference effect (Toury, 1979), where
translators are likely to carry over linguistic fea-
tures in the source language to the target language.
A further observation is that, in Chinese, subject
pro-drop seems to be more frequent. The rea-
son is that subject pro-drop does not require much
context, while object-drop generally requires the
dropped object to be discourse old (c.f. Li and
Thompson, 1981). This explains why pronoun
overuse occurs more often in subject position in
translated text, because object pro-drop in Chinese
itself is less common in original Chinese text.

We are not trying to imply that lexical features
should not be used. Rather, we want to stress
that syntactic features offer a more in-depth and
comprehensive picture to linguists interested in the
style of translated text. The pronoun analysis pre-
sented above is only one such example. We can
perform such analyses for any feature of interest
and gain a deeper understanding of how they oc-
cur in both types of text.

6 Conclusion and Future Work

To our knowledge, the current study is the first ma-
chine learning experiment on translated vs. orig-
inal Chinese. We find that translationese can be
identified with roughly the same high accuracy
using either lexical n-gram features or syntactic
features. More importantly, we show how syn-
tactic features can yield linguistically meaning-
ful features that can help decipher differences in
styles of translated and original texts. For exam-
ple, translated Chinese features more determiners,
subject-position pronouns, NP modifiers involving
“的”, and multiple NPs or VPs conjoined by the

Chinese-specific punctuation “、”. Our method-
ology can, in principle, be applied to any stylis-
tic comparisons in the digital humanities, and can
yield stylistic insights much deeper than the pio-
neering work of Mosteller and Wallace (1963).

In future work, we will investigate tree substitu-
tion grammar (TSG), which extracts even deeper
constituent trees (c.f. Post and Gildea, 2009), and
detailed feature interpretation for phrases headed
by other tags (ADJP, PP, etc.) and for specific gen-
res. It is also desirable to improve the accuracy of
constituent parsers for Chinese, along the lines of
(Wang et al., 2013; Wang and Xue, 2014; Hu et al.,
2017), since accurate syntactic trees are the pre-
requisite for accurate feature interpretation. While
the parser in this study works well, better parsers
will undoubtedly be a plus.
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Abstract
Language generation tasks that seek to mimic
human ability to use language creatively are
difficult to evaluate, since one must consider
creativity, style, and other non-trivial aspects
of the generated text. The goal of this pa-
per is to develop evaluations methods for one
such task, ghostwriting of rap lyrics, and to
provide an explicit, quantifiable foundation for
the goals and future directions for this task.
Ghostwriting must produce text that is sim-
ilar in style to the emulated artist, yet dis-
tinct in content. We develop a novel evalua-
tion methodology that addresses several com-
plementary aspects of this task, and illustrate
how such evaluation can be used to meaning-
fully analyze system performance. We provide
a corpus of lyrics for 13 rap artists, annotated
for stylistic similarity, which allows us to as-
sess the feasibility of manual evaluation for
generated verse.

1 Introduction

Language generation tasks are often among the
most difficult to evaluate. Evaluating machine
translation, image captioning, summarization, and
other similar tasks is typically done via compari-
son with existing human-generated “references”.
However, human beings also use language cre-
atively, and for the language generation tasks that
seek to mimic this ability, determining how accu-
rately the generated text represents its target is in-
sufficient, as one also needs to evaluate creativ-
ity and style. We believe that one of the reasons
such tasks receive little attention is the lack of
sound evaluation methodology, without which no
task is well-defined, and no progress can be made.
The goal of this paper is to develop an evaluation
methodology for one such task, ghostwriting, or
more specifically, ghostwriting of rap lyrics.

Ghostwriting is ubiquitous in politics, literature,
and music; as such, it introduces a distinction be-

tween the performer/presenter of text, lyrics, etc,
and the creator of text/lyrics. The goal of ghost-
writing is to present something in a style that is
believable enough to be credited to the performer.
In the domain of rap specifically, rappers some-
times function as ghostwriters early on before em-
barking on their own public careers, and there are
even businesses that provide written lyrics as a
service1. The goal of automatic ghostwriting is
therefore to create a system that can take as in-
put a given artist’s work and generate similar yet
unique lyrics.

Our objective in this work is to provide a quan-
tifiable direction and foundation for the task of
rap lyric generation and similar tasks through (1)
developing an evaluation methodology for such
models and (2) illustrating how such evaluation
can be used to analyze system performance, in-
cluding advantages and limitations of a specific
language model developed for this task. As an il-
lustration case, we use the ghostwriter model pre-
viously proposed in exploratory work by Potash et
al. (2015), which uses a recurrent neural network
(RNN) with Long Short-Term Memory (LSTM)
for rap lyric generation.

The following are the main contributions of this
paper. We present a comprehensive manual eval-
uation methodology of the generated verses along
three key aspects: fluency, coherence, and style
matching. We introduce an improvement to the
semi-automatic methodology used by Potash et al.
(2015) that automatically penalizes repetitive text,
removing the need for manual intervention. Fi-
nally, we build a corpus of lyrics for 13 rap artists,
each with his own unique style, and conduct a
comprehensive evaluation of the LSTM model
performance using the new evaluation methodol-

1http://www.rap-rebirth.com/,
http://www.precisionwrittens.com/
rap-ghostwriters-for-hire/
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ogy. The corpus includes style matching annota-
tion for select verses in dataset, which can form a
gold standard for future work on automatic rep-
resentation of similarity between artists’ styles.
The resulting rap lyric dataset is publicly available
from the authors’ website2.

Additionally, we believe that the annotation
method we propose for manual style evaluation
can be used for other similar generation tasks. One
example is ’Deep Art’ work in the computer vision
community that seeks to apply the style of a par-
ticular painting to other images (Gatys et al., 2015;
Li and Wand, 2016). Although manual inspection
of results of such models suggests reasonable suc-
cess, a systemic evaluation methodology has yet to
be proposed. With this in mind, we make the in-
terface used for style evaluation in this work avail-
able for public use.

Our evaluation results highlight the truly multi-
faceted nature of the ghostwriting task. While hav-
ing a single measure of success is clearly desir-
able, our analysis shows the need for complemen-
tary metrics that evaluate different components
of the overall task. Indeed, despite the fact that
our test-case LSTM model outperforms a baseline
model across numerous artists based on automated
evaluation, the full set of evaluation metrics is
able to showcase the LSTM model’s strengths and
weakness. The coherence evaluation demonstrates
the difficulty of incorporating large amounts of
training data into the LSTM model, which in-
tuitively would be desirable to create a flexible
ghostwriting model. The style matching experi-
ments suggest that the LSTM is effective at captur-
ing an artist’s general style, however, this may in-
dicate that it tends to form ‘average’ verses, which
are then more likely to be matched with existing
verses from an artist rather than another random
verse from the same artist. Overall, the evalua-
tion methodology we present provides an explicit,
quantifiable foundation for the ghostwriting task,
allowing for a deeper understanding of the task’s
goals and future research directions.

2 Related Work

Previous work that explores text generation for
artistic purposes, such as poetry and lyrics, gen-
erally uses either automated or manual evalua-
tion. We would like to point out that none of

2http://text-machine.cs.uml.edu/
ghostwriter/

the works discussed below implement models that
generate complete verses from scratch (including
verse structure), which is the goal of the models
we aim to evaluate. In terms of manual evalua-
tion, Barbieri et al. (2012) have a set of annota-
tors evaluate generated lyrics along two separate
dimensions: grammar and semantic relatedness to
song title. The annotators rate the dimensions with
scores 1-3. A similar strategy is used by Gervás
(2000), where the author has annotators evaluate
generated verses with regard to syntactic correct-
ness and overall aesthetic value, providing scores
in the range 1-5. Wu et al. (2013) have anno-
tators determine the effectiveness of various sys-
tems based on fluency as well as rhyming. Some
heuristic-based automated approaches have also
been used, e.g., by Oliveira et al. (2014) who use
a simple automatic heuristic that awards lines for
ending in a termination previously used in the gen-
erated stanza. Malmi et al. (2015) evaluate their
generated lyrics based on the verses’ rhyme den-
sity, on the assumption that a higher rhyme density
means better lyrics.

3 Dataset

For our evaluation experiments, we selected the
following list of artists in four different categories:

• Three top-selling rap artists according to
Wikipedia3: Eminem, Jay Z, Tupac

• Artists with the largest vocabulary according
to Pop Chart Lab4: Aesop Rock, GZA, Sage
Francis

• Artists with the smallest vocabulary accord-
ing to Pop Chart Lab: DMX, Drake

• Best classified artists from Hirjee and Brown
(2010b) using rhyme detection features5:
Fabolous, Nototious B.I.G., Lil’ Wayne

We collected all available songs from the above
artists from the site The Original Hip-Hop (Rap)
Lyrics Archive - OHHLA.com - Hip-Hop Since
19926. We removed the metadata, line repetiton
markup, and chorus lines, and tokenized the lyrics

3http://en.wikipedia.org/wiki/List_of_
best-selling_music_artists

4http://popchartlab.com/products/
the-hip-hop-flow-chart

5Specifically, the authors used their automated rhyme de-
tection tool to generate rhyme statistics of verses, and used
those rhyme features, along with more shallow features such
as syllable count and word repetition, to classify the artist of
the verse.

6http://www.ohhla.com/
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using the NLTK library (Bird et al., 2009). Since
the preprocessing was done heuristically, the re-
sulting dataset may still contain some text that
is not actual verse, but rather dialogue or chorus
lines. We therefore filter out all verses that are
shorter than 20 tokens. Statistics of our dataset
are shown in Table 1.

4 Evaluation Methodology

We believe that adequate evaluation for the ghost-
writing task requires both manual and automatic
approaches. The automated evaluation methodol-
ogy enables large-scale analysis of the generated
verse. However, given the nature of the task, the
automated evaluation is not able to assess certain
critical aspects of fluency and style, such as the
vocabulary, the tone, and the themes preferred by
a particular artist. In this section, we present a
manual methodology we propose for evaluating
these aspects of the generated verse, as well as an
improvement to the automatic methodology pro-
posed by Potash et al. (2015).

4.1 Manual Evaluation
We have designed two annotation tasks for manual
evaluation. The first task is to determine how flu-
ent and coherent the generated verses are. The sec-
ond task is to evaluate manually how well the gen-
erated verses match the style of the target artist.

Fluency/Coherence Evaluation Given a gener-
ated verse, we ask annotators to determine the flu-
ency and coherence of the lyrics. Even though
our evaluation is for systems that produce entire
verses, we follow the work of Wu (2014) and an-
notate fluency, as well as coherence, at the line
level. To assess fluency, we ask to what extent a
given line can be considered a valid English utter-
ance. Since a language model may produce highly
disjointed verses as it progresses through the train-
ing process, we offer the annotator three options
for grading fluency: strongly fluent, weakly flu-
ent, and not fluent. If a line is disjointed, i.e., it
is only fluent in specific segments of the line, the
annotators are instructed to mark it as weakly flu-
ent. The grade of not fluent is reserved for highly
incoherent text.

To assess coherence, we ask the annotator how
well a given line matches the preceding line. That
is, how believable is it that these two lines would
follow each other in a rap verse. We offer the an-
notators the same choices as in the fluency eval-

uation: strongly coherent, weakly coherent, and
not coherent. During the training process, a lan-
guage model may output the same line repeatedly.
We account for this in our coherence evaluation by
defining the consecutive repetition of a line as not
coherent. This is important to define because the
line on its own may be strongly fluent, however, it
is not correct to consider a verse that consists of a
single fluent line repeated indefinitely to be coher-
ent.

Style Matching The goal of the style matching
annotation is to determine how well a given verse
captures the style of the target artist. In this an-
notation task, a user is presented with a verse and
asked to compare it against four other verses. The
goal is to pick the verse that is written in a similar
style. One of the four choices is always a verse
from the same artist that was used to generate the
verse being evaluated. The other three verses are
chosen from the remaining artists in our dataset.
Each verse is evaluated in this manner four times,
each time against different verses, so that it has the
chance to get matched with a verse from each of
the remaining twelve artists. The generated verse
is considered stylistically consistent if the annota-
tors tend to select the verse that belongs to the tar-
get artist. To evaluate the difficulty of this task, we
also perform style matching annotation for authen-
tic verse, in which the evaluated verse is not gen-
erated, but rather is an actual existing verse from
the target artist.7

4.2 Automated Evaluation

The automated evaluation we describe below at-
tempts to capture computationally the dual aspects
of “unique yet similar” in a manner originally pro-
posed by Potash et al. (2015).

Uniqueness of Generated Lyrics We use a
modified tf-idf representation for verses, and cal-
culate cosine similarity between generated verses
and the verses from the training data to determine
novelty (or lack thereof). In order to determine
which training verse a generated verse matches the
most, we calculate the maximum similarity score
across all training verses.

7As mentioned earlier, we believe that this annotation
method can be useful for evaluation of a wide range of other
style-dependent generation tasks, so we have made the anno-
tation interface available on (http://text-machine.
cs.uml.edu/ghostwriter/).
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Artist Verses Unique Vocab Vocab Richness Avg Len Stdev Len Max Len
Tupac 660 5776 7.1 117 83 423
Aesop Rock 549 11815 14.8 140 139 1039
DMX 819 5593 5.3 125 82 552
Drake 665 6064 7.0 128 112 1057
Eminem 1429 12393 6.2 136 105 931
Fabolous 892 8304 7.4 122 91 662
GZA 287 6845 15.9 145 102 586
Jay Z 1245 9596 6.7 111 81 842
Lil’ Wayne 1564 10848 5.5 124 101 977
Nototious B.I.G. 426 5465 10.2 120 88 557
Sage Francis 570 8082 11.9 114 112 645
Kanye West 851 7007 7.6 105 109 2264
Kool Keith 1471 13280 7.4 118 85 626
Too Short 1259 7396 4.3 134 123 1411

Table 1: Rap lyrics dataset statistics. Vocabulary richness measures how varied an artist’s vocabulary is,
computed as the total number of words divided by vocabulary size.

Stylistic Similarity via Rhyme Density of Lyrics
We use the rhyme detection tool provided by Hir-
jee and Brown (2010a) calculate the rhyme den-
sity of a given verse, with the ultimate goal of
evaluating how well the generated verse models
an artist’s style (specifically, rhyme style in this
case). The point of an effective system is not to
produce arbitrary rhymes: it is to produce rhyme
types and rhyme frequency similar to the target
artist. For the ghostwriter models trained exclu-
sively on the verses of a given artist, the vocabu-
lary of the generated verse is closed with respect
to the training data. In that case, assessing how
similar the generated vocabulary is to the target
artist is not important. Instead, we focus on rhyme
density, which is defined as the number of rhymed
syllables divided by the total number of syllables
(Hirjee and Brown, 2010a). Certain artists dis-
tinguish themselves by having more complicated
rhyme schemes, such as the use of internal8 or
polysyllabic rhymes9. Rhyme density is able to
capture this in a single metric.

However, this rhyme detection method is not
designed to deal with highly repetitive text, which
the LSTM model produces often in the early
stages of training. Since the same phoneme is re-
peated (because the same word is repeated), the
rhyme detection tool generates a false positive.
Potash et al. (2015) dealt with this by manually
inspecting the rhyme densities of verses generated
in the early stages of training to determine if a gen-

8e.g. “New York City gritty committee pity the fool” and
“How I made it you salivated over my calibrated”

9e.g. “But it was your op to shop stolen art/Catch a
swollen heart form not rolling smart”.

erated verse should be kept for the evaluation pro-
cedure.

In order to fully automate their method, we ac-
count for the presence of repetitive text by weight-
ing the rhyme density of a given verse by its en-
tropy. More specifically, for a given verse, we
calculate entropy at the token level and divide
by total number of tokens in that verse. Verses
with highly repetitive text will have a low entropy,
which results in down-weighting the rhyme den-
sity of verses that produce false positive rhymes
due to their repetitive text.

Merging Uniqueness and Similarity Since
ghostwriting is a balancing act of the two oppos-
ing forces of textual uniqueness and stylistic sim-
ilarity, we want a low correlation between rhyme
density (stylistic similarity) and maximum verse
similarity (lack of textual uniqueness). However,
our goal is not to have a high rhyme density, but
rather to have the rhyme density similar to the tar-
get artist, while simultaneously keeping the max-
imum similarity score low. As the model over-
fits the training data, both the value of maximum
similarity and the rhyme density will increase, un-
til the model generates the original verse directly.
Therefore, our goal is to evaluate the value of the
maximum similarity at the point where the rhyme
density has the value of the target artist. In order
to accomplish this, we follow Potash et al. (2015)
and plot the values of rhyme density and maxi-
mum similarity obtained at different points during
model training. We use regression lines for these
points to identify the value of the maximum simi-
larity line at the point where the rhyme density line
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has the value of the target artist. We give more de-
tail below.

5 Lyric Generation Experiments

The main generative model we use in our evalu-
ation experiments is an LSTM. Similar to Potash
et al. (2015), we use an n-gram model as a base-
line system for automated evaluation. We refer the
reader to the original work for a detailed descrip-
tion. After every 100 iterations of training10 the
LSTM model generates a verse. For the baseline
model, we generate five verses at values 1-9 for
n. We see a correspondence between higher n and
higher iteration: as both increase, the models be-
come more ‘fit’ to the training data.

For the baseline model, we use the verses gener-
ated at different n-gram lengths (n = 1...9) to ob-
tain the values for regression. At every value of n,
we take the average rhyme density and maximum
similarity score of the five verses that we generate
to create a single data point for rhyme density and
maximum similarity score, respectively.

To enable comparison, we also create nine data
points from the verses generated by the LSTM,
which is done as follows: a separate model for
each artist is trained for a minimum of 16,400 iter-
ations. We take the verses generated every 2,000
iterations, from 0 to 16,000 iterations, giving us
nine points. The averages for each point are ob-
tained by using the verses generated in iterations
±x, x ∈ {100, 200, 300, 400} for each interval of
2,000.

6 Results

We present the results of our evaluation exper-
iments using both manual evaluation and auto-
mated analysis.

6.1 Fluency/Coherence
In order to fairly compare the fluency/coherence of
verses across artists, we use the verses generated
by each artist’s model at 16,000 iterations. We
apply the fluency/coherence annotation method-
ology from Section 4.1. Each line is annotated
by two annotators. Annotation results are shown
in Figure 2 and Figure 3. For each annotated
verse, we report the percentage of lines annotated
as strongly fluent, weakly fluent, and not fluent, as
well as the corresponding percentages for coher-
ence. We convert the raw annotation results into

10Training is done in batches with two verses per batch.

what more could i say i wouldn t be here today
if the old school didn t pave the way grand puba

(a) Tupac’s generated verse that was evaluated for fluency
(0.88) and coherence (1.00). The verse is generally fluent,
however, the ending of the second verse represents a break
in fluency that results in the line being labeled weakly fluent.
This break in fluency does not affect the perfect fluency score.

i m gon na be alright or die
i m a dog and i m the dog and i m a dog
but i m gon na be alright
and i m gon na be alright

(b) DMX’s generated verse that was evaluated for fluency
(0.42) and coherence (0.36). The overall repetitiveness con-
tributes to the verse’s lack of coherence, and the second line
in particular contributes to the verse’s general lack of fluency.

Figure 1: A qualitative analysis of verses annotated
for fluency and coherence.

a single score for each verse by treating the la-
bels “strongly fluent”, “weakly fluent”, and “not
fluent” as numeric values 1, 0.5, and 0, respec-
tively. Treating each annotation on a given line
separately, we calculate the average numeric rat-
ing for a given verse:

Fluency =
#sf + 0.5#wf

#a
(1)

where #sf is the number of times any line is la-
beled strongly fluent, #wf is the number of times
any line is labeled weakly fluent, and #a is the
total annotations provided for a verse, which is
equal to the number of lines × 2. Coherence
is calculated in a similar manner. In terms of
practically implementing the annotation method-
ology, an annotators annotates an average of 8.5
lines per minute (this includes fluency and coher-
ence). For our experiments, it took 3.3 hours to
annotate 1,687 lines. A qualitative analysis of flu-
ency/coherence annotation is given in Figure 1.

6.2 Style Matching

We performed style-matching annotation for the
verses generated at iterations 16,000–16,400 for
each artist. Therefore, each artist has five gener-
ated verses available for evaluation, one for each
interval of 100 iterations. For the experiment with
authentic verses, we randomly chose five verses
from each artist, with a verse length of at least 40
tokens. Each page was annotated twice, by native
English-speaking rap fans. The results of our style

33



Artist Authentic Generated
Match% MatchA% Raw agreement % Match% MatchA% Raw agreement %

Tupac 35.0 50.0 40.0 45.0 57.1 35.0
Aesop Rock 30.0 25.0 40.0 37.5 100.0 10.0
DMX 40.0 71.4 35.0 27.5 30.0 50.0
Drake 32.5 44.4 45.0 37.5 40.0 25.0
Eminem 12.5 00.0 50.0 35.0 50.0 30.0
Fabolous 25.0 12.5 40.0 45.0 50.0 40.0
GZA 52.5 72.7 55.0 32.5 22.2 45.0
Jay Z 35.0 42.9 35.0 22.5 22.2 45.0
Lil’ Wayne 27.5 22.2 45.0 37.5 57.1 35.0
Notorious B.I.G. 25.0 0.00 35.0 27.5 33.3 30.0
Sage Francis 52.5 66.7 45.0 22.5 16.7 30.0
Average 33.4 37.1 42.3 33.6 43.5 34.1

Table 2: The percentage of correct matches and the inter-annotator agreement in style matching evaluation

Fluency evaluation

Figure 2: Percentage of lines annotated as strongly
fluent, weakly fluent, and not fluent. The numbers
above the bars reflect the total score of the artist
(higher is better). The resulting mean is 0.723 and
the standard deviation is 0.178.

matching annotations are shown in Table 2. We
present two different views of the results. First,
each annotation for a page is considered separately
and we calculate:

Match% =
#m

#a
(2)

where #m is the number of times, on a given
page, the chosen verse actually came from the tar-
get artist, and #a is the total number of annota-
tions done. For a given artist, five verses were
evaluated, each verse appeared on four separate
pages, and each page is annotated twice, so #a
is equal to 40. Since in each case (i.e., page)
the classes are different, we cannot use Fleiss’
kappa directly. Raw agreement for style annota-
tion, which corresponds to the percentage of times

Coherence evaluation

Figure 3: Percentage of lines annotated as strongly
coherent, weakly coherent, and not coherent. The
numbers above the bars reflect the total score of
the artist (higher is better). The resulting mean is
0.713 and the standard deviation is 0.256.

annotators picked the same verse (whether or not
they are correct) is shown in the column ’Raw
agreement %’ in Table 2.

We also report annotators’ joint ability to guess
the target artist correctly, which we compute as
follows:

MatchA% =
#mA

#sA
(3)

where #sA is the number of times the annotators
agreed on a verse on the same page, and #mA is
the number of times that the agreed upon verse is
from the target artist.

In terms of times requirements for implement-
ing this annotation task, each page takes two min-
utes on average to complete, given that the anno-
tator must read five verses then make the match
decision. For our experiments, we annotated 880
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pages total, resulting in a total annotation time of
29 hours.

6.2.1 Artist Confusion

Figure 4: Fraction of confusions between artists

The results of style-matching annotation pro-
vides us with an interesting insight into the sim-
ilarity between two artists’ styles. This is captured
by the confusion between two artists during the an-
notation of the pages with authentic verses, which
is computed as follows:

Confusion(a, b) =
#c(a, b) + #c(b, a)

#p(a, b) + #p(b, a)
(4)

where #p(a, b) is the number of times a verse
from artist a is presented for evaluation and a verse
from artist b is shown as one of four choices;
#c(a, b) is the number of times the verse from
artist b was chosen as the matching verse. The re-
sulting confusion matrix is presented in Figure 4.
We intend for this data to provide a gold standard
for future experiments that would attempt to en-
code the similarity of artists’ styles. For example,
if we were to try to embed an artist, we could use
the confusion results as gold standard similarity
scores between the artists’ embeddings to deter-
mine how effective the embedding methodology
is.

6.3 Automated Evaluation

The results of our automated evaluation are shown
in Table 3. For each artist, we calculate their av-
erage rhyme density across all verses. We then
use this value to determine at which iteration this

rhyme density is achieved during generation (us-
ing the regression line for rhyme density). Next,
we use the maximum similarity regression to de-
termine the maximum similarity score at that it-
eration. Low maximum similarity score indicates
that we have maintained stylistic similarity while
producing new, previously unseen lyrics.

Note that the reason for negative numbers in Ta-
ble 3 is that in the beginning of training (in case of
LSTM) and at a low n-gram length (for the base-
line model), the models actually achieved a rhyme
density that exceeded the artist’s average rhyme
density. As a result, the rhyme density regression
line hits the average rhyme density on a negative
iteration.

7 Discussion

In order to understand better the interaction be-
tween the four metrics we have introduced in this
paper, we examined correlation coefficients be-
tween different measures of quality for generated
verse (see Table 4). The lack of strong correla-
tion supports the notion that different aspects of
verse quality should be addressed separately and
are, in fact, complementary. Even the measures
of fluency and coherence, despite sharing a similar
goal, have a relatively low correlation of 0.4.

Interestingly, the number of verses a rapper has
in our dataset has a strong negative correlation
with coherence score (cf. Table 5). This can be
explained by the following consideration: on iter-
ation 16,000, the model for the authors with the
smaller number of verses has seen the same verses
more times than the model trained on a larger
number of verses. Therefore, it is easier for the
former to produce more coherent lyrics since it
saw more of the same patterns. As a result, models
trained on a larger number of verses have a lower
coherence score. For example, Lil’ Wayne has the
most verses in our data, and correspondingly, the
model for his verse has the worst coherence score.
Note that the fluency score does not have this neg-
ative correlation with the number of verses. Based
on our evaluation, 16,000 iterations is enough to
learn a language model for the given artist that pro-
duces fluent lines. However, these lines will not
necessarily form a coherent verse if the artist has
a large number of verses. Furthermore, although
the average fluency score was 0.723, which can
be interpreted as being roughly halfway between
weakly fluent and strongly fluent, the standard de-
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Artist Avg Rhyme Density Baseline LSTM
Similarity N-gram Similarity iteration

Tupac 0.302 0.024 −2 0.065 −3168
Aesop Rock 0.349 0.745 7 0.460 12 470

DMX 0.341 0.663 6 0.431 8271

Drake 0.341 0.586 5 0.519 9949

Eminem 0.325 0.337 3 0.302 8855

Fabolous 0.360 1.353 14 0.569 14 972

GZA 0.280 0.520 4 0.616 14 939

Jay Z 0.365 0.499 5 0.463 15 147

Lil’ Wayne 0.362 0.619 6 0.406 9249

Notorious B.I.G. 0.383 0.701 7 0.428 3723

Sage Francis 0.415 0.764 8 0.241 −187
Average - 0.619 - 0.409 -

Table 3: The results of the automated evaluation. The bold indicates the system with a lower similarity at
the target rhyme density.

Coherence Fluency Similarity Matching
Coherence 1.000 0.398 0.102 -0.285
Fluency 0.398 1.000 0.137 -0.276
Similarity 0.102 0.137 1.000 0.092
Matching -0.285 -0.276 0.092 1.000

Table 4: The correlation between the four metrics
we have developed: Coherence, Fluency, similar-
ity score based on automated evaluation (Similar-
ity), and Style Matching (Matching).

viation was 0.178. Referring to Table 5, we have
yet to find a linguistic statistic that accounts for
this variance in fluency score amoung the artists.

Coherence Fluency Similarity Matches
Verses -0.509 -0.084 0.133 0.111
Tokens -0.463 -0.229 -0.012 0.507
Vocab Richness 0.214 0.116 -0.263 0.107

Table 5: The correlation between the number of
verses/tokens and average coherence, fluency, and
similarity scores, as well as MatchA% at 16000
iterations.

As can be seen from Table 2, the Match%
score suggests that the LSTM-generated verses are
able to capture the style of the artist as well as
the original verses. Furthermore, MatchA% is
significantly higher for the LSTM model, which
means that the annotators agreed on matching
verses more frequently (see Figure 5 as well). We
believe this means that the LSTM model, trained
on all verses from a given artist, is able to cap-
ture the artist’s “average” style, whereas authen-
tic verses represent a random selection that are
less likely, statistically speaking, to be similar to

another random verse. One aspect to which the
match results for authentic verse point is that prac-
tically, in terms of artist style, certain artists are
more distinct, making them better suited to be tar-
get artists for the ghostwriting tasks. For example,
GZA recorded the highest Match%, MatchA%,
and agreement percentage, meaning his style is
the most distinguishable. Note that as expected,
there is a strong correlation between the number
of tokens in the artist’s data and the frequency of
agreed-upon correct style matches (cf. Table 5).
Since verses vary in length, this correlation is not
observed for verses. Finally, the absence of strong
correlation with vocabulary richness suggests that
the uniqueness of the tokens themselves is not as
important as the sheer volume.

Figure 5: The numbers of style matches in the
Style Matching evaluation. The maximum possi-
ble number is 40.

One aspect of the generated verse we have not
discussed so far is the structure of the generated
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Artist Max Len % of training completed
Tupac 454 69.7
Aesop Rock 450 91.0
DMX 361 64.9
Drake 146 82.3
Eminem 452 90.8
Fabolous 278 47.3
GZA 433 81.1
Jay Z 449 98.5
Lil’ Wayne 253 92.7
Nototious B.I.G. 253 83.0
Sage Francis 280 53.9
Average - 77.8

Table 6: The maximum lengths of generated verses
and % of training completed on which the verse is
generated

verse. For example, the length of the generated
verses should be evaluated, since the models we
examined do generate line breaks and also decide
when to end the verse. Table 6 shows the longest
verse generated for each artist, and also the point
at which it was achieved during the training. We
note that although 10 of the 11 models are able
to generate long verses (up to a full standard de-
viation above the average verse length for that au-
thor), it takes a substantial amount of time, and the
correlation between the average verse length for a
given an artist and the verse length achieved by the
model is weak (0.258). This suggests that model-
ing the specific verse structure, including length,
is one aspect that should be better addressed in the
future.

Lastly, we note that the fully automated
methodology we propose is able to replicate the
results of the previously available semi-automatic
method for the rapper Fabolous, which was the
only artist evaluated by Potash et al. (2015). Fur-
thermore, the results of automated evaluation for
the 11 artists confirm that the LSTM model gener-
alizes better than the baseline model.

8 Conclusions and Future Work

In this paper, we have presented a comprehensive
evaluation methodology for the task of ghostwrit-
ing rap lyrics, which captures complementary as-
pects of this task and its goals. We developed
a manual evaluation method that assesses sev-
eral key properties of generated verse, and cre-
ated a data set of authentic verse, manually an-
notated for style matching. Previously proposed
semi-automatic evaluation method has now been
fully automated, and shown to replicate results

of the original method. We have shown how the
proposed evaluation methodology can be used to
evaluate an LSTM-based ghostwriter model. We
believe our evaluation experiments also clearly
demonstrate that complementary evaluation meth-
ods are required to capture different aspects of the
ghostwriting task.

Lastly, our evaluation provides key insights into
future directions of the generative models them-
selves. For example, the automated evaluation
shows how the LSTM’s inability to integrate new
vocabulary makes it difficult to achieve truly de-
sirable similarity scores; future generative models
can draw on the work of (Graves, 2013; Bowman
et al., 2015) in an attempt to leverage other artists’
lyrics.
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Hugo Gonçalo Oliveira, Raquel Hervás, Alberto Dı́az,
and Pablo Gervás. 2014. Adapting a generic plat-
form for poetry generation to produce spanish po-
ems. In 5th International Conference on Computa-
tional Creativity, ICCC.

Peter Potash, Alexey Romanov, and Anna Rumshisky.
2015. Ghostwriter: Using an LSTM for automatic
rap lyric generation. In Proceedings of the 2015
Conference on Empirical Methods in Natural Lan-
guage Processing.

Dekai Wu, Karteek Addanki, Markus Saers, and
Meriem Beloucif. 2013. Learning to freestyle: Hip
hop challenge-response induction via transduction
rule segmentation. In 2013 Conference on Em-
pirical Methods in Natural Language Processing
(EMNLP 2013), Seattle, Washington, USA.

Karteek Addanki Dekai Wu. 2014. Evaluating impro-
vised hip hop lyrics–challenges and observations. In
LREC.

A Appendix: Additional visualizations

Figure 6: The maximum similarity score of the n-
gram model by n.

Figure 7: The maximum similarity score of the
LSTM model by epoch. Note that LSTM model
does not achieve as high a similarity as the n-gram
model even on the latter epochs.

Figure 8: The training process of Fabolous in terms
of fluency evaluation
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Abstract

In this paper, we approach the task of na-
tive language identification in a realistic cross-
corpus scenario where a model is trained with
available data and has to predict the native lan-
guage from data of a different corpus. We have
proposed a statistical embedding representa-
tion reporting a significant improvement over
common single-layer approaches of the state
of the art, identifying Chinese, Arabic, and In-
donesian in a cross-corpus scenario. The pro-
posed approach was shown to be competitive
even when the data is scarce and imbalanced.

1 Introduction

Native Language Identification (NLI) is the task
of identifying the native language (L1) of a writer
based solely on a textual sample of their writing
in a second language (L2), for example, essays
in English by students from China, Indonesia or
Arabic-speaking countries. NLI is very important
for education, since it can lead to the provision of
more targeted feedback to language learners about
their most common errors. It is also of interest
for forensics, security and marketing. For exam-
ple, knowing the possible native language of the
user who wrote a potentially threatening message
may help to better profile that user and the poten-
tial scope of the threat.

The first Native Language Identification shared
task was organised in 2013 (Tetreault et al., 2013).
The twenty-nine teams had to classify essays writ-
ten in English (L2) in one of the eleven possible
native languages (L1). The most common features
were word, character and POS n-grams, and the
reported accuracies rose to 83.6%. The Support
Vector Machine (SVM) has been the most preva-
lent classification approach. Furthermore, partici-
pants were allowed to train their models with ex-
ternal data, specifically i) any kind of external

data, excluding TOEFL1 (Blanchard et al., 2013);
or ii) any kind of external data, including TOEFL.
Participants such as Brooke and Hirst (Brooke
and Hirst, 2013) combined data from sources such
as Lang8,2 ICLE3 (Granger, 2003), FCE4 (Yan-
nakoudakis et al., 2011), and ICNALE5 (Ishikawa,
2011). The reported accuracies show that, when
training only with external data, the results fall to
56.5%. Recently, the 2017 Native Language Iden-
tification Shared Task (Malmasi et al., 2017) has
been organised with the aim of identifying the na-
tive language of written texts, alongside a second
task on spoken transcripts and low dimensional
audio file representations as data (although orig-
inal audio files were not shared). The organis-
ers included the macro-averaged F1-score (Yang
and Liu, 1999) since it evaluates the performance
across classes more consistently. Although deep
learning approaches were widely used, the best re-
sults (up to 88.18%) were achieved with classical
methods such as SVM and n-grams. Despite par-
ticipants being allowed to use external data, there
were no such submissions, possibly also due to
the poor results obtained in the previous edition
(56.5% of accuracy).

We are interested in the following cross-corpus
scenario: a model trained with data from ex-
ternal sources (e.g. social media). The au-
thors in (Malmasi and Dras, 2015) used the EF
Cambridge Open Language Database (EFCam-
Dat)6 (Geertzen et al., 2013) for training and

1https://www.ets.org/research/policy_
research_reports/publications/report/
2013/jrkv

2http://www.lang8.com
3https://uclouvain.be/en/

research-institutes/ilc/cecl/icle.html
4https://ilexir.co.uk/datasets/index.

html
5http://language.sakura.ne.jp/icnale/
6https://corpus.mml.cam.ac.uk/efcamdat1/
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TOEFL for evaluation, and vice versa. They
trained a linear-SVM with several features such
as function word unigrams and bigrams, pro-
duction rules and part-of-speech unigrams, bi-
grams and trigrams, and the combination of all
of them. The authors reported an accuracy of
33.45% when training with EFCamDat and evalu-
ated on TOEFL, and an accuracy of 28.42% when
training on TOEFL, and evaluated on EFCam-
Dat, in contrast to the accuracy of 64.95% ob-
tained when evaluating intra-corpus. The authors
in (Ionescu et al., 2016) evaluated String Kernels
in a cross-corpus scenario (TOEFL11 for train-
ing and TOEFL11-Big (Tetreault et al., 2012) for
evaluation). They reported significant improve-
ments over the state of the art with accuracies up to
67.7%. The authors explain these results by argu-
ing ”that string kernels are language independent,
and for the same reasons they can also be topic
independent”.

In this work, we propose to follow the method-
ology represented in Figure 1. Given a set of cor-
pora C, we learn a model with all the corpora
together except c, which is used to evaluate the
model. To evaluate the task, we have proposed a
statistical embedding representation that we have
compared with common single-layer approaches
based on n-grams, obtaining encouraging results.

Figure 1: Evaluation methodology.

2 Corpora

Due to the typical geographical origins of students
registered in Australian universities, our interest
is in Arabic (AR), Chinese (CH) and Indonesian
(ID). Arabic is incorporated in TOEFL and Lang8,
as well as Chinese. Indonesian is included in
Lang8 and ICNALE. The number of documents
per corpus and language is shown in Table 1. As
can be seen, classes are very imbalanced in most
cases. Furthermore, in the case of Indonesian, fig-
ures for the ICNALE corpus are very small7.

7We have used the merged text set from the ICNALE
Written Essays 2.0

NL Corpus L1 Others
AR Lang8 1,139 23,931

TOEFL 1,103 10,997
CH Lang8 22,549 16,102

TOEFL 1,102 10,998
ID Lang8 1,143 23,923

ICNALE 8 74

Table 1: Number of documents in each corpus. L1 cor-
responds to the documents written by authors of the
native language to be identified. Others comprise all
the documents written by authors of the other native
languages in the corpus.

3 Low Dimensionality Statistical
Embedding

As shown in (Brooke and Hirst, 2012; Ionescu
et al., 2014), single-layer representations such as
n-grams are able to obtain competitive results in
a cross-corpus scenario. However, n-grams use
to be filtered in order to reduce dimensionality,
and generally the most frequent ones are selected.
Nevertheless, omitting some of the rarest terms is
fairly common and necessary for top performance.
We propose a Low Dimensionality Statistical Em-
bedding (LDSE) to represent the documents on the
basis of the probability distribution of the occur-
rence of all their terms in the different languages,
i.e. L1. Furthermore, LDSE represents texts with-
out the need of using external resources or linguis-
tic tools, nor preprocessing or feature engineering.
The intuition is that the distribution of weights for
a given document should be closer to the weights
of its corresponding native language. The pro-
posed representation relies on descriptive statistics
to carry out the comparison among distributions.
Formally, we represent the documents as follows.

We calculate the tf-idf weights for the terms in
the training set D and build the matrix ∆. Each
row represents a document di, each column a vo-
cabulary term tj , and each cell represents the tf-
idf weight wij for each term in each document.
Finally, δ(di) represents the assigned native lan-
guage c to the document i.

∆ =




w11 w12 ... w1m δ(d1)
w21 w22 ... w2m δ(d2)
... ... ... ...
wn1 wn2 ... wnm δ(dn)


 , (1)

Eq. 2 shows how we obtain the term weights
W (t, c) as the ratio between the weights of the
documents belonging to a given native language c
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and the total distribution of weights for that term.

W (t, c) =

∑
d∈D/c=δ(d)wdt∑

d∈D wdt
,∀d ∈ D, c ∈ C

(2)
As shown in Eq. 3, these term weights are used

to obtain the representation of the documents.

d = {F (c1), F (c2), ..., F (cn)} ∼ ∀c ∈ C, (3)

Each F (ci) contains the set of features showed
in Eq. 4, with the following meaning: i) average
and median values of the document term weights;
ii) minimum and maximum values of the weights
in the document; iii) first and third quartiles of the
weights distribution; iv) Gini (Gini, 1912) indexes
(to measure the distribution skewness and kurto-
sis); and vi) the nine first moments (Bowman and
Shenton, 1985) (the more moments two distribu-
tions share, the more similar they are).

F (ci) = {avg,median,min,max,
Q1, Q3, G1, G2,M2, ..,M10}

(4)

Finally, these weights are learned with a ma-
chine learning algorithm. We have tested sev-
eral machine learning algorithms and we report
the ones with the best results: i) Naive Bayes in
Lang8 for Arabic and Indonesian, as well as in
ICNALE for Indonesian; ii) Simple Logistic in
TOEFL for Arabic; ii) SVM in TOEFL and Lang8
for Chinese; and iii) Neural Networks in the Stu-
dent Writing Task (SWT) for the three languages.

As can be seen, this representation reduces the
dimensionality to only 17 features per class by sta-
tistically embedding the distribution of weights of
the document terms, but unlike methods such as
PCA or LSA, it takes into account all the terms
in the corpus instead of removing those ones that
contribute less. We have evaluated several ma-
chine learning algorithms and reported the best re-
sults obtained.

We have used both character and word n-grams
with SVM to compare our proposal since they are
the most common features used in the state of the
art. We have iterated n from 1 to 5 with the top
100, 500, 1,000 and 5,000 most frequent terms.

4 Experimental scenario

In this section we report and discuss the obtained
results. Firstly, we focus on the described corpora

for the languages of interest. Then, we analyse
as a case study the Australian academic scenario.
Due to the imbalance of the data, we use a macro-
averaged F1-score which gives the same impor-
tance to the different classes no matter their size.

4.1 Results on NLI corpora
Although NLI has most commonly approached as
multi-class, the difficulty lining up multiple lan-
guages across multiple corpora means that we in-
stead focus here on the one versus all (1va) for-
mulation; we note that in practice multi-class NLI
using SVMs is of realized using 1va SVM classi-
fication (Brooke and Hirst, 2012), so our results
here should extend directly to the multi-class case.
Results are presented in Table 2. The second and
third columns show respectively the corpus used
for training and test: Lang8 and TOEFL include
Arabic and Chinese, whereas Indonesian is in-
cluded in Lang8 and ICNALE. The fourth column
shows the best result obtained by the baseline:8,
whereas the fifth column shows the result obtained
with LDSE.

NL Train Test Base LDSE %
AR Lang8 TOEFL 54.75 65.30 19.27

TOEFL Lang8 51.10 59.60 16.63
CH Lang8 TOEFL 53.25 56.95 6.95

TOEFL Lang8 50.10 52.30 4.39
ID Lang8 ICNALE 73.05 86.15 17.93

ICNALE Lang8 53.75 61.35 14.14

Table 2: Results in macro-averaged F1-score. The
baseline corresponds to the best result obtained with
character or word n-grams. The last column shows the
improvement percentage achieved by LDSE over the
baseline.

As can be seen, LDSE significantly9 outper-
forms the best results obtained with n-grams for
all languages and setups, with improvements from
4.39% up to to 19.27%. The highest improvement
has been obtained for Arabic, although the best
results were achieved for Indonesian. It is worth
mentioning that, as shown in Table 1, the ICNALE
corpus is very small: 8 documents for Indonesian
and 74 documents for the other 9 native languages.
Due to that, especially in the case of evaluating
on ICNALE, a small variation in the identification
can cause a high variability in the results.

8The best results have been obtained with the following
setups i) character 5-grams; ii) word 1-grams; iii) character 4-
grams; iv) character 4-grams; v) word 1-grams; vi) character
2-grams. In all the cases the 1,000 most frequent n-grams
were selected.

9T-Student at 95% of significance was used.
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Despite Chinese being larger and less imbal-
anced in Lang8 (as can be seen in Table 1), the
overall results are lower and closer to the baseline.
No matter the language, the best results have been
obtained when training with Lang8. This may be
due to the larger size of this dataset, and especially
to the freedom of choice of their authors to write
about different topics.

4.2 Case study
With the aim of investigating the performance of
our approach in the Australian academic scenario,
we have tested LDSE on the Student Writing Task
(SWT) corpus for the three native languages and
compared the results obtained for the previous cor-
pora. SWT contains 32 essays of 200–300 words,
written by Computer Science PhD students study-
ing in Australia. The students had 16 different
native languages, including: Arabic (4), Chinese
(5), and Indonesian (4). The essays all discuss the
same topic, being the relative merit of three algo-
rithms.

To train our model, we have used Lang8 to-
gether with TOEFL in the case of Arabic and Chi-
nese, and Lang8 with ICNALE in the case of In-
donesian. No data from SWT was used for train-
ing.

Figure 2: Comparative results of the LDSE model on
the different corpora.

As shown in Figure 2, results on SWT are sim-
ilar to those obtained on Lang8 and TOEFL on
the three languages. Specifically, results obtained
on TOEFL are slightly better, whereas they are
slightly worse in the case of Lang8, without sta-
tistical significance in any case. However, results
obtained on ICNALE are significantly higher.

5 Conclusions and future work

In this work, we have approached the task of iden-
tifying the native language of authors based on
their written text in English, focussing on the lan-
guages of the main geographical origins of stu-

dents in the Australian academic environment:
Arabic, Chinese, and Indonesian.

We have proposed the LDSE statistical embed-
ding approach that considers descriptive statis-
tics such as the distribution skewness and kurto-
sis (Gini indexes) as well as the moment informa-
tion to represent the documents of the three differ-
ent classes (native languages). We have evaluated
LDSE on the available corpora, showing a higher
performance than SVM approaches based on n-
grams that obtained the bests results in the NLI
previous shared tasks. Finally, we have evaluated
LDSE also on the written essays of the SWT case
study, showing its competitiveness from a cross-
corpus perspective despite the small size and im-
balance degree of the corpus.

Although it is typical to treat NLI as a multi-
class problem instead of 1-vs-all, the main dif-
ficulty would be to line up multiple languages
across multiple corpora. Furthermore, our interest
is in identifying whether the L1 is Arabic, Chinese
or Indonesian. We aim to address NLI from multi-
class perspective as a future work.
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