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Introduction

Welcome to the second ACL Workshop on Ethics in Natural Language Processing! We are pleased
to again have participants from a variety of backgrounds and perspectives, including social science,
computational linguistics, and philosophy; academia as well as industry.

The workshop consists of invited talks, contributed papers, and a panel discussion. Based on the success
of the first iteration, we decided to make more room for interactive sessions, and also present a science
cafe. We would like to thank all authors, speakers, and panelists for their thoughtful contributions, as well
as the large and supportive program committee, who have given their time to review. We are especially
grateful for our sponsors (Bloomberg, Google, and HITS), who have helped making the workshop in this
form possible. For the first time, we were able to also provide over $5000 in scholarships, wish enable
several students to attend and add their perspective.

Our invited speakers include Amanda Stent (Bloomberg, USA), who is a NLP Architect at Bloomberg
LP. Her background is in dialogue, discourse and natural language generation although she currently
works on text analytics. She is president emeritus of SIGDial, is on the board of SIGGEN and is on the
editorial board of the journal Dialogue and Discourse. Her research also includes work on factuality, and
inclusiveness, and she is one of the two chairs of this year’s NAACL conference.

Suresh Venkatasubramanian (University of Utah, USA), a professor of computer science at the School
of Computing at the University of Utah. His research extends to the social ramifications of automated
decision making and algorithmic fairness. He is also a founding member of the FAT* organization and
workshop series, as well as a member of the last three FATML workshops.

Oisin Deery (Monash University, Australia) is a Lecturer in the Department of Philosophy at Monash
University, in Melbourne, Australia. His research interests lie at the intersection of philosophy of mind
and action, metaphysics, and ethics. He has published on free will and the impact of machine learning
on ethical decisions.

Katherine Bailey (Acquia) is a researcher and team leader in industry. Her recent work has been on
machine learning applications for natural language processing and other fields. She is pioneering a "few-
shot learning" approach which promises greater efficiency in machine learning. Katherine has spoken at
international conferences on both the technical details of artificial intelligence and the ethical issues that
arise from its use in a variety of contexts.

Francien Dechesne (Leiden University, The Netherlands), is a researcher at the Center for Law and
Digital Technologies (eLaw) of the Leiden Law School, and lecturer at TU Eindhoven. Her research lies
at the intersection between societal and ethical issues of information and communication technologies,
including the question of how to balance public, commercial, and individual interests in data-driven
innovations. In particular, her research focuses on potential negative societal impact of decisions based
on data-analytics, and the design of accountability mechanisms to address this impact.

We received fewer paper submissions than in the previous year, but present a large range of topics,
addressing issues related to overgeneralization, dual use, privacy protection, bias in NLP models,
underrepresentation, fairness, and more. Authors share insights about the intersection of NLP and ethics
in academic, industrial, and clinical work. We selected three papers for oral presentation. Due to the
involvement of different disciplines with differing publication traditions, we also offered a non-archival
submission option, which means not all papers presented at the workshop are included here.

We are glad to see the continued interest in this important topic and hope that this workshop will help
defining ethical issues in NLP, and raising awareness of ethical considerations throughout the community.

Mark Alfano, Dirk Hovy, Margaret Mitchell, and Michael Strube
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Workshop Program

Tuesday, 5th June 2018

9:00–10:30 Session 1

9:00–9:15 Welcome

9:15–9:40 On the Utility of Lay Summaries and AI Safety Disclosures: Toward Robust, Open
Research Oversight
Allen Schmaltz

9:40–10:05 #MeToo Alexa: How Conversational Systems Respond to Sexual Harassment
Amanda Cercas Curry and Verena Rieser

10:05–10:30 Examining Gender and Race Bias in Two Hundred Sentiment Analysis Systems
Svetlana Kiritchenko and Saif Mohammad

10:30–11:00 Coffee

11:00–12:30 Session 2

11:00–11:45 Invited Talk

11:45–12:30 Invited Talk

12:30–14:00 Lunch
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Tuesday, 5th June 2018 (continued)

14:00–15:30 Session 3

14:00–14:45 Invited Talk

14:45–15:30 Invited Talk

15:30–16:00 Coffee Break

16:00–17:00 Science cafe roundtable discussions

17:00–17:15 Reaction to roundtable

17:15–18:00 Invited talk
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