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Introduction

The 9th SIGHAN Workshop on Chinese Language Processing (SIGHAN-9) at IJCNLP 2017, December
01, 2017, Taiwan

Growing interest in Chinese language processing is leading to the development of linguistic corpora and
automatic tools. As more resources have become available recently, it is crucial to create a platform that
allows easy exchange of information and data and the comparison of different approaches to various
NLP tasks. Among about 20 SIGs within the Association for Computational Linguistics, SIGHAN
(Special Interest Group on Chinese Language Processing) provides an umbrella for researchers in
industry and academia working in various aspects of Chinese language processing. SIGHAN workshop
provides an international forum for both researchers and practitioners to report their latest innovations,
summarize state-of-the-art in the field, as well as exchange ideas, results, and visions in all aspects of
Chinese language processing.

The previous SIGHAN workshop series were started in 2002. SIGHAN-1 was held in conjunction
with COLING-02 (Taipei, Taiwan); SIGHAN-2 was held in conjunction with ACL-03 (Sapporo,
Japan); SIGHAN-3 was held in conjunction with ACL-04 (Barcelona, Spain); SIGHAN-4 was held
in conjunction with IJCNLP-05 (Jeju Island, Korea); SIGHAN-5 was held in conjunction with ACL-
COLING-06 (Sydney, Australia); SIGHAN-6 was held in conjunction with IJCNLP-08 (Hyderabad,
India); SIGHAN-7 was held in conjunction with IJCNLP-13 (Nagoya, Japan) and SIGHAN-8 was held
in conjunction with ACL-IJCNLP 2015 (Beijing, China).

The purpose of the SIGHAN-9 is to identify challenging problems facing the development of Chinese
language processing systems, and to shape future research directions through the publication of high
quality, applied and theoretical research findings. We encourage submissions of papers on all topics
in the general areas related to computational linguistics and speech/text processing of Chinese natural
languages.
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Abstract

For practical chatbots, one of the essential
factor for improving user experience is the
capability of customizing the talking style
of the agents, that is, to make chatbots pro-
vide responses meeting users’ preference
on language styles, topics, etc. To ad-
dress this issue, this paper proposes to in-
corporate linguistic biases, which implic-
itly involved in the conversation corpora
generated by human groups in the Social
Network Services (SNS), into the encoder-
decoder based response generator. By at-
taching a specially designed neural com-
ponent to dynamically control the impact
of linguistic biases in response generation,
a Group Linguistic Bias Aware Neural Re-
sponse Generation (GLBA-NRG) model
is eventually presented. The experimen-
tal results on the dataset from the Chinese
SNS show that the proposed architecture
outperforms the current response generat-
ing models by producing both meaning-
ful and vivid responses with customized
styles.

1 Introduction

Automated Chat Agents (a.k.a chatbots) have
drawn great attention in Natural Language Pro-
cessing research in recent years (Shang et al.,
2015; Li et al., 2016; Wu et al., 2016; Xing et al.,
2017), and the springing up of the practical chat-
bots (e.g., Duer1, XiaoIce2, etc.) indicates the
great potential of such systems for naturally con-
necting human beings with various online ser-
vices.

1http://duer.baidu.com/
2http://www.msxiaoice.com/

The core functionality of chatbots is to inter-
act with users for the purpose of general conversa-
tion. This requires chatbots to generate responses
not only relevant to users’ queries but also in ac-
cordance with users’ preferred talking styles (All-
wood et al., 1992). State-of-art practical chatbots
are capable of providing basic chatting function-
ality with necessary task-oriented abilities. How-
ever, they all lack the capability of adapting the
generated responses to meet users’ preferences.
To improve the user experience, it is necessary to
add such talking style customization function in
these chat agents. In previous studies, inter-group
linguistic biases are observed and found in daily
conversations among people from different com-
munities (Maass et al., 1989). In this paper we
generalize such biases into those among groups of
people based on their profiles or social attributes.
People from different groups may have different
talking styles, including syntactic (sentence struc-
ture), semantic (choice of words) or even attitudi-
nal differences. Then such challenge of chatbots
could be defined as: how to express such differ-
ences in the generated responses for different user
preferences.

Benefiting from the nature of the Deep Neural
Networks (DNN) based encoder-decoder frame-
work (Sutskever et al., 2014), previous studies
tried to jointly learn the representation of each
individual’s talking habits in the training pro-
cedure of word embedding, and take such habits
as a part of the input to generate personalized re-
sponses (Li et al., 2016; Alrfou et al., 2016). It is
found that, given a large amount of high-quality
utterance data of each user, this methodology can
obtain promising results of personalized response
generation. For practical chat agents, however, it
is not trivial to collect such high-quality utterance
from users. As a consequence, it is observed that
the expected responses to similar queries tend to
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be uncharacteristic, that is, the effect of individual-
level personalized response generator is not signif-
icant. Therefore, it is more reasonable to generate
personalized responses by modeling the feature of
a group of users, rather than an individual (Hu
et al., 2014).

Query What are you doing?
Group A I am watching a basketball game.
Group B I am shopping on Amazon!
Query I uninstalled your game just now.

Group A How could you do that!
Group B You are so dead.

Table 1: Responses from two user groups (A &
B) categorized by user gender. The examples are
selected from the real Chinese Social-Network-
Service (SNS) dataset and translated into English.

In real world data, it is observed that the dis-
tinct features of generated responses are generally
reflected by keywords and sentence structures, as
shown in Table 1, which matches previous find-
ings. Therefore, in order to leverage the group lin-
guistic biases in an encoder-decoder based model,
we need to apply such biases in the process of
word generation. The model should be capable of
controlling the distribution of such biases, rather
than assigning equal intensities on each word in
the response. This could make the generated re-
sponses distinguishable in groups of people in the
distinctiveness of keywords and sentence struc-
tures while still guaranteeing the validity of the
sentence both on semantic and syntactic level.
This could thus prevent the generated responses
similar on structure and use of words.

In this paper, we propose an encoder-
decoder based architecture, Group Linguistic
Bias Aware Neural Response Generation (GLBA-
NRG) model, which incorporates linguistic bi-
ases of human groups into an encoder-decoder
based response generator, in order to tackle the
talking style customization problem of practical
chatbots. We attempt to learn the representations
of the linguistic biases from a gender-split cor-
pora. Such representations are then used to bias
the word selection in the response generation pro-
cess. More importantly, we present a specially de-
signed neural network component, as a soft-switch
to conduct the dynamic controlling of the impact
of linguistic biases on each generation step. With
the adoption of the linguistic bias impact control-
ling mechanism, our model is able to generate re-
sponses highly corresponding to the specified talk-

ing style, while the semantic relevance between
queries and responses is well maintained.

The rest of this paper is organized as follows:
Section 2 surveys the related work. Our proposed
model is detailed in Section 3. Section 4 describes
the experimental setups and analyzes the results.
Finally, our work is concluded in Section 5.

2 Related Work

Along with the development of Neural Machine
Translation(NMT), many recent studies show that
the basic neural-based encoder-decoder frame-
work (Sutskever et al., 2014; Bahdanau et al.,
2014) can also be successfully applied in conver-
sation modeling (Vinyals and Le, 2015; Yao et al.,
2015; Zhou et al., 2016; Iulian et al., 2017), which
generates a response on the basis of a given query.
Based on the work of Vinyals and Le (2015) that
directly applies sequence-to-sequence (Seq2Seq)
architecture for response generation, Shang et al.
(2015) introduce the global and local scheme with
attention signal into the generation of response,
while Sordoni et al. (2015) take contextual infor-
mation into account to generate context-sensitive
responses.

Besides the query and contextual information,
several explicit and implicit factors (e.g. topic,
emotion) play great roles in response generation.
To utilize such factors for generating informative,
diverse and interesting responses, several works
incorporate topics, external knowledge, emotional
content, and responding mechanism into conver-
sation models. Xing et al. (2017) and Xu et al.
(2016) extract related topics or knowledge from
the query and context respectively, then add these
info into conversational models, so as guiding
them to generate informative and interesting re-
sponses. Ghosh et al. (2017) and Zhou et al.
(2017b) explore the influence of the affective in-
formation in response generation with Affect-LM
and emotional memory separately. Taking explicit
and implicit factors as the high-level semantic con-
tent of the response, Serban et al. (2017) and Zhou
et al. (2017a) propose latent variable and respond-
ing mechanism respectively to enrich the capabil-
ity of conversation models to generate diverse re-
sponses.

Moreover, the personality is of great impor-
tance for chatbots to respond coherently, as ar-
gued by Vinyals and Le (2015). The very first at-
tempt to model persona is from Li et al. (2016),
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Figure 1: Architecture of our Group Linguistic Bias aware Neural Response Generator (GLBA-NRG).

who propose to encode speaker-specific informa-
tion and conversation style with user embeddings
to influence each generation step. In contrast to
launch persona in response generation from indi-
vidual view (Li et al., 2016), this paper explores
to endow chatbots with language styles from the
human group aspect.

3 Learning to Generate Linguistic
Biased Responses

In this section, we will first formalize the prob-
lem, then present the model overview, and finally
describe the encoder and decoder architecture of
GLBA-NRG.

3.1 Problem Formalization

Our goal is to train an encoder-decoder based
model M to generate the response r =
{y1, y2, · · · , yj} conditioned on an input query
q = {x1, x2, · · · , xn} and the pre-defined user
group label gl, that is, the training target is to
maximize the conditional probability p(r|q, gl).
Here, the group label indicates the linguistic bi-
ases in the user generated contents.

3.2 Model Overview

Inspired by the research work of Schwartz et al.
(2013), who point out that the difference of word
distribution of distinct groups is revealed by a few
words usage, this paper aims at exploring a mech-
anism for introducing the linguistic bias into re-
sponse generating models, and meanwhile con-
trolling the impact of this factor in the generation

of each word. They also point out that gender
is the most distinguishable feature to split human
groups, and thus we take responses from males
and females respectively as the corpus for demon-
strating our idea. According to the work of Li et al.
(2016), it is reasonable to represent users with spe-
cial embeddings in Seq2Seq based models. This
paper follows this set-up by learning the gender
embedding gv and integrating it into our frame-
work.

In our model, a standard Bi-LSTM is taken as
the encoder to represent the query q. In this pro-
cess, the output of the Bi-LSTM is fed into the
decoder for response generation. Unlike the de-
coding procedure in classic Seq2Seq model, we
introduce a specially designed neural component
to attach to the decoder. This neural component
works as a soft-switch gate, converting the atten-
tion results based on the hidden layer outputs into
a scalar ranging from 0 to 1. Taking the scaled
gender embedding and the attention output as parts
of inputs, the decoder conducts general steps to
generate responses. Figure 1 illustrates the archi-
tecture of the proposed response generator.

Our model enjoys several advantages com-
paring with current response generators. On
one hand, through the newly introduced neural
component, the linguistic bias information could
be adopted into the encoding-decoding process
and thus the linguistic biases of different human
groups are integrated to the response generation
process effectively. On another, our model is able
to pick the keywords that reflect different language
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styles by dynamically control the impact of the
linguistic bias in each generating step. Due to
such advantages, our model is expected to gener-
ate vivid responses to queries.

3.3 Encoder

As is shown in Figure 1, a query q =
{x1, x2, · · · , xn} is fed into the encoder of our
model, and projected to a representation vector
H = [hq

1, · · · , hq
i , · · · , hq

n], where

hq
i =

[ −→
hq

i←−
hq

i

]
(1)

The encoding process of the query by bidi-
rectional LSTM (Schuster and Paliwal, 1997) is
detailed as follows. First, the forward states(−→
hq

1, · · · ,
−→
hq

n

)
are computed:


it
ft

ot

lt

 =


σ
σ
σ

tanh

−→W
[ −−→
hq

t−1

et

]
(2)

−→ct = ft �−−→ct−1 + it � lt (3)

−→
hq

t = ot � tanh(−→ct ) (4)

where it, ft and ot indicate the input gate, memory
gate and output gate respectively, et ∈ R1×m de-
notes the word embedding for an individual word
at time step t,

−→
hq

t ∈ R|q| denotes the vector com-
puted by the LSTM model at time t, σ(·) is the lo-
gistic sigmoid function, and −→W ∈ R4|q|×(m+|q|) =[−→
Wi,
−→
Wf ,
−→
Wo,
−→
Wl

]
. � denotes the element-wise

multiplication.
The backward states

(←−
hq

1, · · · ,
←−
hq

n

)
are com-

puted similarly. We share the word embedding be-
tween the forward and backward LSTMs.

3.4 Group Linguistic Bias Aware Decoder

Basically, with the query representation H inher-
ited from the encoder, our proposed methodology
aims at building a decoding mechanism f(·) that is
able to systematically adopt both the query seman-
tics and the Group Linguistic Bias (GLB) to gener-
ate responses. Formally, this decoding mechanism
can be described by the following Equation:

h̃t = f(ht, H, e
g) (5)

where eg denotes the dense vector (a.k.a, embed-
ding) representing the human group g and this em-
bedding is designed to imply the group linguistic
bias. ht is the hidden state of the decoder at time
step t, and h̃t can be taken as an updated hidden
state integrated with group linguistic bias. Based
on h̃t, the decoding process follows:

p(yt = w|q, g) = softmax(W>v h̃t) (6)

where p(yt = w|q, g) indicates the output word
distribution at time step t, and Wv is the weight
matrix of the output layer.

The major motivation for proposing the GLBA
decoding mechanism is to make the impact of such
linguistic bias controllable in the generation of
each word in responses. As stated in Schwartz
et al. (2013), different human groups differs in use
of words in general and thus we can take advan-
tage of such distinct and specified words. There-
fore, a model that is capable of highlighting such
distinct words for different groups could express
group differences effectively.

In this part, we define the specified decoding
mechanism f(·) as

f(ht, H, e
g) = Wf [ht, at, e

g � gt] + bf (7)

where Wf and bf denote the NN related weights
and biases respectively. Especially gt indicates a
neural gate transferring the attention outputs upon
H into a scalar, so as to control the impact of eg by
performing the element-wise multiplication repre-
sented by�. The operations within the gate gt can
be described by:

gt = σ(Wgat + bg) (8)

where Wg and bg denote the weight and bias re-
spectively.

Noticing that Equation 7 and 8 have taken the
attention result denoted by at, the attention mech-
anism is formalized as follows:

at =
∑ T

j=1αtjhj (9)

αtj =
exp(etj)∑Tx

k=1 exp(etk)
(10)

etj = Wa[ht, hj ] + ba (11)

The reason for introducing attention model into
the gate is that, intuitively, the impact of the lin-
guistic bias (represented by the group embedding)
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on the response words is determined by the seman-
tic of the corresponding query, that is, based on
the content of a query, our model is expected to
locate the essential words in the response to apply
a stronger impact of linguistic bias.

For decoding, the N-best lists are generated us-
ing the decoder with beam size B=30. We set a
maximum length of 30 for the generated candi-
dates. At each time step of the decoding process,
we first examine allB×B possible next-word can-
didates, and add these next-word probabilities up
to the corresponding hypothesis’ joint probability,
which contain all the previous words’ probabilities
in a certain hypothesis. After that, the candidate
words are sorted by their joint probabilities and
pick out the new top-B unfinished hypotheses and
move to the next word position. If any hypothesis
meets an EOS token, this hypothesis will be added
to the result set as one of finished response.

4 Experiments

4.1 Data Preparation

For validating the capability to integrate group lin-
guistic bias into response generation of our model,
the dataset should possess group attributes. There-
fore, we collected data from one of Chinese real-
name social network sites (SNS), in which some
utterances have explicit group attributes (e.g. gen-
der, age, etc). We obtained about 240,000 ses-
sions with multi-turn conversations and user pro-
files from the SNSs. We filtered out potential
advertisements, forwards and non-original utter-
ances (including queries and responses), and only
kept Chinese words, English letters and digits in
each utterance. After the above preprocessing,
there are about 5 million query-response pairs re-
mained. The number of words (sequence length)
of query or response ranges from 1 to 30.

Each query-response pair has 4 parts of basic
information 〈q, qu, r, ru〉, where q is a query, r is
the response corresponding to q, and qu or ru in-
dicates user ID who posted the query or response.
If the profile of ru is accessible from his or her
home page, we tagged the query-response pair
with group linguistic label obtained from ru’s pro-
file. According to the group linguistic label, the 5
million query-response pairs were split into two
subsets: one subset includes 4 million pairs with-
out group linguistic label, the other is composed of
about 1 million labeled pairs. We take the 4 mil-
lion pairs to pre-train the models, and the details

will be given in Subsection 4.3. For the 1 million
labeled pairs that used in group linguistic bias ex-
periments, we firstly sampled 2,000 labeled pairs
as testing data, and then sampled training and val-
idation data from the remaining pairs. The sizes
of training and validation sets are illustrated in Ta-
ble 2.

Train
male 483,228

female 482,915

Valid
male 8,052

female 8,091

Table 2: Data Description

Notice that there is no overlap among pairs in
training, validation, and testing sets.

4.2 Baselines

We consider the following baselines in our exper-
iments.

S2S: the standard Seq2Seq model (Sutskever
et al., 2014; Bahdanau et al., 2014).

GLBA-Static: to verify the effectiveness of the
gate in GLBA-NRG, we keep the attention module
but remove the gate which is specially designed
to weight gender embeddings. Thus, the atten-
tion module only contributes to the output, with
no effect on the gender embeddings. The gen-
der embeddings are injected into the decoder as
their weights equal 1.0. This baseline is an vari-
ant of our GLBA-NRG model. It should be noted
that, the GLBA-Static model is equivalent to the
speaker model proposed by (Li et al., 2016).

For the sake of comparison, we rename our
GLBA-NRG model as GLBA-Dyna in order to
distinguish from GLBA-Static.

4.3 Training Protocols

Pre-Training: The 4 million query-response pairs
without group label were utilized to pre-train the
basic Seq2Seq model, to initialize the LSTM pa-
rameters including baselines and our approach.
This is based on the following considerations:

• To obtain better word embeddings benefiting
from a bigger dataset, which is trained from
random initialization;

• To accelerate convergence in the following
experiments since parameters are initialized
by a raw Seq2Seq conversation system (Er-
han et al., 2010);
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The S2S, GLBA-Static and GLBA-Dyna all fol-
low the training protocols below: 1) the encoder
is a 2-layer Bi-LSTM network with 1,000 hid-
den cells for each layer; 2) the decoder is a 1-
layer unidirectional LSTM network with 1,000
hidden cells; 3) the batch size is set to 128; 4)
use Adam optimizer with a fixed learning rate
0.0001; 5) parameters are initialized by sampling
from the uniform distribution [-0.1, 0.1]; 6) gradi-
ents are clipped to avoid gradient explosion with
a threshold of 1; 7) the vocabulary size is limited
to 100,000; 8) the dimensions of word and gender
embeddings are both 500.

In our experiments, S2S, GLBA-Static and
GLBA-Dyna use the same dataset, which consists
of 1 million query-response pairs with gender la-
bels (no overlapping with the 4 million query-
response pairs for pre-training). The details of
train/valid splitting are described in Table 2. No-
tice that when applying the dataset in S2S, we only
use query-response pairs and ignore group labels.

4.4 Evaluation Methods
According to (Liu et al., 2016), the perplexity
and BLEU metrics are not suitable for evaluating
the response generators, although they are widely
used in translation evaluation. Hence, we only use
the human judgement in our experiment.

We recruit 3 annotators for human evaluation.
The annotators are instructed to judge responses
from 2 aspects, response quality and accuracy.

Response Quality: The response quality refers
to whether a response is appropriate and attractive
to the input query. Three levels are assigned to a
response with scores of 0, +1, +2:

• Attractive (+2): the response is evidently a
vivid and informative response to the query;

• Neutral (+1): the response is plain and gen-
eral but suitable to the query;

• Unsuitable (0): it is hard or impossible to
find a scenario where the response is suitable.

To make the annotation task operable, the suit-
ability of generated responses is judged from the
following four criteria:

(a) Grammar and Fluency: Responses should
be natural language and free of any fluency or
grammatical errors;

(b) Logic Consistency: Responses should be
logically consistent with the test query;

(c) Semantic Relevance: Responses should be
semantically relevant to the test query;

(d) Vividness: Responses are vivid and
information-rich but should not contradict the first
three criteria;

If any of the first three criteria (a), (b), and (c)
is contradicted, the generated response should be
labeled as “Unsuitable”. The responses that con-
form to the first three criteria (a), (b), and (c) but
general or flat should be labeled as “Neutral”. The
responses that completely satisfy the four criteria
(a), (b), (c), (d) should be labeled as “Attractive”.

Accuracy: Besides the measure of response
quality, we also consider whether a response cor-
responds to its expected group category (as input
to the model). For GLBA-NRG models (GLBA-
Static and GLBA-Dyna), we ask the annotators to
provide a rating score 0, 1 for the judgement.

S2S, GLBA-Static and GLBA-Dyna generate
B = 30 responses separately using the beam
search algorithm described in Section 3.4. Re-
sponses generated by different models are pooled
and randomly shuffled for each annotator.

4.5 Results & Analysis

Table 3 shows an overall evaluation by calculating
the average score of the generated responses. It
is clear that GLBA-Dyna outperforms the baseline
models, whose average score is up to 1.404, while
others’ scores are both below 1.0. This means that
the responses generated by GLBA-Dyna are gram-
matical and query-relevant, and also possess vivid-
ness which is crucial for making chatbots attrac-
tive to users.

Method Average Score
S2S 0.923

GLBA-Static 0.944
GLBA-Dyna 1.404

Table 3: Average Score of Human Evaluation.

Table 4 details the human evaluation scores
of generated responses from all approaches in
this paper. Compared with S2S, GLBA-NRG
models (GLBA-Static and GLBA-Dyna) achieve
higher scores on responses labeled as “+2”, es-
pecially GLBA-Dyna. This phenomenon demon-
strates that GLBA-NRG models generate more
vivid and informative responses. The improve-
ment on vividness is ascribed to the group linguis-
tic bias of GLBA-NRG models.
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Method
Score

0 +1 +2
S2S 14.56% 78.56% 6.88%

GLBA-Static 17.56% 70.50% 11.94%
GLBA-Dyna 8.22% 43.11% 48.67%

Table 4: Human annotation results for responses
quality. The grade evaluation criteria is described
in detail in Section 4.4.

As illustrated in Table 4, in contrast to S2S,
GLBA-Dyna increases 41.79% on “+2” responses
and reduces 35.45% on “+1” ones, while GLBA-
Static achieves ∼5% improvement on “+2” re-
sponses. Since both GLBA-Static and GLBA-
Dyna introduce the group linguistic features as in-
puts, this phenomenon is ascribed to the different
strategies of controlling group linguistic biases.
That means the proposed mechanism biasing the
general S2S probability distribution is more effec-
tive for incorporating the linguistic features, which
renders the responses vivid. On one hand, the
proposed mechanism dynamically explore possi-
ble positions for keywords that implied gender, on
the other hand, it is dynamically aware of which
keyword is suited in such a position. Under this
mechanism, GLBA-Dyna could select out lively
and cute words to make responses vivid.

All models have a proportion of unsuitable re-
sponses (labeled as “0”) ∼10% but GLBA-Static
generates more bad responses (17.56%). After
checking its bad responses, we find that GLBA-
Static tends to generate swear words for most
queries as male, and tends to generate “Uh Hmm”
for most queries as female. This observation could
be ascribed to the fact that the GLBA-Static model
takes the external bias (as the gender embedding)
as an input augmentation in every time-step of re-
sponse generation without dynamic switch. Since
only the keywords in one response need such ex-
ternal bias to demonstrate the group distinction,
it’s unwise to apply external bias in the whole pro-
cess of response generation. In other words, over-
weighted group bias excessively intervene in the
word distribution when decoding, which leads to
less correlation between the response and query.
Therefore, the responses from GLBA-Static have
no much remarkable variation in the quality com-
pared with S2S.

To validate the capability of our model on gen-
erating group linguistic biased responses, this pa-

per evaluates whether the gender inferred from
the generated response is consistent with the pre-
defined gender label. Table 5 illustrates the evalu-
ation results.

Method Accuracy
S2S -

GLBA-Static 0.340
GLBA-Dyna 0.493

Table 5: Gender Consistency Results.

It can be seen that the proposed model GLBA-
Dyna achieves 49.3% on accuracy, which in-
dicates that half of the responses generated by
GLBA-Dyna are consistent with the input gender
linguistic bias. Comparing with the 34.0% ac-
curacy of GLBA-Static, our model GLBA-Dyna
is more effective on controlling the gender lin-
guistic bias in response generation. The reason
is that GLBA-Dyna moderates the gender embed-
ding information and dynamically regulates three
factors’ weights, current hidden state of decoder,
query context and gender embeddings, to produce
more suitable and reasonable responses. Instead,
GLBA-Static deactivates the gate so it can not con-
trol the external bias spontaneously.

4.6 Case Study

As is shown in Figure 2, S2S could generate re-
sponses relevant to queries but very few of them
is appealing to users since basically they are ac-
knowledgements of the queries and do not make
any new points to interact with the users. In com-
parison, the responses generated by both GLBA-
Static and GLBA-Dyna are more interesting while
keeping the relevance with the queries. We
find that GLBA-Dyna generates responses with
richer information, compared with GLBA-Static.
More importantly, GLBA-Dyna responses exhibit
prominent distinction of language styles between
males and females, on both semantic and syntac-
tical level. We believe this attributes to the gen-
der distinction aware dynamic switch mechanism
in GLBA-Dyna decoder.

In Figure 3, we visualize the gender gate of each
time-step in response generation, to illustrate the
dynamic controlling process of the gender distinc-
tion in GLBA-Dyna model. The different shades
of red reflect the degrees of the gate activation.
It can be seen that the gender gate is strongly
activated in the position where the keywords in-
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Query Reponse(Original) Response(Translated)

It is around minus 10 degrees here.

Female Poor child…

Male That is so cold.

Female
Wow that is so cold.

We do not even need to wear down jackets here.

Male That is so cold. Keep warm.

I would like to do so. I really miss you.

Female Yeah let us play it once you are back.

Male Yeah let us do it, dude.

Female
That is great!

We can play it together once you are back.

Male
Yeah let us do it bro.

Do you wanna play it at my place?

Yeah it is.

Female Thank you, darling.

Male Thanks for asking.

Female Ok I see, my dear.

Male Thanks for asking, dude.

Model

It feels so bad to get ill.

We should cherish the life when we are

healthy.

S2S

GLBA-Static

GLBA-Dyna

It has been below zero degrees for long.

S2S

GLBA-Static

GLBA-Dyna

OKOK

OK. I would really like to

play Mahjong tonight.

S2S

GLBA-Static

GLBA-Dyna

Figure 2: Cases selected from the testing set.

Query Gender Response

Male

Female

Female

Male

Male

Female

OKOK

Figure 3: Gate activation of each time step by GLBA-Dyna.

fer gender distinguishable information. The fact
that the gate value of the same word varies with
gender label corroborates the effectiveness of dy-
namic gate activation. In other words, our gate is
able to use gender information to control the re-
sponse generation.

5 Conclusion

In this paper, we have presented a group linguistic
bias aware neural response generation model, so as
to tackle the talking style customization problem
in chatbot implementation. The contributions of
our work can be summarized as follows.

a) Instead of modeling and adopting the lan-
guage style of each individual, this paper proposes
to learn the linguistic biases of human groups and
introduce such biases into the response generator,
which makes the style in responses more explicit
and reliable;

b) We have designed a special neural compo-
nent that is able to dynamically control the impact
of the introduced group linguistic bias in each gen-
eration step, to select the keywords reflecting lan-
guage styles, rather than rigidly enforcing linguis-
tic bias for each word.
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Abstract

For Chinese word segmentation, the large-
scale annotated corpora mainly focus on
newswire and only a handful of anno-
tated data is available in other domains
such as patents and literature. Consider-
ing the limited amount of annotated tar-
get domain data, it is a challenge for seg-
menters to learn domain-specific informa-
tion while avoid getting over-fitted at the
same time. In this paper, we propose
a neural regularized domain adaptation
method for Chinese word segmentation.
The teacher networks trained in source do-
main are employed to regularize the train-
ing process of the student network by pre-
serving the general knowledge. In the ex-
periments, our neural regularized domain
adaptation method achieves a better per-
formance comparing to previous methods.

1 Introduction

As the Chinese text comes without word delim-
iters, the Chinese word segmentation becomes a
necessary step towards further syntactic analy-
sis. With the evolving of statistical word seg-
mentation techniques (Peng et al., 2004; Kiat Low
et al., 2005; Zhang and Clark, 2008), some of
the state-of-the-art systems (Sun, 2011; Hatori
et al., 2012) reported high accuracy in large-
scale annotated dataset (Xue et al., 2005; Emer-
son, 2005). However, as large-scale annotated
corpora mainly focus on domains like newswire,
it often brings a significant decrease in perfor-
mance when we directly apply models trained on
these corpora to other domains (Liu and Zhang,
2012; Li and Xue, 2014; Qiu and Zhang, 2015).
Such a problem is mainly due to the differences
in distributions between the training (source do-

main) and testing (target domain) data, and well-
known as domain adaptation. In this paper, we
focus on the fully-supervised domain adaptation
(Daume, 2007) where large-scale annotated cor-
pora of source domain and only a handful of an-
notated data of target domain are available. As
the annotated data in target domain is often insuf-
ficient to train a effective model, the key problem
is how to fully explore the information contained
in the target domain data and avoid getting over-
fitted at the same time.

Regularization is often employed in previous
domain adaptation methods to escape the trap of
over-fitting. Blitzer et al. (2007); Rozantsev et al.
(2016) introduced loss functions that prevent cor-
responding weights from deviating significantly
from the source model parameters. Kullback-
Leibler divergence was added to force the feature
distribution from adapted model to be close to that
from the unadapted model (Yu et al., 2013). Ganin
et al. (2016) adopted adversarial training to en-
sure that the feature distributions over the differ-
ent domains are close to each other. In this paper,
we employ a neural regularized domain adaption
method based on Knowledge Distillation (Bucilu
et al., 2006; Hinton et al., 2015) for Chinese word
segmentation.

Knowledge distillation is first designed and pro-
posed to do model compression (Bucilu et al.,
2006; Hinton et al., 2015), where a teacher model
and a student model is involved. The teacher
model is a complex model and trained on large-
scale annotated data. The student model is a small
model and trained by mimicking the output of the
teacher model. Because knowledge distillation is
able to transfer knowledge between models, this
method is extended and applied to other tasks. Li
and Hoiem (2016) adopted this method to gradu-
ally add new capabilities to a multi-task system.
Hu et al. (2016) transferred the knowledge of first-
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Figure 1: The model trained on newswire data
makes mistakes on patent data.

order logic rules to enhance neural networks.
Domain adaptation is also explored by using

knowledge distillation. Ao et al. (2017) utilized
the unlabeled data to transfer the knowledge from
the source models. Support Vector Machine is
used as base classifier to efficiently solve the im-
itation parameter. Ruder et al. (2017) employed
a measure for obtaining the trustworthiness of a
teacher model. However, previous work mainly
focus on semi-supervised domain adaptation of
sentiment analysis, while we explore the fully-
supervised domain adaptation of Chinese word
segmentation.

In the domain adaptation for Chinese word seg-
mentation, two kinds of domain adaptation tasks
have been explored. One is annotation standard
adaptation (Jiang et al., 2009; Chen et al., 2017),
which explores the common underlying knowl-
edge between the corpora with different annota-
tion standards. The other is document type adapta-
tion (Liu and Zhang, 2012; Liu et al., 2014; Zhang
et al., 2014; Qiu and Zhang, 2015; Li and Xue,
2016), such as using newswire document to label
novel (Liu et al., 2014).

In this paper, we focus on the document type
adaptation which is a challenging problem in
many real-world applications. As shown in Fig. 1,
the model trained on publicly available newswire
data outputs incorrect segmentation for patents.

In the previous work of this task, lexicons were
proved effective for improving cross-domain per-
formance (Zhang et al., 2014; Liu et al., 2014).
Cross-domain features were explored to capture
the characteristics of distributions utilizing unla-
belled data in both source and target domain (Liu
and Zhang, 2012; Li and Xue, 2016). However,
previous methods mainly focus on feature-based
methods utilizing unlabelled data or external re-
sources such as lexicons. How to utilize a handful
of annotated target domain data is still under ex-
ploration.

In this paper, we propose a neural regularized
domain adaption method for Chinese word seg-

mentation. A neural segmenter trained with source
domain data is employed as the teacher model. A
student model is then trained with target domain
data under the regularization from the teacher
model. The regularization retains the general in-
formation from source domain and prevents the
student model from over-fitting during the target
domain-specific training. Our contributions are as
follows:

(1) we propose a neural method for fully-
supervised domain adaptation of Chinese word
segmentation and show its effectiveness in the ex-
periments.

(2) we perform our neural domain adaptation
method with different hyper-parameters and show
it works as an neural regularization.

(3) we analyse the results showing that our
method explores the domain-specific information
and preserves the general knowledge at the same
time.

(4) we propose a split of CTB9 data and perform
domain adaptation experiments on the CTB9.

2 Method

2.1 Fully-supervised Domain Adaptaion

In the fully-supervised domain adaptation of Chi-
nese word segmentation, one or multiple source
domains {Ds1 , · · · , Dsi} are provided with one
target domain Dt. In each source domain, a
trained model Ti or a large-scale of annotated
sentences {(x1, y1), · · · , (xni , yni)} are available.
While only a handful of annotated target domain
sentences {(x1, y1), · · · , (xnt , ynt)} are provided,
where we have ni >> nt. In the domain adapta-
tion, we aim at training a model that works well on
the target domain. As the amount of target domain
annotated data is limited, we are forced to explore
both the general information of the source domain
and the domain-specific information of the target
domain.

2.2 Baseline Segmenter

In this paper, we take the convolutional neural
segmenter as our baseline model because that (1)
same as previous baseline models, convolutional
neural segmenters take Chinese word segmenta-
tion as sequence labelling task (Xue, 2003); and
(2) previous baseline segmenters (Liu and Zhang,
2012; Zhang et al., 2014; Li and Xue, 2016) are
limited with local features. Therefore, it may be
unfair to take recurrent networks with long-range
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dependence as rival; (3) the performance of convo-
lutional neural segmenter is comparable with pre-
vious baseline segmenters.

The architecture of our baseline model is sim-
plified from (Chen et al., 2016), we remove the
highway, recurrent and k-max pooling layer. And
it is equivalent to a feed-forward neural network
(Collobert et al., 2011) with multiple window
sizes. We take the convolutional neural segmenter
as an example, but our method is not limited by
the architecture of neural segmenters.

The basic unit of convolutional neural networks
(CNN) is filters (Kim, 2014), a filter of window
size w is represented as m ∈ Rw×d where d is the
size of embeddings. Let x refers to the concate-
nate of w character embeddings. Then features ci

from a filter i is generated by:

ci = f(m⊗ x + b), (1)

where ⊗ is convolution operator, m and b are the
weight matrix of filter and bias, f is the non-linear
function such as ReLU in our network. And for
each window size, multiple filters are applied to
generate multiple feature maps which are concate-
nated together. Then a softmax layer is appended
for predicting the label of each character. Our neu-
ral word segmenter regards Chinese word segmen-
tation as a sequence labelling task. The segmenter
adopts BIES (Begin, Inside, End, Single) four la-
bels scheme which represents the position of char-
acter inside a word. During the training phase,
the cross-entropy cost function is used. And dur-
ing the testing phase, the label sequences are con-
structed through beam search.

2.3 Neural Regularization

As shown in Fig. 2, the architecture of our neu-
ral regularization strategy consists of a teacher
network and a student network. Both of them
can be arbitrary neural network structures, and we
take our baseline segmenter as an example. The
teacher network can be obtained in two ways: (1)
a provided source domain segmenter; or (2) a seg-
menter trained by provided annotated source do-
main data. And we aim at utilizing the teacher
network softmax(fT (x)) with a handful of tar-
get domain data (x1, y1), · · · , (xnt , ynt) to train a
student network softmax(fS(x)) that works well
in target domain.

The process of training is as following: (1) a
sentence is feeded into the teacher network and

the soft label distribution of each character sT is
predicted by the teacher network as:

sTij = softmax(fT (xij)/T ), (2)

where xij is the j-th character of i-th sentence, T
is a hyper-parameter named temperature to control
the smoothness of the soft label distribution and
smooth the regularization. (2) similar with step
1, the sentence is also feeded into the student net-
work. The label distribution pS and a smoothed
version sS are predicted for each character by the
student network as:

pSij = softmax(fS(xij)), (3)

sSij = softmax(fS(xij/T )), (4)

(3) train the student network with the annotated
target domain data using the loss function as:

`seg =
1
n

∑
i,j

−yij log pSij , (5)

`re =
1
n

∑
i,j

−sTij log sSij , (6)

arg min
θ

` = α`seg + (1− α)`re, (7)

where `seg is the supervised loss, `re is the regu-
larization loss from the teacher network, θ is the
parameters in the student network, α is a hyper-
parameter balancing the supervised loss and reg-
ularization. Our neural regularization for Chinese
word segmentation can be easily applied to multi-
ple source domain scenario as:

`seg =
1
n

∑
i,j

−yij log pSij , (8)

`rem =
1
n

∑
i,j

−sTm
ij log sSij , (9)

arg min
θ

` = α1`seg +
∑
m

αm`rem , (10)

s.t. α1 +
∑
m

αm = 1, (11)

where `rem is the regularization loss from the m-
th teacher network. The amount of target domain
data is insufficient to train a model that generalizes
well directly. In our neural regularized method,
the neural regularization loss from the teacher
network prevents the student network from over-
fitting in the target domain and protects the general
information from the domain-specific training.
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Figure 2: The architecture of our neural regularization strategy for the domain adaptation of Chinese
word segmentation.

Our neural regularization is different from the
traditional regularization used in the domain adap-
tation such as weights regularization (Blitzer et al.,
2007; Rozantsev et al., 2016). The weights regu-
larization works as a global setting that prevents
any weights deviating from source domain mod-
els. Our neural regularization is more meticulous
and tunes the loss of each sample respectively.

3 Experiments

3.1 Dataset

Following previous Chinese word segmentation
domain adaptation methods, we employ the Chi-
nese Treebank (CTB) (Xue et al., 2005) as the
source domain data. The Patent (Li and Xue,
2014) and Zhuxian (Zhang et al., 2014) are used
as the target domain data. The patent is often
a description of a specifically designed system,
which contains a high concentration of technical
terms. Zhuxian is a Internet novel and has a differ-
ent writing style comparing to CTB. Zhuxian also
contains many novel specific named entity. The
statistics of the data is shown in Table 1. It is obvi-
ous that the amount of source domain data is much
larger than target domain data.

We also perform our method between different
genres of CTB9. The Newswire (nw) in CTB9
is chosen as the source domain data. The We-
blogs (wb), SMS/Chat messages (sc) and conver-
sational speech (cs) are employed as the target do-
main data. We split each genre into train, devel-
opment, test set, and the filelist is shown in Table
3. The statistics of the data is shown in Table 2.
Note that in the CTB9, the source domain nw is
not significantly larger than target domain such as
wb, cs. The nw is even smaller comparing to sc.

Type Sec. Source Target
CTB5 CTB7 Patent Zhuxian

sent. train 18k 36k 11k 2.4k
words. 641k 839k 345k 67.6k
sent. dev. 0.35k 4.8k 1.5k 0.79k

words. 6.8k 120k 46.2k 20.4k
sent. test 0.35k 11k 1.5k 1.4k

words. 8.0k 241k 48.4k 34.4k

Table 1: Statistics of source and target datasets

Type Sec. CTB9
nw wb sc cs

sent. train 8.1k 8.3k 35.2k 12.7k
words. 197k 167k 242k 124k
sent. dev. 1.1k 0.80k 4.3k 1.9k

words. 26.5k 21.3k 30.6k 17.6k
sent. test 1.1k 1.1k 4.5k 2.1k

words. 26.7k 21.7k 30.6k 18.9k

Table 2: Statistics of genres used in our experi-
ments. nw refers to Newswire. wb, sc and cs re-
fer to Weblogs, SMS/Chat messages and conversa-
tional speech.

3.2 Hyper-Parameter Settings

In the experiments, the hyper parameters are cho-
sen through grid search. The filters are set to 300
feature maps for each window size ranging from 2
to 5 characters. A dropout of 50% is adopted. The
size of unigram and bigram character embeddings
is 200 with a 20% dropout.1 The training is done
through stochastic gradient descent with Adadelta
(Zeiler, 2012). The hyper-parameter T is set to 2.
The α is set to 0.4 for Zhuxian 300s and CTB9
Weblogs, 0.5 for Patent 10, 0.6 for CTB9 conver-
sational speech, Zhuxian 600s and Patent 20, 0.7
for Patent 100, 0.8 for CTB9 SMS/Chat messages

1We use the bigram embedding following the implements
of (Zhang et al., 2016).
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Genres Sec. ID list

nw dev. 4041-4045, 0924-0927, 0830-0857, 0531-0535, 0443-0448, 0254-0288.
test 4046-4050, 0928-0931, 0858-0885, 0536-0540, 0449-0454, 0289-0325.

wb dev. 4332-4336.
test 4337-4411.

sc dev. 6548-6623.
test 6624-6700.

cs dev. 7014-7015.
test 7016-7017.

Table 3: The split filelist of each genre. We only list the filelist of development and test data. The rest of
data in each genre is used as training data.
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Figure 3: The results of our neural regular-
ized method under different hyper-parameter α in
Zhuxian development data.

according to the performance on the development
set. 2 The beam size of beam search is 10. We
pre-train the embeddings using the publicly avail-
able Chinese Wikipedia corpus with word2vec.
The teacher network and student network share the
same architecture and hyper-parameter setting for
simplicity.

3.3 Regularization Weights

For the traditional weight regularization, a hyper-
parameter is often included to control the degree
of regularization. When the network is regularized
heavily, it often leads to under-fitting. While slight
regularization may lead to over-fitting. In this sec-
tion, we employ experiments to explore the effec-
tiveness of the balancing hyper-parameter α used
in our neural regularization. We want to know how
the hyper-parameter α influences the performance

2Patent 10, Patent 20 and Patent 100 refer to the 10%,
20% and 100% of the Patent training data. Zhuxian 300s
and Zhuxian 600s refer to the 300 and 600 sentences of the
Zhuxian training data.

0.2 0.4 0.6 0.8

alpha

93.0

93.5

94.0

94.5

95.0

95.5

F1
 s

co
re

Patent10
Patent20

Figure 4: The results of our neural regular-
ized method under different hyper-parameter α in
Patent development data.

of our method.
We perform our method in experiments between

both CTB5 to Zhuxian and CTB7 to Patent. The
hyper-parameter settings of the segmenter is same
as mentioned in Sec. 3.2. The hyper-parameter α
is searched ranging from 0.1 to 0.9 with a step size
of 0.1. The results of CTB5 to Zhuxian and CTB7
to Patent are shown in Fig. 3 and Fig. 4.

Take CTB5 to Zhuxian as an example, we train
our teacher network with training data from CTB5
and perform our neural domain adaptation method
to a student network using Zhuxian 300s and
Zhuxian 600s. For both Zhuxian 300s and Zhux-
ian 600s data, the performance of our student net-
work first improves and then decreases with the
increasing of hyper-parameter α. The decrease of
performance is similar to traditional regularization
with heavy or insufficient regularization.

And the best performance on the development
is achieved in α = 0.6 for Zhuxian 600s, α = 0.4
for Zhuxian 300s. Note that a higher α makes the
student network more focus on the target domain.
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Methods P R F1
(Li and Xue, 2016)
Baseline 86.10 86.30 86.20
Patent 100 94.96 95.19 95.08
Ours
Baseline 86.31 86.30 86.31
Mix Patent 100 94.56 94.39 94.47
Patent 100 95.13 95.26 95.20
+Patent 10 94.57 94.54 94.56
+Patent 20 94.95 95.09 95.02
+Patent 100 95.57 95.81 95.69

Table 4: The results between CTB7 and Patent.
Patent 10, Patent 20, Patent 100 refers to 10%,
20%, 100% of Patent train set. Mix refers to the
method of training the model with mixed training
data from Source and Target.

The best development performance is achieved
with different α is quite reasonable, because when
the target domain data is becoming more and more
sufficient, we can rely more on target domain data.
And when the target domain data is sufficient to
train a effective model by itself, we can use α =
1.0 to turn off the regularization finally.

The similar results can also be found in the ex-
periments between CTB7 to Patent 10 and Patent
20. The best preformance of the student network
is achieved when α = 0.5 for Patent 10, α = 0.6
for Patent 20.

3.4 Main Results
From CTB7 to Patent
We compare our neural regularized method with
models from (Li and Xue, 2016) for the adapta-
tion from CTB7 to Patent. The results are shown
in Table 4. The performance of Baseline refers to
the target domain performance of a baseline seg-
menter trained on source domain without any do-
main adaptation method. Li and Xue (2016) use
a CRFs model as baseline model and improve the
model from (Li and Xue, 2014). As shown in Ta-
ble 4, the performance of our baseline model is
comparable with their baseline model.

Li and Xue (Li and Xue, 2016) propose
manually-crafted features to explore the domain-
specific information in the patents and improve
the accuracy of Chinese patent word segmenta-
tion. The manually-crafted features can be divided
into In-domain features and Out-of-domain fea-
tures. These features are used to model both the
domain-specific characters combination and com-
mon cross-domain characteristics. They use the
train set of Patent to train their model and the re-

Methods P R F1
(Zhang et al., 2014)
Baseline - - 87.71
+Self-Training - - 88.62
+300 - - 92.44
+300 +Self-Training - - 93.24
+3K +300 - - 93.27
+3K +300 +Self-Training - - 93.98
+600 - - 93.09
+600 +Self-Training - - 93.77
Ours
Baseline 85.91 85.05 85.48
Mix 300 92.08 91.42 91.75
Mix 600 93.14 92.69 92.92
+300 93.61 93.30 93.45
+600 94.43 94.11 94.27

Table 5: The results between CTB5 and Zhuxian

sult is shown as Patent 100.
We employ the baseline model trained on the

source domain as the teacher network and apply
our neural regularized domain adaptation method
to the student network with target domain data.
Our method achieves a comparable performance
with their model using only 20% of the Patent train
set. We also list the performance of our method
with 10%, 100% Patent train set as +Patent 10 and
+Patent 100. As the target domain data is often
considered much ‘expensive’ comparing to pub-
licly available source domain data, it is better to
use as less target domain data as possible.

From CTB5 to Zhuxian

We also compare our methods with methods from
(Zhang et al., 2014) for the adaptation from CTB5
to Zhuxian. The results are shown in Table 5.
For (Zhang et al., 2014), manual annotated lexicon
3K, self-training and two train set with 300/600
sentences are adopted. The annotated lexicon is
used as plugins to the model for different do-
mains through feature templates. The self-training
method uses the model with lexicon features to la-
bel target domain sentences. Then the automati-
cally labelled sentences are combined with source
domain data to extend the training data. The anno-
tated target domain sentences are directly mixed
with source domain data as training data.

We train our teacher network with CTB5 train-
ing data and apply the teacher network to regu-
larize the target domain specific training of the
student network with our neural regularized do-
main adaptation method. Although Zhang et al.
(2014) employ a joint model of word segmenta-
tion and POS tagging as baseline model, which
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is stronger than our single-task baseline model.
Our neural regularized domain adaptation method
still achieves a better result under the same tar-
get domain resources. It shows the effectiveness
of our neural regularization method on exploring
target domain information and preserving general
knowledge.

3.5 Result Analysis
In this section, we show and analyse the results
of different model on the target domain test data.
We take the Patent as an example and pick three
sentences from the test set of Patent as shown in
Fig. 5. The Baseline in the figure refers to a base-
line segmenter trained on source domain without
any domain adaptation method. The Patent20 in
the figure refers to a baseline segmenter trained on
target domain data Patent 20 without any regular-
ization from source domain. Our method refers to
the model trained with our neural regularized do-
main adaptation method utilizing both the source
domain teacher network and target domain data.

Take the third sentence as an example, the
meaning of this sentence is “after the blank rod
is sent,”. This sentence contains both domain-
specific words like “blank”, “rod” and general
words such as “after”, “is sent”. The Base-
line is trained on source domain lacking the
target domain-specific information, and there-
fore, makes mistakes when handling the domain-
specific words. For example, the Baseline did not
segment the “blank” and “rod” correctly in the
third sentence.

The Patent20 is trained on target domain data,
but the training data is insufficient and leads to the
lack of general knowledge. As shown in the figure,
the Patent20 segments the domain-specific words
correctly while makes mistakes when facing the
general words. The Patent20 did not segment the
general word “is sent” correctly.

Finally, with our neural regularized domain
adaptation method, the neural model segments
both domain-specific and general words correctly.
It shows that our method explores the domain-
specific information and preserves the general
knowledge at the same time. The similar results
can also be observed in other two sentences.

3.6 Experiments on the CTB9
We also perform our method between different
genres of CTB9 as shown in Table 6. As men-
tioned in Sec. 3.1, in the CTB9, the source domain

nw − > wb
Methods P R F1
Baseline 86.45 88.04 87.24
Target only 90.90 89.67 90.28
Mix 92.64 92.41 92.52
Our method 92.91 92.40 92.65

nw − > sc
Methods P R F1
Baseline 80.49 80.98 80.74
Target only 94.93 94.21 94.57
Mix 94.93 94.66 94.80
Our method 94.92 94.91 94.92

nw − > cs
Methods P R F1
Baseline 82.86 82.21 82.53
Target only 95.94 95.64 95.79
Mix 96.10 96.02 96.06
Our method 96.32 96.68 96.50

Table 6: The experiment results of CTB9 between
nw and wb, sc, cs genres.

data is not significantly larger than target domain
data. The nw, wb, sc, cs refer to Newswire, We-
blogs, SMS/Chat messages, conversational speech
respectively. The nw is chosen as the source do-
main data and the others are employed as the target
domain data.

The Baseline refers to the target domain per-
formance of a baseline segmenter trained with the
Newswire data. The Target only refers to the tar-
get domain performance of a baseline segmenter
trained with the target domain data only. The Our
method refers to the performance of our neural
regularized domain adaptation method.

Because few previous methods are adopted in
CTB9, we only compare our method with a base-
line model trained on source domain and a base-
line model trained on target domain providing the
performance of our method for further compar-
ision of domain adaptation methods in the fu-
ture. Our method achieves improvement over both
Baseline and Target only.

4 Related Work

Domain adaptation can be roughly divided into
the fully-supervised and the semi-supervised do-
main adaptation (Daume III, 2007). Much work
has been done in this area. For example, in the
fully-supervised scenario, the well-known method
Easy Adaptation is proposed to augment the fea-
ture space of both source and target data and then
the combined feature space is used to train cross-
domain model(Daume III, 2007). Daumé III et al.
(2010) then proposed a semi-supervised extension
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Figure 5: The results of different model on the same three test sentences of the Patent.

of the Easy Adaptation, which harnesses unla-
beled target domain data to ameliorate the transfer
of information from source to target.

Knowledge Distillation is first proposed to com-
press the knowledge of a source model (Bucilu
et al., 2006) into a smaller target model. Hinton
et al. (2015) developed this approach using a dif-
ferent compression technique. (Lopez-Paz et al.,
2015) proposed a framework unifying Knowledge
Distillation (Hinton et al., 2015) and privileged
information (Vapnik and Izmailov, 2015). As
Knowledge Distillation is able to transfer knowl-
edge, it has been extended to other tasks. Li and
Hoiem (2016) adopted a method to gradually add
new capabilities to a multi-task system while pre-
serve the original capabilities. Hu et al. (2016)
employed Knowledge Distillation to enhance vari-
ous types of neural networks with declarative first-
order logic rules. Ao et al. (2017) utilized the un-
labeled data to transfer the knowledge from the
source models and SVM was used as base clas-
sifier to efficiently solve the imitation parameter.

For Chinese word segmentation, previous
works mainly focused on semi-supervised domain
adaptation methods. Unsupervised character clus-
tering feature and self-training method were ex-
plored (Liu and Zhang, 2012). The partially-
annotated data was found to be more effective than
lexicons based features (Liu et al., 2014). The
effectiveness of manually annotated lexicons and
sentences were explored and compared (Zhang
et al., 2014). Li and Xue (2014) designed In-
domain and Out-of-domain features to capture the
distributional characteristics in patents and anno-
tated a significant amount of Chinese patent data
(Li and Xue, 2016). Qiu and Zhang (2015) re-
duced the burden of the manually annotated lex-

icons by mining entities in Chinese novel with in-
formation extraction techniques.

5 Conclusion

In this paper, we focus on the fully-supervised do-
main adaptation for Chinese word segmentation
and propose a neural regularized domain adapta-
tion method. As the amount of annotated data
in target domain is limited, it is insufficient to
directly train a effective model and avoid over-
fitting. In our method, teacher networks trained
in source domain are employed as general back-
ground knowledge to regularize the training pro-
cess of the student network.

We investigate that the effect of hyper-
parameter α is similar to the hyper-parameter of
traditional weights regularization. Then we eval-
uate our method in the adaptation of two tar-
get domain datasets, from CTB5 to Zhuxian and
from CTB7 to Patent. Experiments show that our
neural regularized domain adaptation method can
achieve improved performance with previous do-
main adaptation methods. We also analyse the
results and display some examples, which shows
that our method explores the domain-specific in-
formation and preserves the general knowledge at
the same time. Finally, we apply our method to
different genres of CTB9 and provide the results
for further comparision in the future.
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Abstract

Sub-character components of Chinese
characters carry important semantic
information, and recent studies have
shown that utilizing this information
can improve performance on core se-
mantic tasks. In this paper, we
hypothesize that in addition to seman-
tic information, sub-character compo-
nents may also carry emotional infor-
mation, and that utilizing it should im-
prove performance on sentiment analy-
sis tasks. We conduct a series of ex-
periments on four Chinese sentiment
data sets and show that we can sig-
nificantly improve the performance in
various tasks over that of a character-
level embeddings baseline. We then fo-
cus on qualitatively assessing multiple
examples and trying to explain how the
sub-character components affect the re-
sults in each case.

1 Introduction
Chinese characters are composed of one or
more components, which may have a phonetic
or semantic meaning. A special type of compo-
nent is a radical, which is the component under
which a character is traditionally listed in the
dictionary. Radicals, in particular, often carry
a semantic meaning. For example, the charac-
ter 媽 (mā, “mother”) is composed of the se-
mantic component, which is also the radical,
女 (nǔ, “female”) and the phonetic component
馬 (mǎ, “horse”).

Recently, there has been growing focus
on utilizing sub-character components, such
as radicals, in natural language processing.
These components can carry intrinsic semantic

information that complements the contextual
information that is utilized, e.g., in building
word embeddings. It has been shown that em-
beddings which are constructed with a com-
bination of radical, character and word level
granulairty outperform those that lack the ra-
dical information on classical semantic tasks
such as analogy and paraphrasing (Sun et al.,
2014; Li et al., 2015; Yin et al., 2016; Yu et al.,
2017).

In this paper, we explore the hypothesis
that in addition to the sort of hard seman-
tic tasks that they have so far been applied to,
sub-character components can also carry sen-
timent-related or emotional information, and
therefore should be useful in sentiment ana-
lysis as well. In particular, we have in mind
three types of sentiment-related information in
semantic components:

1. Components that have a specific pola-
rity, such as 疒 (“disease”) which is gene-
rally found in negative characters, or 子
(“child”) which is somewhat more com-
mon in positive characters

2. Components that do not specify a pola-
rity, but specify subjectivity or emotional
content, such as 心 (“heart”) or 忄 (“he-
art” in vertical form)

3. Components that are objective, but be-
cause of human tendencies are more likely
to appear in characters that tend to ap-
pear in subjective context and may tend
towards a particular polarity or intensity,
such as 虫 (“insect”) or 贝 (“treasure”)

To test our hypothesis, we conduct expe-
riments on multiple Chinese datasets anno-
tated for sentiment or emotion, both at the
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word level and the phrase level, and show that
using various forms of sub-character informa-
tion significantly helps with correctly determi-
ning the sentiment of the text, and that com-
bining them achieves the best results.

2 Related Work

Work on sentiment analysis started in the mid
1990’s (Wiebe and Bruce, 1995; Hatzivassilo-
glou and McKeown, 1997), and initially relied
heavily on lexicon-based methods and applied
mostly to newswire data. Later on, statisti-
cal and distributional methods (Pang and Lee,
2005; Wilson et al., 2005; Socher et al., 2011)
became prevalent, most recently with Deep
Neural Nets (Tang et al., 2015; Poria et al.,
2015; Qian et al., 2017). The domain of inte-
rest has also shifted, from newswire to social
media, in particular blogs (Mei et al., 2007; Yu
and Kübler, 2011) and microblogs (Go et al.,
2009; Agarwal et al., 2011; Kiritchenko et al.,
2014).

Although the availability of sentiment anno-
tated Chinese corpora is limited, Chinese lan-
guage sentiment analysis has also become an
active research area in recent years. Most work
in this area fits into three broad categories.
One approach relies on bilingual knowledge to
first translate the Chinese text into English
text, and then leverage the abundance of En-
glish resources for sentiment analysis (Wan,
2008). The second focuses on lexical-based
or rule-based sentiment scoring. For exam-
ple, Xianghua et al. (2013) classify the polarity
of the text using the HowNet lexicon, while
Zhang et al. (2009) use word dependency rules
to determine the sentiment of a sentence. The
third approach employs supervised learning on
a manually tagged dataset using specialized fe-
atures (Tan and Zhang, 2008) or on automa-
tically labeled data, e.g. Chinese tweets con-
taining unambiguous emoticons (Zhao et al.,
2012). Shared tasks relevant to Chinese senti-
ment analysis have become prevalent in recent
years, and include the SIGHAN 2015 task on
Topic-Based Chinese Message Polarity Classi-
fication (Liao et al., 2015), the IALP 2016 task
on Dimensional Sentiment Analysis for Chi-
nese Words (Yu et al., 2016b), and the upco-
ming IJCNLP 2017 task on Dimensional Sen-
timent Analysis for Chinese Phrases.

Work utilizing radicals and other sub-
character components is fairly uncommon.
One line of research which has become in-
creasingly popular is focused on augmenting
word- and character-level embeddings with
sub-character information. Sun et al. (2014)
and Li et al. (2015) used radicals to enhance
the C&W model (Collobert and Weston, 2008)
and the word2vec model (Mikolov et al., 2013),
respectively. Yin et al. (2016) and later Yu
et al. (2017) had shown that word embeddings
of the CWE variety (Chen et al., 2015) created
from a combination of word-level, character-
level, and sub-character-level information out-
performed those coming from a single granula-
rity level on semantic tasks. Yu et al. (2017),
in particular, show that in addition to radicals,
other sub-character components are useful as
well.

Ke and Hagiwara (2017) used embeddings
created from the radicals of characters and
used them in sentiment classification. They
showed that their model performs as well
on this task with these embeddings as with
character-level embeddings, which require a
higher-dimensional model and many more pa-
rameters. This is the only work, to our kno-
wledge, which uses sub-character components
for a sentiment task. Their work differs from
ours in several ways, the most important being
that they aim to use the radical-level embed-
dings instead of the character-level ones, sho-
wing that they can replicate the performance
with fewer parameters; in contrast, our work
investigates whether or not sub-character com-
ponents contain useful sentiment information
beyond that of contextual embeddings, and
shows that they complement one another. In
addition, we explore the use of non-radical
components, in addition to radicals.

The only work, to our knowledge, which ma-
kes use not of a list of components but of the
order of strokes (Bishun), which are the ato-
mic units of Chinese characters, is by Mi et al.
(2016) who used the stroke order predict the
correct pronounciation of a character.

3 Approach

Since we are interested mostly in showing the
value of the sub-character information, our fo-
cus is on performing experiments with various
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tasks, data sets and representations, and less
on the model used in classification. We the-
refore perform all experiments with a single,
straightforward Neural Network (NN) archi-
tecture, described below. In addition to using
the radicals from a provided list, we devised
a second representation of sub-character com-
ponents, derived directly from the stroke order
of the character.

3.1 Character level Embedding
Word embeddings have been very popular in
recent years because of the significant impro-
vement they brought about in almost all the
subfields of NLP. Across these subfields, this
meant not only a good way of dealing with
the dimensionality problem, which is often en-
countered with one-hot encoding, but also a
completely unsupervised, i.e. cheap, solution
to create semantic spaces that encode most of
the relationships among words in the vocabu-
lary of a language.

The idea of encoding each word as a D-
dimensional vector is not new (Levy et al.,
2015); however, since the publication of the
word2vec (Mikolov et al., 2013) paper we fi-
nally have a method that encompasses the al-
gorithm together with the right negative sam-
pling approach and hyper-parameters. In the
paper, the authors explain that in order to
compute the vectors representing the words wi

of a certain vocabulary V (of dimension |V |), it
suffices to use a one hidden layer NN that tries
to predict the current word given the neighbo-
ring words (CBOW) or the other way around
(Skip-Gram).

The optimization function that aims at
maximizing the probability between a word w
and a context c is thus expressed as follows:

p(w|c) =
es(w, c)∑|V |

i=1 es(wi, c)
(1)

By making the hidden layer of a much lower
dimensionality than |V | we end up with word
representations that are much lighter (we can
now represent each word with only D dimensi-
ons) and bear semantic value (words that ap-
pear in similar contexts have vectors that are
closer to each other in the semantic space).

In the work we present in this paper,

we wanted to use Chinese word embeddings
instead of a one-hot representation to take ad-
vantage of these properties. However, since
our goal was also to investigate an appro-
ach that does not rely on heavy preproces-
sing (such as word segmentation) and that
could work equally well on words, phrases
and sentences, we found it challenging to
use word2vec. A more convenient approach,
which we employ here, is fastText (Bojanow-
ski et al., 2017). This approach relies on the
same intuition as word2vec, but has the ad-
vantage that it builds embeddings for the cha-
racter n-grams that compose a word. By ta-
king morphology into consideration, fastText
is able to build embeddings for unseen words
(including words with typos) which word2vec
cannot. From a Chinese morphology per-
spective, however, this allows to build embed-
dings for a word, phrase or sentences using
its constituent characters without the need of
any preprocessing. In a sense, this is similar
to computing the vector representing a sen-
tence as the average of the word2vec vectors
of its constituent words. Despite the simpli-
city of this approach and its undermining of
syntax, it has proved to work very well in com-
bination with deep dense networks yielding re-
sults that surpass those obtained with LSTMs
(Iyyer et al., 2015). Our choice of learning mo-
del, which we describe in Section 3.2, is based
on this idea.

3.2 Our Learning Machine
As we previously mentioned, Deep Averaging
Networks (DANs) (Iyyer et al., 2015) is one of
the most successful approaches to classifying
embedded representations. As the authors
describe in the paper, the results show that
through applying N layers of non-linearity, the
network is capable of boosting/shrinking the
values of the dimensions that most/least con-
tribute to the classification task. In their work,
the authors have a first layer that computes
the pointwise average embedding of the words
in a sentence as follows:

av =
∑W

i=1 wi

W
(2)

In our architecture, this layer is removed
and the averaging operation is delegated to
fastText as we want it to be performed at
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Figure 1: Architecture of a dense NN using fastText embeddings as an input. Output is a one
dimension layer in case of regression and softmax for classification.

the character n-gram level. The sub compo-
nent representations are subsequently conca-
tenated (see Figure 1).

At each hidden layer hi we apply a non-
linear function to its input that can be des-
cribed as:

hi = f(Wi + bi) (3)

Where Wi and bi are the parameters of the
hidden layer. When performing classification,
we apply the softmax function to the last layer.
The softmax function ensures that our out-
put is a probability distribution over our set
of classes.

We experiment with one and three hidden
layers and report the results accordingly. We
keep the optimization function (adam) and the
activation function (ReLU) fixed in all of the
reported results. The dimensionality of the
embeddings is 300.

3.3 Sub-Component Representations
We use the code made available by Yu et al.
(2017) to collect the list of the components
(one of which is the radical) for 20, 879 cha-
racters. In our experiments, we use a one-hot
representation for the 214 radicals and conca-
tenate this representation with fastText em-

beddings (Bojanowski et al., 2017).
In addition, we employ a bottom-up appro-

ach using the stroke order for each character1.
From this data, we collect all stroke n-grams
for n = 1 . . . 7 and sort them by frequency. In
our experiments, we use a one-hot representa-
tion of the k most frequent n-grams (trying a
range of values for k) and concatenate these
with the fastText embeddings. Unlike the
radicals representation above, this approach
has the potential of using non-radical sub-
character information, and even information
coming from combinations of components; it
also has the advantage that it comes directly
from the order of strokes, of which there are
just over 20 types, instead of representing each
component as a unique unit.

4 Data Sets

In order to investigate the usefulness of our
approach on a variety of tasks, domains and
text characteristics (e.g., length and style) we
perform experiments on four datasets.

The first data set is the widely used
NTUSD (Ku and Chen, 2007) - a senti-
ment dictionary containing binary polarity an-

1We scraped the stroke order for 25, 723 Chinese
characters from https://bihua.51240.com/
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Data set Total size Entry length # of labels # of categories
NTUSD 11, 088 Single word 1 2
CVAW 3, 552 Single word 2 Continuous
CVAP 3, 000 Short phrase 2 Continuous
Weibo 333, 044 Microblog entry 1 4

Table 1: The four data sets and their properties.

notations (positive/negative) for over 11, 000
words.

The next two data sets come from this year’s
IJCNLP shared task on Dimensional Senti-
ment Analysis for Chinese Phrases (DSAP).
In this task, terms are labeled with two nu-
meric values, one for the valence of the term
and one for the arousal, together comprising
the term’s location in the valence-arousal af-
fect space (Russell, 1980). The task is evalua-
ted on two data sets: CVAW, which contains
2, 802 and 750 annotated single words in its
training and test set, respectively (Yu et al.,
2016a); and CVAP, which similarly contains
2, 250 and 750 short phrases.

Finally, we include the Weibo emotion data
set, collected by Fan et al. (2014) from Weibo,
a Chinese microblogging service, and automa-
tically annotated with emotional content. The
data set contains over 333, 000 entries, each
labeled with one of four emotions: joy, anger,
sadness or disgust. In comparison with the
words of NTUSD and CVAW, and even the
short phrases of CVAP, the Weibo entries are
significantly longer (the longest entries contain
over 400 characters) and like most social me-
dia, exhibit unusual linguistic style.

In the cases of NTUSD and Weibo, since
there is no pre-determined separation into trai-
ning and test sets, we randomized the data and
set apart 10% of the instances as a test set.

Table 1 summarizes the differences between
the four data sets.

5 Experiments
We conduct experiments on all four data sets
with the following representation combinati-
ons. The baseline is the fastText embed-
dings, without any sub-character information;
we then try the embeddings plus our radi-
cals representation, and the embeddings plus
the top k n-grams representation for k ∈
{100, 250, 500, 700}. Finally, we use the em-

beddings, radicals, and n-gram representation
together.

For each combination, we try both a single-
layer NN and a 3-layer NN, to see whether
or not depth has a significant impact on the
results.

Note that because of the different tasks (and
label types), the four data sets require diffe-
rent evaluation metrics. In particular, CVAW
and CVAP are evaluated using the mean abso-
lute error (MAE) and the Pearson correlation
coefficient (PCC) for valence and arousal sepa-
rately, while NTUSD and Weibo are evaluated
with Micro-F1.

5.1 Results
The results for the single-layer architecture are
shown in Table 2, and the results for the three-
layer architecture in Table 3.

Across the board, adding the sub-
components representations to the fastText
embeddings always outperforms the approach
that resorts only to the latter. The only
exception observed is when we predict valence
for phrases, i.e. CVAP1, in a three layer NN.

For valence, adding sub-component repre-
sentations reduced the MAE by up to 0.07
points (from 0.91 to 0.839) in a one layer NN,
and 0.03 points when using a three layer net-
work; whereas for arousal, the MAE was redu-
ced by 0.18 in (from 1.12 to 0.94) in the one
layer NN and 0.104 in a three layer NN. PCC
was also improved accordingly.

Similarly, for the NTUSD data set, we obtai-
ned an improvement of 3.4 f-score points in the
one layer NN (from 61.2 to 64.6) and 0.4 points
in a three layer NN.

When classifying long sentences, i.e. Weibo
data, we obtained an improvement of 2 points
of f-measure in the one-layer NN and up to 6
(0.54 vs 0.60) points of improvements in the
3 layer NN. This result is interesting because
it shows how the sub component representa-
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NTUSD Weibo CVAW CVAP
Valence Arousal Valence Arousal

Combination F1 F1 MAE PCC MAE PCC MAE PCC MAE PCC
FastText 61.2 59.2 0.91 0.694 1.125 0.436 0.827 0.781 0.658 0.727
FT+radicals 63.5 60.1 0.882 0.71 1.024 0.488 0.803 0.78 0.609 0.755
FT+ngrams(100) 63.4 59.1 0.855 0.724 1.055 0.479 0.832 0.765 0.603 0.756
FT+ngrams(250) 61.9 56.6 0.871 0.735 1.0 0.523 0.861 0.737 0.576 0.758
FT+ngrams(500) 62.6 57.4 0.896 0.726 0.979 0.52 0.825 0.755 0.586 0.758
FT+ngrams(700) 64.6 56.7 0.907 0.728 0.949 0.532 0.813 0.755 0.589 0.754
FT+rad.+ng(100) 62.1 60.8 0.839 0.739 0.982 0.554 0.793 0.764 0.677 0.766
FT+rad.+ng(250) 62.2 59.7 0.861 0.74 0.966 0.557 0.794 0.772 0.567 0.772
FT+rad.+ng(500) 57.8 61.6 0.867 0.742 0.969 0.533 0.777 0.772 0.586 0.773
FT+rad.+ng(700) 64.3 60.1 0.859 0.739 0.945 0.553 0.787 0.763 1.869 0.708

Table 2: The experimental results with one layer.

NTUSD Weibo CVAW CVAP
Valence Arousal Valence Arousal

Combination F1 F1 MAE PCC MAE PCC MAE PCC MAE PCC
FastText 63.7 54.1 0.827 0.738 1.029 0.497 0.652 0.847 0.587 0.765
FT+radicals 62.3 59.3 0.81 0.756 0.975 0.518 0.69 0.821 0.559 0.786
FT+ngrams(100) 63.6 58.3 0.824 0.752 0.972 0.534 0.71 0.803 0.596 0.758
FT+ngrams(250) 62.7 59.9 0.834 0.754 0.953 0.547 0.742 0.79 0.639 0.722
FT+ngrams(500) 61.8 60.8 0.798 0.762 0.94 0.549 0.719 0.795 0.551 0.776
FT+ngrams(700) 63.6 57.2 0.838 0.753 0.93 0.556 0.772 0.773 0.572 0.767
FT+rad.+ng(100) 61.4 60.2 0.796 0.764 0.948 0.557 0.706 0.821 0.568 0.773
FT+rad.+ng(250) 63.6 60.1 0.809 0.763 0.939 0.554 0.698 0.807 0.624 0.741
FT+rad.+ng(500) 64.1 55.7 0.799 0.756 0.925 0.574 0.769 0.765 0.588 0.757
FT+rad.+ng(700) 63.5 55.5 0.833 0.765 0.948 0.556 0.777 0.766 1.341 0.347

Table 3: The experimental results with three layers.

tions can help maintain a high performance
even when the text is long. Using fastText
only, however, yields poor results even if we
increase the number of hidden layers.

Overall, the sub-component representations
consistently improve results although the im-
provement is bigger for shallower networks.

5.2 Analysis
In this section, we go through a number of ex-
amples where the sub-character features were
helpful and a few where they introduced er-
rors. In all cases, we try to explain why the
difference might have emerged.

In NTUSD, there are many cases where
one or both of the variants made the correct
prediction while the embeddings-only baseline
did not. For example, the baseline predicts
that 好学 (“studious”) is negative, which is
wrong; the two radicals, 女 (“woman”) and子
(“child”) are both somewhat more likely to ap-
pear in positive characters, which in this case
pushes the classifier in the right direction. Ot-
her words which are classified correctly by all
of our variants, but not the baseline, include
严酷的 (“cruel”) and 勇敢的 (“brave”).

In the case of 败俗 (“ruined”), the baseline
as well as the radicals representation made
an error. The ngrams representation, howe-
ver, got it right. We believe this is because
of the radical 贝 (“treasure”), which usually
appears in positive characters. In this case,
the ngram representation has multiple variants
of this radical and some subsequent strokes,
which may explain how it can more accurately
separate between sets of characters. Other ca-
ses like this include狼心狗肺 (“ungrateful and
cold-blooded”) and法西斯党员 (“fascist party
members”). In contrast, in the case of 犯过错
(“made a mistake”), the radicals representa-
tion made the correct prediction, possibly be-
cause of the radical 犭 (“dog”), which despite
seeming objective often appears in characters
having to do with animals or animal characte-
ristics, which in Chinese tend to appear in ne-
gative contexts. The baseline made an incor-
rect prediction here, and so did the n-gram va-
riants, for reasons that are not entirely clear to
us. In general, we expect the ngram represen-
tations to be wrong more often for words with
rare radicals that may not make the threshold,
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or with radicals that are composed of many
strokes and cannot be represented well by 7-
grams.

In some cases, the baseline gets it right while
all of our variants fail. In some of these cases,
it is not immediately intuitive that these really
are subjective words: 命运注定的 (“predesti-
ned”) and 有贵族气派的 (“aristocratic”), for
example. This semantic ambiguity may make
it a task more suitable for embeddings, and
the sub-character components could simply be
adding noise. Another example where our va-
riants fail is雄辩 (“eloquent”); in this case, we
have two fairly rare radicals -隹 (“short-tailed
bird”) and 辛 (“bitter”), which we likely have
sparse data for. In addition, the second radi-
cal is more often seen in negative characters,
which may in this case push the classifier in
the wrong direction.

In CVAW, instead of binary labels, we have
continuous dimensions which provides a more
granular view. One interesting example from
this data set is 异常死亡 (”abnormal death”),
which has a valence of 1.42, very negative.
With embeddings alone, the classifier ends up
with a very bad prediction: 6.38 - far into the
positive side. This is likely because the first
two characters of 异常死亡 are not negative,
while the last two (both having to do with de-
ath) appear in a diverse context which is not
always (perhaps not often) negative. The ra-
dical 歹 (”death”) of the third word, however,
is a clearly negative radical which pushes our
variants towards the negative end, arriving at
a prediction of 4.97 - still not great, but on
the negative side of valence. Similar examples
include 极为优秀 (“very good”) and 本来有点
同情 (“originally a bit sympathetic”).

The sub-character components add much
more to arousal prediction, however. It may
be because arousal is less likely to be mo-
deled well in embeddings (since the context
for similar words with different arousal levels
can be very similar), while some radicals mo-
del it directly. The word 极为震怒 (“extre-
mely angry”) has a gold arousal value of 8.56,
very high. the embeddings alone predict 4.21,
which is far from it and on the low arousal
side. With radicals, we arrive at 5.46, much
closer and on the high arousal side. This is
likely because of two radicals associated with

higher arousal, on average: 心 (”heart”) and
雨 (”rain”). The stroke ngrams, in this case,
do better than the baseline but not as well as
the radicals: 4.91. In other cases, such as很担
心 (“very worried”), the ngrams perform sig-
nificantly higher than the radicals.

Although interesting, examples from the
longer texts in CVAP and Weibo are very dif-
ficult to analyze. We leave it to future work
to explore these data sets beyond our quanti-
tative evaluation.

6 Conclusion

We showed through experiments on multiple
data sets that sub-character components, re-
presented either as a set of radicals or as stroke
n-grams, contain information that is useful in
sentiment classification beyond the semantic
information encoded in character-level embed-
dings. We showed that with a few exceptions,
this effect can be seen with a variety of text
lengths and linguistic styles, as well as with
varying model depths.

One problem that is inherent to both the
word2vec and fastText approaches is that the
embeddings of negative and positive sentiment
words, e.g. good and bad, tend to be very si-
milar because they occur in similar contexts;
similar behavior exists for emotional dimensi-
ons other than polarity (e.g., arousal). In ide-
ographic languages such as Chinese, we can
leverage the fact that the characters themsel-
ves contain sentiment cues which cannot easily
be found with a distributional approach.

We illustrated with specific examples the
advantages and disadvantages of the two
representations, and showed experimentally
that they are in fact complementary, and we
can generally achieve the best performance by
using both. We also show that using sub-
character components yield much more impro-
vement when dealing with long text. We leave
the exploration of additional useful represen-
tations, as well as the best model to use them
with, to future work.
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Abstract

Answer extraction is the most important
part of a chinese web-based question an-
swering system. In order to enhance the
robustness and adaptability of answer ex-
traction to new domains and eliminate
the influence of the incomplete and noisy
search snippets, we propose two new an-
swer exraction methods. We utilize text
patterns to generate Part-of-Speech (POS)
patterns. In addition, a method is proposed
to construct a POS tree by using these POS
patterns. The POS tree is useful to candi-
date answer extraction of web-based ques-
tion answering. To retrieve a efficient POS
tree, the similarities between questions are
used to select the question-answer pairs
whose questions are similar to the unan-
swered question. Then, the POS tree is
improved based on these question-answer
pairs. In order to rank these candidate
answers, the weights of the leaf nodes of
the POS tree are calculated using a heuris-
tic method. Moreover, the Genetic Algo-
rithm (GA) is used to train the weights.
The experimental results of 10-fold cross-
validation show that the weighted POS
tree trained by GA can improve the accu-
racy of answer extraction.

1 Introduction

As mature information retrieval tools, search en-
gines can satisfy most information needs of peo-
ple. But, with the rapid growth of Internet data,
search engines’ weakness is being revealed grad-
ually. Traditional search engines which use key-
words as input and provide a long list of Hyper-
Text Markup Language (HTML) documents are
convenient for machines to run. However, Ques-

tion Answering (QA) systems which use natural
language as input are convenient for human beings
to communicate. Some QA systems directly em-
ploy well-built search engines for this task which
are called web-based QA systems (Sun et al.,
2014). Most web-based QA systems have three
modules: 1) question analysis module to ana-
lyze the unanswered question and generate queries
which are needed for search engines; 2) search
snippets retrieval module to send queries which
consist of keywords to search engines and then ob-
tain search snippets from search engines; 3) an-
swer extraction module to extract the final answer
from these search snippets. Web-based QA sys-
tems compromise the merits of search engines and
QA systems: 1) the existing mature search engines
enable web-based QA systems to use the abundant
data on the Internet; 2) web-based QA systems can
communicate with people in natural language.

At present, there are less studies on chinese
web-based QA than english web-based QA. More-
over, chinese web-based QA embodies many im-
provements on candidate answer extraction and
ranking. We focus on answer extraction of chi-
nese web-based QA system which can answer fac-
toid questions. In order to enhance the robustness
and adaptability of answer extraction to new do-
mains and eliminate the influence of the incom-
plete and noisy search snippets, we propose two
answer exraction methods based on POS tree.

The similarities between questions are used to
select the question-answer pairs whose questions
are similar to the unanswered question. These
question-answer pairs are utilized to generate text
patterns which can be transformed to POS pat-
terns. Then, we propose a method to construct a
POS tree using these POS patterns. The POS tree
is of use to candidate answer extraction of web-
based QA. To rank candidate answers, we use a
heuristic method to calculate the weights of the
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POS tree’s leaf nodes. Moreover, the Genetic Al-
gorithm (GA) (Andrew, 1993) is used to train the
weights. The results of the experiments show that
the weighted POS tree trained by GA can improve
the accuracy of answer extraction.

Our contributions in the paper are three-fold:
1) proposal of a new chinese answer extraction
method based on POS tree; 2) proposal of a train-
ing method for POS tree by using GA; 3) empirical
verification of the proposed methods.

The remainder of this paper is organized as fol-
lows: in section 2, we will discuss about related
work. In section 3, a method to construct a POS
tree and another method to train the POS tree with
GA will be presented in detail. In section 4, the ex-
perimental results of 10-fold cross-validation will
be shown. In section 5, this paper will be con-
cluded.

2 Related Work

Answer extraction is the most difficult part of a
web-based QA system. As such, it is also the focus
of this paper.

Traditional web-based QA systems typically
use search snippets directly (Brill et al., 2001;
Sun et al., 2015). Although plain texts in the
retrieved HTML documents can offer more in-
formation (Ravichandran and Hovy, 2002; Liu
et al., 2014), the search snippets as high-quality
summarizations generated by search engines can
save web-based QA systems from having to crawl,
parse and filter HTML documents. In spite of ef-
ficiency improved by search engines, they lead to
another problem: some state-of-the-art answer ex-
traction methods (Severyn and Moschitti, 2013;
Yao et al., 2013; Liu et al., 2014) rely on syntactic
information cound be seriously affected by these
search snippets which consis of incomplete sen-
tences.

The process of extracting a final answer from
the search snippets has two steps: 1) extract candi-
date answers such as names, dates and places, and
so on; 2) rank these candidate answers based on
ranking method to find the best one as the final an-
swer. There are many candidate answer extraction
methods, such as: 1) some work use dictionaries
which are edited manually or generated automat-
ically to generate candidate answers. For exam-
ple, the famous QA system Watson (Chu-Carroll
and Fan, 2011) extracts titles from Wikipedia en-
tries as candidate answers. This method provides

a large candidate answer set which requests lots of
effort for maintaining, updating and ranking. Be-
sides, this method has low adaptability to new do-
mains. 2) The most commonly adopted method
is to use Named Entity Recognition (NER) tools
to extract Named Entity (NE) that matching with
question type (Xu et al., 2003). This method is
always used together with question type classifi-
cation algorithm. The performance of this method
will be limited by the performance of classification
algorithm and NER tools. 3) Another commonly
used method is to etract candidate answers with
text patterns which are edited manually or gener-
ated automatically (Zhang and Lee, 2002; Bhagat
and Ravichandran, 2008; Khashabi et al., 2016).
This method has high precision. However, these
text patterns are too fine-grained to be adapted to
new data.

There are also many ranking methods which
can choose a best answer from a candidate an-
swer set, such as: 1) a simple and commonly used
method is to rank candidate answers by the simi-
larities between candidate answers and the unan-
swered question in Vector Space Model (VSM).
This method can be used with Latent Seman-
tic Analysis and word2vec tool (Mikolov et al.,
2013). 2) Another commonly used method is to
compute the similarities by syntactic information.
To improve performance of this method, tree edit
distance (Severyn and Moschitti, 2013) and fac-
tor graph (Sun et al., 2013) can be used. 3) Some
work rank candidate answers by a combination
of features, e.g., lexical features, semantic fea-
tures, statistical features and similarity features,
and so on (Severyn and Moschitti, 2013; Khodadi
and Abadeh, 2016). For comprehensive utilization
of these features, some global optimization algo-
rithms such as GA are needed (Figueroa and Neu-
mann, 2008).

3 Method

We have implemented a chinese web-based QA
system. In this section, we will discuss our an-
swer extraction method of the system in detail be-
low. The method contains three steps: 1) construct
a POS tree using POS patterns generated by the
question-answer pairs whose questions are similar
to the unanswered question; 2) train the weights
of the leaf nodes of the POS tree; 3) extract and
rank candidate answers with the trained POS tree
to find the best answer.

31



Item Name Item Value
question Q �'!�/��

keywords of Q �',!�
answer A �úN

search snippet S ...-Äè£��úNÅû�'!���iå
�Åû�'!�...
target substring S∗ �úNÅû�'!�

segmentation of S∗ �úN/nrÅû/v�'/j!�/n
POS pattern P nr#a v j#k n#k#e

Table 1: An example of extraction of a POS pattern.

3.1 POS Tree
Extension of POS: Given a word w, define t(w)
as its extension of POS. In addition to POS, t(w)
may have some of three different marks: 1) mark
#a means w is a part of the answer; 2) mark #k
means w is a keyword of the question; 3) mark #e
means w is the last word of a pattern.
POS Pattern: Given an answered question Q and
its answer A, if there is a search snippet S contains
A and some keywords of Q, then there is a shortest
substring S∗ of S also contains A and some key-
words of Q. We name S∗ as target substring. If
segmentation of S∗ is (s1, s2, ..., sn), then we get
a POS pattern P = (t(s1), t(s2), ..., t(sn)).

POS patterns that are abstracted from text pat-
terns have better adaptability. An example of
exraction of a POS pattern is shown in Table 1.
The extract POS pattern algorithm is shown in Al-
gorithm 1.

Algorithm 1 Extract POS Pattern
Input: question’s keywords K, answer A and
search snippet S
Output: POS pattern P

if S contains K and A then
S∗ ⇐ target substring of S
P ⇐ ()
for each word w in S∗ do

append t(w) to P
end for

end if

POS Tree: Given a POS pattern set L, we can
construct a POS tree T which cover every POS
pattern of L. T consists of extension of POS but
excudes the root node. Every path from the root
node to a leaf node in T represents a POS pattern
in L.

To construct a POS tree, we need some
question-answer pairs whose questions are similar

to the unanswered question, because we believe
that the more similar a couple of questions are, the
more likely they will both match a POS pattern.
To find these question-answer pairs, we transform
questions to vectors with word2vec tool, then clas-
sify the unanswered question with Support Vector
Machine (SVM) (Suykens and Vandewalle, 1999)
and compute its cosine similarties between ques-
tions of all question-answer pairs of its category.
In addition, the POS tree can not be cached, but
those POS patterns can. Those cached POS pat-
terns can speed up the construction of another POS
tree. An example of a POS pattern set is shown in
Table 2. For this example, the POS tree we can
construct is shown in Figure 1(a). The construct
POS tree algorithm is shown in Algorithm 2.

Target Substring POS pattern
�úNÅû�'!� nr#a v j#k n#k#e
�úN���' nr#a v j#k#e
�'°û!��úN j#k b n#k nr#a#e
�'!�/�úN j#k n#k v nr#a#e
�'!��úN j#k n#k nr#a#e

Table 2: An example of a POS pattern set.

Algorithm 2 Construct POS Tree
Input: POS pattern set L
Output: POS tree T

add root node NROOT to T
for P ∈ L do

NNOW ⇐ NROOT

for each t(w) in P do
if NNOW doesn’t has a t(w) child then

create a t(w) child for NNOW

end if
NNOW ⇐ the t(w) child of NNOW

end for
end for
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root

nr#a

v

j#k#e j#k

n#k#e

j#k

b

n#k

nr#a#e

n#k

v

nr#a#e

nr#a#e

(a) Before the answer extraction process.

root

nr#a

v

j#k#e j#k

n#k#e

j#k�N

b

n#k

nr#a#e

n#k!�

v

nr#a#e

nr#a#e±Ç

(b) During the answer extraction process.

Figure 1: An example of a POS tree.

3.2 Candidate Answer Extraction Based on
POS Tree

When a new question Q is submited, we can ex-
tract its keywords K and get a search snippet set
X about it. For each search snippet S in X , the
segmentation of S can be used to extract candi-
date answers with the POS tree T that we have
constructed before.

For the example question Q in Table 3 and the
POS tree T in Figure 1(a), we can extract candi-
date answer like Figure 1(b) and then we get a can-
didate answer ”±Ç”.

3.3 Train POS Tree and Rank Candidate
Answers

In the previous subsection, we discussed how to
extract candidate answers with a POS tree. How-
ever, people only need a best answer instead of

many equally important candidate answers. To
rank these candidate answers, the weights of the
leaf nodes of the POS tree are calculated. The
score of a candidate answer would be the sum
over all the weighs of the leaf nodes which con-
tribute to the generation process of this candidate
answer. Then we rank these candidate answers by
their score to choose the final answer.

Every leaf node of the POS tree corresponds
to a POS pattern. So, there is a simple heuristic
method to calculate weights of these leaf nodes:
just set the weight of a leaf node to the number
of POS patterns it corresponds to. These POS
patterns are extracted from the question-answer
pairs while we are constructing the POS tree. This
method does work well. The experimental results
of this method will be shown in the next section.

In addition, we use GA to train the weights of
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Item Name Item Value
question Q �N!�/��

keywords of Q �N,!�
search snippet S ...2016t��N!�±ÇÕ�ô�...
segmentation of S ...2016/mt/q�/w�N/j!�/n±Ç/nrÕ�/vô�/v ...

Table 3: A new question.

Algorithm 3 Train POS Tree
Input: POS tree T and similar question set V of the new question
Output: trained POS tree T

initialize population PNOW which consists of random genes, every gene is a weight array for a leaf
node of T .
GBEST ⇐ a random gene
while the number of iterations is less than the threshold do

for G ∈ PNOW do
set the weights of the leaf nodes of T to G
set the fitness of G to MRR which computed using T and V
if the fitness of G is higher than the fitness of GBEST then

GBEST ⇐ G
end if

end for
if the fitness of GBEST is equals to the max fitness then

break while
end if
PNEXT ⇐ ∅
while |PNEXT | < |PNOW | do

get two gene G1 and G2 by roulette selection from PNOW

cross or mutate G1 and G2 in a certain probability
add G1 and G2 to PNEXT

end while
PNOW ⇐ PNEXT

end while
set the weights of the leaf nodes of T to GBEST

the leaf nodes. Every gene that used in GA is a
weight array. Train data of GA is those question-
answer pairs which are used to construct the POS
tree. The fitness function of GA is Mean Recipro-
cal Rank (MRR) of the ranked candidate answers
which are extracted from these question-answer
pairs with the POS tree and a gene. The MRR
is the average of the reciprocal ranks of the ranked
candidate answers for n question-answer pairs:

MRR =
1
n

n∑
i=1

1
ranki

(1)

where ranki refers to the rank position of
the first relevant candidate answer for the i-th
question-answer pair. The train pos tree algorithm

is shown in Algorithm 3.
While the web-based QA system is constructing

a POS tree, it can retrieval search snippets for the
unanswered question at the same time. When the
POS tree and these search snippets are both ready,
the best answer can be extracted from these search
snippets with the POS tree. Then, the system will
return a best answer or top k ranked candidate an-
swers with sentences based on the circumstances.

4 Experiments

Finally, in order to verify the effectiveness of our
methods, we have built a question-answer dataset
with 256 question-answer pairs artificially. There
are five question types in this dataset: WHO,

34



Method MRR of
WHOs

MRR of
WHENs

MRR of
WHEREs

MRR of
HOW MANYs

MRR of
WHATs MRR

NER 0.6965 0.4130 0.5610 0.5681 0.3102 0.5911
Simple POS tree 0.6943 0.6621 0.6319 0.4621 0.5762 0.6538
POS tree & GA 0.6051 0.7422 0.7226 0.5758 0.5458 0.6615

(a) On baidu data

Method MRR of
WHOs

MRR of
WHENs

MRR of
WHEREs

MRR of
HOW MANYs

MRR of
WHATs MRR

NER 0.6756 0.3676 0.4762 0.4696 0.3444 0.5431
Simple POS tree 0.6780 0.6207 0.6144 0.4697 0.5213 0.6334
POS tree & GA 0.6053 0.6579 0.6986 0.5182 0.5833 0.6409

(b) On bing data

Table 4: The results of 10-fold cross-validation

Question/Method WHO WHEN WHERE NUM WHAT

Question
�^K

/���

s��/

ÀHö�

ðq(

ê*�

Ñ¸��

��è�ô

�+

�ÀH

NER
1.ù

2.�ì
3.��

1.2015t
2.2014t
3.12�24å

1.Nq
2.q�
3.ð�

1.�
2.15
3.à

1.'�+
2.ùP
3.�+T

Simple POS tree
1.ù

2.~zK
3. 
f

1.12�24å
2.12�25å
3.11�28å

1.q�
2.q��
3.Äq

1.15
2.�
3.AÛ

1.ùP
2.ª¿
3.Bß

POS tree & GA
1.ù

2.~zK
3.��

1.12�24å
2.12�25å
3.2016t12�24å

1.q�
2.q��
3.ð��

1.15
2.14
3.AÛ

1.ùP
2.È

3.ÂO|

Table 5: Some examples of experimental results.

WHEN, WHERE, HOW MANY, WHAT. For ev-
ery question-answer pair, we have retrieved 100
search snippets from two popular search engines,
baidu and bing.

In this paper, we experiment our two meth-
ods compared with the commonly used method,
NER based method. The results of 10-fold cross-
validation on baidu data is shown in Table 4(a) and
on bing data is shown in Table 4(b). The heuris-
tic method which is proposed in previous section
is named ”Simple POS tree”, and the method with
GA is named ”POS tree & GA” in experimental
results. From Table 4(a) and Table 4(b), we could
see that our methods are better than the NER based
method expect the WHO questions. We think the
cause might be that the NER based method is good
at name recognition but weak in recognition of
other categories. The experimental results also
show that GA can imporve the POS tree method.
Our methods’ performance on some pretty specific
questions are shown in Table 5.

5 Conclusion

Web-based QA systems can extract a final answer
from search snippets which are retrieved from
search engines for an unanswered question. An-
swer extraction is the most important and diffi-
cult part of a chinese web-based QA system, be-
cause there are many incomplete and noisy sen-
tences in these search snippets. In order to en-
hance the robustness and adaptability of answer
extraction to new domains and eliminate the influ-
ence of the incomplete and noisy search snippets,
we propose two new answer exraction methods.
We utilize text patterns to generate POS patterns,
then use POS patterns to construct a POS tree. The
POS tree can be used to extract candidate answers
from these search snippets. To rank these candi-
date answers, we propose a heuristic method and
another method with GA. The results of 10-fold
cross-validation show that the two methods work
well and the weighted POS tree that trained by GA
can improve the accuracy of answer extraction.
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Abstract

Terms extensively exist in specific do-
mains, and term translation plays a criti-
cal role in domain-specific machine trans-
lation (MT) tasks. However, it’s a chal-
lenging task to translate them correctly
for the huge number of pre-existing terms
and the endless new terms. To achieve
better term translation quality, it is nec-
essary to inject external term knowledge
into the underlying MT system. Fortu-
nately, there are plenty of term transla-
tion knowledge in parenthetical sentences
on the Internet. In this paper, we pro-
pose a simple, straightforward and effec-
tive framework to improve term transla-
tion by learning from parenthetical sen-
tences. This framework includes: (1) a fo-
cused web crawler; (2) a parenthetical sen-
tence filter, acquiring parenthetical sen-
tences including bilingual term pairs; (3) a
term translation knowledge extractor, ex-
tracting bilingual term translation candi-
dates; (4) a probability learner, generating
the term translation table for MT decoders.
The extensive experiments demonstrate
that our proposed framework significantly
improves the translation quality of terms
and sentences.

1 Introduction

Terms, the linguistic representation of concepts, a
noun or compound word used in a specific con-
text, deliver essential context and meaning in hu-
man languages, such as “interprocess communi-
cation” or abbreviated as “IPC”. In this paper,
we do not consider named entities (e.g., person
names, location names, organization names, time
and numbers). Terms extensively exist in spe-

cific domains. For example, in Microsoft Trans-
lation Memory, there are 8 terms out of every 100
words, whereas names entities are nearly nonexis-
tent. What’s more, new terms are being created all
the time, such as in areas of computer science and
medicine. Thus, term translation plays a critical
role in domain-specific tasks of machine transla-
tions (MT), especially statistical machine transla-
tion (SMT).

However, unlike person names or other named
entities having obvious characteristics and bound-
ary clues, it’s a challenging task to translate terms
correctly for the huge number of pre-existing
terms and the endless new terms. In practice, to
achieve better term translation quality, it is neces-
sary to inject external term knowledge into the un-
derlying MT system. The best way is to import a
bilingual technical term dictionary, such as such as
Microsoft Terminology 1. But the high cost makes
it impossible to construct such bilingual dictio-
nary by human experts for various domains. Thus
how to learning bilingual term knowledge auto-
matically becomes the key of term translation in
domain-specific MT tasks.

The state-of-art term translation knowledge ex-
traction methods tend to take the Internet as a big
corpus (Ren et al., 2010). The most important as-
sumption behind these methods is that the corre-
sponding translation for every source term must
exist somewhere on the web. Then, the term trans-
lation pair extraction problem is converted to the
task of finding these translations from the web and
extract them correctly. As a result, except terms,
the other various fragments, including multi-word
expressions , will be extracted for the lack of term
recognization. Not surprisingly, it has increased
system workloads and directly reduces the quality
of term translation.

1https://www.microsoft.com/Language/en-us/default.aspx
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Example 1: A parenthetical sentence

不过 各个 进程 有 自己 的 内存 空间 、 数据 栈 等 ， 所以 只能 使用 进进进程程程 间间间 通通通讯讯讯 ( interprocess
communication , IPC )，而不能直接共享信息。

The focused web crawler

Seed URLs and 
the seed dictionary

Web pages

The parenthesized 
sentence filter

The term translation 
knowledge extractor

The probability learner

Term translation table
URLs

Parenthesized sentences

Term translation candidate list
Incremental dictionary items

Figure 1: An overview of learning from parenthetical sentences for term translation.

For the extraction of term translation knowl-
edge, we should put quality before quantity. Thus,
in this paper, we turn to parenthetical sentences in
mix-language web pages for acquiring term trans-
lation knowledge. In this work, a sentence will be
called parenthetical sentence when the following
conditions are true: (1) the sentence contains one
or more parentheses; (2) the phrase immediately
to the left of the parenthesis is a term; (3) the cor-
responding translation of the term is included in
the parenthesis. The parenthetical sentence can
be denoted as s = c1c2 . . . cn(e1e2 . . . em), where
c1c2 . . . cn is a Chinese term and e1e2 . . . em is
its corresponding English translation. In this
paper, the term included in the parenthesis and
out of parentheses are referred to source term
(e1e2 . . . em) and target term (c1c2 . . . cn), respec-
tively. A typical parenthetical sentence is shown
as following Example 1.

In Example 1, the Chinese sentence contains
one parenthesis, the phrase “进程 间 通讯” im-
mediately to the left of the parenthesis is a target
term, and the corresponding source term is “inter-
process communication” or abbreviated as “IPC”.
Therefore, it is a parenthetical sentence.

There are plenty of term translation knowledge
in parenthetical sentences. Compared with paral-
lel/comparable sentences, parenthetical sentences
have fewer limits, update quickly and are easy to
obtain. As we can see in Example 1, the main task
for extracting the correct bilingual term pairs is to
find the left boundary of the target term. Most im-
portantly, the bilingual term pairs in parenthetical
sentences have greater quality compared to other
text in various web pages.

In this paper, in order to achieve high accuracy,

we propose a simple and effective framework to
improve term translation by learning from paren-
thetical sentences. The proposed framework in-
cludes: (1) a focused web crawler, fetching and
parsing relevant pages selectively; (2) a parenthet-
ical sentence filter, acquiring parenthetical sen-
tences including bilingual term pairs; (3) a term
translation knowledge extractor, extracting bilin-
gual term translation candidates; (4) a probability
learner, generating the term translation table for
MT decoders.

An overview of the proposed framework is
shown in Figure 1. The input includes seed URLs
and the seed dictionary. The final result is the term
translation table with probabilities, being similar
to phrase translation table in MT. In the processing
flow, the intermediate results include the crawled
web pages, extracted URLs, the filtered paren-
thetical sentences, the extracted incremental dic-
tionary items and the extracted term translation
candidate list. The key steps include identifying
the left boundaries of target terms by employing
a maximal entropy classifier, and generating the
probabilities of items as shown in Example 2, in
the term translation table in cooperating with SMT
system. In this paper, we regard the term transla-
tion table as a feature of MT decoders.

During decoding in the sentence translation
tasks, translation hypotheses are searched both in
the phrase translation table and in the generated
term translation table. The underlying MT de-
coder gets the scores of hypotheses from both ta-
bles, and selects the n-best list among translation
hypotheses.

In the experiments, our proposed novel frame-
work significantly improves the translation quality
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Example 2: The term translation table based on Example 1

communication |||通信 ||| 0.387201 0.358436 0.623309 0.668845 ||| 0-0
interprocess |||间 ||| 0.00358423 0.0028275 0.333333 0.6 ||| 0-0
interprocess |||进程间 ||| 0.333333 0.00160575 0.666667 0.24 ||| 0-0 0-1
interprocess communication |||间通信 ||| 0.333333 0.000101348 0.333333 0.401307 ||| 0-0
1-1
interprocess communication |||进程间通信 ||| 0.4 0.000575558 0.666667 0.160523 ||| 0-0
0-1 1-2
IPC |||间通信 ||| 0.333333 0.416858 0.0454545 0.352726 ||| 0-0 0-1
IPC |||进程间通信 ||| 0.65625 0.731707 0.5 0.120435 ||| 0-0 0-1 0-2

of terms and sentences. In summary, this paper
makes the following contributions:

(1) The proposed simple and straightforward
framework gets more reliable and accurate
term translation knowledge by learning from
parenthetical sentences. It substantially im-
proves the translation quality of terms and sen-
tences.

(2) The proposed framework regards the term
translation table as a feature of MT decoders.
It allows term translation knowledge to be
more fully utilized compared with traditional
bilingual term dictionaries.

(3) The well designed term translation knowledge
extractor continuously extracts term transla-
tion candidates from parenthetical sentences.
Some of the extracted candidates will be
added into the seed dictionary as incremental
dictionary items, so as to improve the accuracy
of parenthetical sentences.

2 The Proposed Framework

In this section, we first introduce the whole frame-
work, then give a detailed description of this
framework in the following subsections.

The primary insight of the proposed framework
is that authors of many mix-language web pages,
especially non-English pages (such as Chinese,
Japanese), usually annotate terms with their origi-
nal English translations insides of a pair of paren-
theses. Thus we can extract some term transla-
tion pairs follow parenthesis pattern, especially for
technical terms.

To achieve better term translation quality, our
proposed framework includes four parts as shown
in Figure 1:

(1) A focused web crawler, collecting relevant
web pages. Different from general purpose
crawlers, the crawler employed by this pa-
per is a focused crawler, collecting web pages
that contain parenthetical sentences. The pro-
posed focused crawler will predict the prob-
ability that an unvisited page contains paren-
thetical sentences before actually download-
ing the page.

(2) A parenthetical sentence filter, acquiring par-
enthetical sentences including bilingual term
pairs. There are various proposes of parenthe-
sis patterns, such as term translation, explana-
tion, supplement, examples. The proposed fil-
ter picks out sentences that contain only term
translation and match the parenthesis pattern.
Then parenthetical sentences will be acquired.

(3) A term translation knowledge extractor, ex-
tracting bilingual term translation candidates.
The extractor identifies the left boundaries of
target terms by employing a maximal entropy
classifier. Then, the term translation candidate
list for the parenthesized source term is ex-
tracted depending on the left anchor, namely
the given left boundary. The classifier was
trained by naturally annotated resources (e.g.,
Wikipedia) and the seed dictionary.

(4) A probability learner, generating the term
translation table for MT decoders. Instead of
extracting a multipurpose bilingual dictionary
for many applications, in this paper, we de-
sign a probability learner to generate the term
translation table with probabilities in cooper-
ating with MT decoders. The learned proba-
bilities help MT decoders achieve better trans-
lation quality compared with that of using
bilingual term dictionary directly.
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2.1 Focused Crawler
Crawlers used by general purpose search engines
retrieve massive numbers of web pages regardless
of their content. However, there are various kinds
of web pages on the Internet, and only a small
fraction of pages happens to contain parentheti-
cal sentences. So, the focused crawler (Pal et al.,
2009) is employed in this paper to collect targeted
pages, by carefully prioritizing the crawl frontier
and managing the hyperlink exploration process.

The proposed focused crawler in this paper
will predict the probability that an unvisited page
contains parenthetical sentences before actually
downloading this page. The larger the probabil-
ity, the higher the visiting priority will be assigned
to the URL in the task queue.

A URL consists of the domain, the path
and other parts. For instance, given the URL
“https://en.wikipedia.org/wiki/Memory”, the do-
main is “en.wikipedia.org” and the path is
“/wiki/Memory”. We assume that a page may
contain more parenthetical sentences if: (1) other
pages in the same domain have more parentheti-
cal sentences; (2) the parent page from which the
URL is extracted contains many parenthetical sen-
tences. Therefore, the probability that a URL con-
tains parenthetical sentences is calculated by:

log p(url) = 0.5× log
count(url.domain)
total(url.domain)

+0.5× log
count(url.parent)
total(url.parent)

(1)
where count refers to the number of parentheti-
cal sentences, and total refers to the number of
sentences. The value of count is given by the
parenthetical sentence filter introduced in the next
subsection. The focused crawler reorders the task
queue by the probability according to Equation 1.

A Bloom filter is employed for filtering dupli-
cate URLs, and the controlled Chromium browser
is adopted to simulate keyboard and mouse actions
for downloading pages which cannot be accessed
in the general way.

2.2 Parenthetical Sentence Filter
There are various proposes of parenthesis patterns,
such as term translation, explanation, supplement,
and demonstration. Several typical parenthesis
patterns are shown in Example 3. Only the pat-
terns for term translation are focused in this paper,
and other patterns should be eliminated.

In order to acquire parenthetical sentences for
learning term translation, we design a parentheti-
cal sentence filter to identify whether a sentence
matching the parenthesis pattern should be re-
tained or not. For a parenthetical sentence s =
c1c2 . . . cn(e1e2 . . . em), the proposed filter com-
bines the seed dictionary, co-occurrence and pre-
defined rules to score the parenthetical sentence
candidate according to the following equation:

log p(s) = λ1 log p(domain) + λ2 log p(page)
+λ3 log r(s) + λ4 log co(s)

(2)
In Equation 2, r(s) refers to the ratio of source

words that correspond to target words according
to the dictionary can be matched before the left
parenthesis and can be calculated by the following
equations:

r(s) =
1
m
×

m∑
j=1

sign(ej) (3)

sign(ej) =
{

0 ∀ t′ ∈ dict(ej), t′ /∈ {cn}
1 ∃ t′ ∈ dict(ej), t′ ∈ {cn}

(4)

where dict(ej) refers to the target word set of the
source word ej according to the seed dictionary.

In Equation 2, co(s) denotes the average co-
frequency of source words and target words and
can be calculated by the following equation:

co(s) =
1
m
×

m∑
j=1

max
1≤i≤n,ej∈s,ci∈s

2× count(ej , ci)
count(ej) + count(ci)

(5)

After analysis, there are some typical websites
and pages containing an especially great num-
ber of bilingual pairs. Such prior information is
very helpful to recognize parenthetical sentences.
Thus, in Equation 2, s(domain) denotes the prob-
ability of one sentence included in domain con-
tains parenthetical term translation and can be de-
rived as the following equation:

s(domain) =
1

|domain|∑
s′∈domain

(
λ3 × r(s′)
λ3 + λ4

+
λ4 × co(s′)
λ3 + λ4

) (6)

where |domain| refers to the number of sentences
in this domain. Similarly, the probability of one
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Example 3: Several typical parenthesis patterns

Term translation:
软件开发中的焦焦焦油油油坑坑坑(the tar pit)可以通过尽责、专业的过程得以避免。
岩石里有种构造叫夫夫夫妻妻妻节节节理理理(英文：coupled joints)

Explanation:
蓟北：泛指蓟州、幽州一带(现在河北省北部地区)，是安、史叛军盘踞的地方。

Supplement:
艾艾艾米米米莉莉莉·狄狄狄金金金森森森(1830-1886)是美国文学史上一个伟大的诗人。
斯斯斯巴巴巴达达达克克克(杀开一条血路，大喊)不愿做奴隶的人们！起来！

Demonstration:
从图中两组节理面的锐锐锐角角角(beta)可计算出该岩石的内摩擦
转载请注意说明来来来源源源(www.qq.com)
没有被收录在词表中的词，包括各类专专专有有有名名名词词词(人名、地名、企业名等)

sentence included in page contains parenthetical
term translation, s(page), can be derived as the
following equation:

s(page) =
1

|page|∑
s′∈page

(
λ3 × r(s′)
λ3 + λ4

+
λ4 × co(s′)
λ3 + λ4

) (7)

where |page| refers to the number of sentences in
this page.

In this paper, the default values of λ are set to
the following weights: λ1 = λ2 = 0.2, λ3 = λ4 =
0.3.

2.3 Term Translation Knowledge Extractor
In order to extract bilingual term translation can-
didates, the key task is to identify the left bound-
ary of a target term. However, traditional term
recognition methods employing statistical mea-
sures to rand the candidates terms (n-gram se-
quences), such as log likelihood (Cohen, 1995;
Lefever et al., 2009), TF-IDF (Evans and Lefferts,
1995; Medelyan and Witten, 2006), C-value/NC-
value (Frantzi et al., 2000) and many others (Ah-
mad et al., 2000; Park et al., 2002; Kozakov et al.,
2004; Sclano and Velardi, 2007; Zhou et al., 2008;
Zhang et al., 2008; Kostoff et al., 2009), leads to
very low recall for some domains. What’s worse,
some approaches apply frequency threshold to re-
duce the algorithm’s search space by filtering out
low frequency term candidates. Such methods
have not taken into account Zipf’s law, again lead-
ing to the reduced recall.

In this paper, to achieve a higher recall,
we adopt naturally annotated resources for term

recognition and focus on supervised machine
learning approaches based recognition approaches
for MT with a wide range of fields. Thus, we
train a maximal entropy based term recognition
model using Wikipedia sentences to detect the left
boundary candidate of a given target term.

There are plenty of naturally annotated re-
sources with parenthetical sentences that can be
used to train the term recognizer as shown in Fig-
ure 2, especially Wikipedia. In Figure 2, the
phrases with red rectangles are terms. As we can
see, this terms are naturally annotated with bold
fonts or hyperlinks. And such natural annotations
clearly provide the important boundary informa-
tion of terms and can be adopted as training data
of term recognizers.

In this paper, we design following features for
the term recognizer: the four words immedi-
ately to the left of the term, Ws−4, . . . ,Ws−1,
and their parts of speech, POSs−4, . . . , POSs−1;
the four words immediately to the right of the
term Ws+1, . . . ,Ws+4, and their parts of speech,
POSs+1, . . . , POSs+4; the first word of the
phrase WL and the part of speech POSL; the
last word of the phrase WR and the part of speech
POSR; the ratio of target words, D, that match
parenthetical source words according to the seed
dictionary.

In this way, we can get the probability p(ci)
of an anchor, the first word of the term. Then,
the term translation candidate list for the paren-
thesized source term is extracted depending on the
left anchor. An example of extracted English-
Chinese term translation candidates is shown in
Table 1.
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Figure 2: Naturally annotated resources.

To expand the seed dictionary, the items with
high confidence in the term translation candi-
date list will be selected as incremental dictionary
items. By doing this, we can make up for the seed
dictionary as the growth of term pairs.

2.4 Probability Learner
In order to substantially improve the quality of
term and sentence translation, in this paper, we
design a probability learner to generate the term
translation table with probabilities in cooperating
with SMT decoders. The probability learner com-
bines word alignment model with the detected
boundary candidates to generate the final term
translation table. And the process of searching
for the best boundary, ci, can be formulated as the
joint model:

i = argmax
1≤i≤n

p(ci)λ5 × p(ci . . . cn|e)λ6

×p(e|ci . . . cn)λ7

(8)

where p(ci . . . cn|e) and p(e|ci . . . cn) are word
alignment probabilities of the source term and the
target term, and e = e1 . . . em.

In Example 1, s = “所以只能使用进程间通
讯 ( interprocess communication , IPC )”. For the
source term “interprocess communication”, c1 =
“所以”, c2 = “只能”, c3 = “使用”, c4 = “进程”,
c5 = “间”, c6 = “通讯”, e1 = “interprocess”,
e2 = “communication”. And the left boundary
is incorrectly recognized by our baseline system
as c5, namely, the target term is c5c6 =“间 通
讯”. In order to correct the detection error, we en-
large or shrink the anchor from the left boundary
to re-generate target terms, including the correct
target term c4c5c6 =“进程 间 通讯”. Then, we
select a best regenerated term which maximizes
the joint probability according to Equation 8. In
this work, the HMM-based word alignment model
(Vogel et al., 1996) is employed to align words.

Next, we can extract term translation rules us-
ing the selected term above, and generate the term
translation table as shown in Example 2. In Ex-
ample 2, fields of the line “communication ||| 通
信 ||| 0.387201 0.358436 0.623309 0.668845 ||| 0-
0” includes 7 properties: source term, target term,
phrase translation probability, lexical weights, in-
verse phrase translation probability, inverse lexical
weights, word alignment.

In this paper, the default values of λ5, λ6 and λ7

are set to 0.4, 0.3 and 0.3, respectively.

3 Experiments

We conduct the experiments to test the perfor-
mance of our proposed framework on improving
the quality of term and sentence translation. We
will check how much improvement the proposed
framework can achieve on the final MT results.
The performance of term pair extraction is eval-
uated by precision (P); the quality of term transla-
tion and sentence translation are evaluated by pre-
cision (P) and BLEU, respectively.

3.1 Experimental Setup

All the experiments are conducted on our in-house
developed MT toolkit which has a typical phrase-
based decoder (Xiong et al., 2006) and a series of
tools, including word alignment and phrase table
extraction.

We test our method on English-to-Chinese
translation in the field of software localization.
The training data (1,199,589 sentences) and an-
notated test data (1,100 sentences) are taken
from Microsoft Translation Memory, which is a
domain-specific dataset. And additional data em-
ployed by this paper includes: the seed dictionary
(102,308 source words2, 24,094 terms from Mi-

2http://www.mdbg.net/chindict/chindict.php?page=cc-
cedict
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Source Target
Mihr-Ohrmazd 拂多诞
Wicca 威卡尔
Francis Dashwood 弗朗西斯达希武德
Religious Studies 宗教学
Introduction to the Science of Religion 宗教科学引论
History of Religions 宗教史学
Phenomenology of Religion 宗教现象学
anomalous monism 无法则一元论
qualia 感质
Panspermia 泛种论
Determinism 决定论

Table 1: Extracted English-Chinese term translation candidates

crosoft Terminology Collection), Chinese Pinyin
table (7,809 Chinese characters3). The gold stan-
dard of term translation of test data are human an-
notated.

All the MT systems are tuned by the develop-
ment set (1,000 sentences) using ZMERT (Zaidan,
2009) with the objective to optimize BLEU (Pap-
ineni et al., 2002). The higher the BLEU score,
the better the translation is. And the statistical sig-
nificance test is performed by the re-sampling ap-
proach (Koehn, 2004).

3.2 Results and Analysis

(1) The Term Extraction Tests

Firstly, we will evaluate the extraction perfor-
mance of term translation candidates. In our ex-
periments, the focused crawler has downloaded
162,543,832 web pages. And there are 12,673,286
pages that contain 49,976,931 parenthesized sen-
tences selected by the parenthesized sentence filter
in total.

The baseline term extraction system is denoted
as “Baseline” which is implemented according to
the work introduced by (Cao et al., 2007). The
baseline system has extracted 10,823,132 terms
from above web pages. And our system, being
denoted as “TermExt”, outputs 12,048,310 terms.
As we can see, the recall has been increased by
11.32% using our proposed framework.

Then, We sample the extracted terms 10 times
on the baseline system and the proposed frame-
work, respectively. And each sample includes
1,000 terms. And we report the average precision
in Table 2.

3http://www.51windows.net/pages/gb2312.htm

In contrast to the baseline approach, the fig-
ures in Table 2 show that the precision of Chinese
terms has been increased by 2.9 points, and the
precision of term pairs has been increased by 4.1
points. Thus, according to the bold figures in Ta-
ble 2, we can draw a conclusion that term extrac-
tion can be substantially increased by the proposed
framework.

(2) The SMT Translation Tests

Secondly, we test whether the proposed frame-
work can further improve the performance of
term and sentence translation, compared with
the baseline system. The strong baseline sys-
tem, e.g., well tuned Moses, is denoted as
“Moses”. And our SMT system is denoted
as “MaxEntSMT”. The translation results based
on the extracted term dictionary are labeled
with “MaxEntSMT+BaselineDict” and “Max-
EntSMT+TermExtDict”, respectively. Corre-
spondingly, the translation results based on the
term translation table are labeled with “Max-
EntSMT+TermExtTable”. The word alignment
was conducted bidirectionally and then sym-
metrized for extracting phrases as Moses (Koehn
et al., 2007) does. The test set includes 1,100
sentences with 1,208 bilingual term pairs alto-
gether. In order to highlight the performance of
term translation, we count the number of terms
that are translated exactly correctly, and the cor-
responding term translation results are denoted as
“Term (P/%)” (exactly matching). Meanwhile, the
sentence translation results are labeled “Sentence
(BLEU/%)”. We report all the results in Table 3.

In Table 3, our in-house developed SMT sys-
tem makes the translation result worse than Moses.
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Number of Terms Chinese Terms (P/%) Term Pairs (P%)
Baseline 10,823,132 94.30 88.20
TermExt 12,048,310 97.20** 92.30**

“**” means the scores are significantly better than previous lines with p < 0.01.

Table 2: The performance of term extraction

Term (P/%) Sentence (BLEU/%)
Moses 86.43 46.01
MaxEntSMT 86.14 45.93
MaxEntSMT+BaselineDict 89.47 46.19
MaxEntSMT+TermExtDict 91.22 46.35
MaxEntSMT+TermExtTable 94.38** 47.26**

“**” means the scores are significantly better than previous lines with p < 0.01.

Table 3: The performance of translation

However, with the help of the proposed frame-
work, the term translation quality is significantly
improved by more than 7.95% accuracy. Non-
term words are also strongly improved by the
framework, because that the accuracy ratio of term
words translation has been much improved and
fewer non-term words are translated incorrectly.
In sentence translation, the bold figures in Table 3
demonstrate that it improves the translation quality
by 1.25 absolute BLEU points, compared with the
well tuned Moses. Considering one term on aver-
age in a single sentence in the test set, the BLEU
scores are very promising actually, and our goals
on term translation have been achieved.

In summary, we can draw the conclusion that
the proposed term extraction framework signifi-
cantly improves the performance of term extrac-
tion from web pages, and further substantially im-
proves the performance of MT in term of term
translation and sentence translation.

4 Related Work

For term translation pairs extraction from paren-
thetical sentences, Cao et al.(Cao et al., 2007) and
Lin et al., like us, proposed two different meth-
ods to mine bilingual dictionaries. Cao et al. used
a 300GB collection of web documents as input.
They extracted candidate translations using pre-
defined templates, and used supervised learning to
build models that deal with phonetic translitera-
tions and semantic translations separately. Lin et
al. used a word alignment algorithm, not to make
a distinction between translations and translitera-
tions, to identify the terms being translated relying

on unsupervised learning.
Our work depends on supervised learning with

naturally annotated resources (e.g., Wikipedia) to
train a term recognization model and detect left
boundary candidates of a term. In addition, our
method combines word alignment model with the
detected boundary candidates to generate the final
term translation table with probabilities for MT,
rather than the extracted bilingual term dictionary.
We make no distinction between translations and
transliterations.

5 Conclusion

In this paper, we have presented an simple,
straightforward and effective framework to learn
from parenthetical sentences for term translation
in MT. The proposed framework continuously ex-
tracts term translation candidates from parentheti-
cal sentences from web pages, generates the term
translation table, then regards the term translation
table as a feature of MT decoders, finally substan-
tially boosts term translation and sentence transla-
tion. The experimental results are promising.
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