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Abstract

System architecture, experimental settings
and experimental results of the EHR team
for the WAT2017 tasks are described. We
participate in three tasks: JPCen-ja, JPCzh-
ja and JPCko-ja. Although the basic archi-
tecture of our system is NMT, reranking
technique is conducted using SMT results.
One of the major drawback of NMT is un-
der-translation and over-translation. On the
other hand, SMT infrequently makes such
translations. So, using reranking of n-best
NMT outputs by the SMT output, discard-
ing such translations can be expected. We
can improve BLEU score from 46.03 to
47.08 by this technique in JPCzh-ja task.

1 Introduction

Rapidly progressing of NMT techniques make
paradigm change in machine translation not only
for the research purpose but for the practical field.
Although the NMT provides high quality and flu-
ent translations, it has several drawbacks. One of
them is under- and over-translation which is infre-
quent in a SMT output.

We propose a reranking method for n-best

NMT outputs using a SMT output. We compare
n-best NMT outputs with a SMT output by the
measure of IMPACT (Echizen-ya and Araki,
2007) which is one of the automatic evaluation
measure of machine translation results. The NMT
output which has the highest IMPACT score re-
ferring to SMT output is selected as the system
output.
In the following sections, we describe system ar-
chitecture and experimental settings in section 2,
experimental results and discussions in section 3
and conclusion in section 4.

2 System architecture and experimental
settings

2.1 Overall system architecture

Our system architecture is shown in Figure 1. An
input source sentence is fed to the NMT part and
also to the SMT part. NMT part outputs n-best
translations (“NMT translation 1” to “NMT trans-
lation n””) and SMT part outputs another transla-
tion (“SMT translation™). Reranking part com-
pares NMT translations with SMT translation and
reranks them. The best reranked “NMT transla-
tion i” is outputted.

2.2 NMT part

We use OpenNMT (Minh-Thang Luong et al.,
2015) in NMT part.

Segmentation of English sentences is sub word
based. The English segmenter segments each non-
alphabetical characters (characters except for A to
Z and a to z) as separate words. Segmentation of
Chinese sentences and Korean sentences are both
word based and character based. Word segmenta-
tion policy for these languages are described in the
previous paper (Ehara, 2016). Japanese segmen-
tation is word based, sub word based and charac-
ter based. For JPCzh-ja task and JPCko-ja task,
word based and character based Japanese seg-
menters are used. The word based Japanese seg-
menters are described in the previous paper
(Ehara, 2016). For JPCen-ja task, we use sub word
based Japanese segmenter which segments each
special characters (characters except for Hiragana,
Kanji, Katakana and Roman characters) as sepa-
rate words, in addition to Juman’s word segmen-
tation (Kurohashi et al., 1994).

Option settings for OpenNMT are as follows:
Source sequence length (-src_seq_len): 100 (word
based), 120 (sub word based), 250 (character
based); Target sequence length (-tgt seq len):
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100 (word based), 120 (sub word based), 250
(character based); Encoder type (-encoder_type):
brnn (bidirectional recurrent NN); Replace un-
known word (-replace unk): yes; Unknown word
dictionary (-phrase table): yes (see 2.3); Beam
size (-beam_size): 50; N-best size (-n_best): 50.

Input sentence

NMT

NMT translation 1

I

NMT translation 2 |—»

SMT translation

Reranking

NMT translation n
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NMT translation i

Figure 1: System architecture

2.3 SMT part

Our SMT system is phrase-based SMT by Moses
v.3 (Koehn et al., 2003) with default option set-
tings. For JPCen-ja task and JPCzh-ja task, pre-
ordering is applied. The preordering system is
same as described in the previous papers (Ehara,
2015; Ehara, 2016).

We use unknown dictionary for NMT part. It is
made from the phrase-table of Moses. For every
source word, we select the target phrase which has
the highest translation probability for the source
word. And the unknown word dictionary is con-

structed as the source word and target phrase pairs.

2.4 Reranking part

For reranking of n-best outputs of NMT part, we
use automatic evaluation measure IMPACT

(Echizen-ya and Araki, 2007). For the preliminary
study, we compared BLEU, RIBES and IMPACT
with human evaluation score JPO adequacy by the
WAT2016’s evaluation results (Nakazawa et al.,
2016). As the results, we found IMPACT was the
best correlated score with JPO adequacy. Then we
use IMPACT as the reranking measure. Rerank-
ing part calculates IMPACT score for NMT’s n-
best translations with SMT translation as the ref-
erence. And the best translation which has the
highest IMPACT score is outputted as the system
output.

3 Experimental results and discussions

The official evaluation results of our submissions
are shown in Table 1 (Nakazawa et al., 2017). In
the Table 1, “Original system” means the NMT
without reranking and “SMT” means SMT part of
our system.

For JPCen-ja task, reranking decreases BLEU,
RIBES and AMFM scores and also HUMAN
score.  Although the overall evaluation result
doesn’t show the effectiveness of the reranking,
several improvements are observed. Examples are
listed in Table 2. Original translation of the exam-
ple 1 has under-translation. Only the first two
words (The oldest) and the punctuation mark (.)
are translated in the original translation. Original
translations of example 2 has also under-transla-
tion. None of words “( ACT , READ , PRE ),
GBSTB, GBSTT , FXb 2, PUMP, FXB, FXT,
SWL , and RFX” is translated. On the other hand,
reranking system does not make such under-trans-
lations. Original translation of example 3 has
over-translation. “ & 72 % (differ)” occurs two
times. But the reranked translation has no over-
translation.

Task Data ID System Segment. |BLEU RIBES AMEM HUMAN [JPO adea.
1406 |Reranking |Subword 4444 0.8610 0.7471 58.250 ———=
JPCen—ja 1407|Original Subword 44.63 0.8667 0.7478 60.000 463
-————|SMT Word 36.20 0.8128 0.7237 ———= S
1408|Reranking |Word 47.08 0.8591 0.7564 68.250 e
1415|Original Word 46.03 0.8586 0.7559 ———= ———=
JPCzh—ja 1414|Reranking |Character 46.52 0.8596 0.7614 69.750 4.31
1409|Original Character 45.27 0.8544 0.7571 ———= ———=
-———|SMT Word 40.79 0.8270 0.7384 ———= ———=
1416 |Reranking |Word 71.52 0.9445 0.8661 6.250 ———=
1418|Original Word 70.23 0.9432 0.8623 ———= ———=
JPCko—ja 1417|Reranking [Character 71.36 0.9461 0.8711 11.250 4.81
1419|Original Character 69.42 0.9364 0.8605 ———= ———=
-———|SMT Word 71.08 0.9440 0.8645 ———= ———=

Table 1: Official evaluation results (Japanese segmenter is Juman)
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source The oldest is the capacitive divider bridge , one arm of which consists of a
reference capacitance and the other of the capacitance to be measured .
e BEEVED EEEHE R U THY . TD 1D D T—A FE
EHEREHNIoRY . TOM D FHERE N AE Hhd,
ranking |BE BV 50 & BE HFE Iy THY . 010 O F—L & M
T IND RNE EHE /PR LD T/ AR EDDS BB,
original ) a Sl =1
SMT REELEDIE. @%1&7‘“‘4!*‘4?7")“}’2 HEXvNAVRERTEEINDR
EX /B ADMD 1 DEERT BT —LTHD,
FIG . 5 shows a portion of waveforms of a simulation result of the circuit in
source FIG . 4, and commands ( ACT , READ , PRE ) , GBSTB , GBSTT , FXb 2,
PUMP , FXB , FXT , SWL , and RFX are shown as signals .
5121, 040 EEEDIIaL—Iar #ER O Kz N —8 RS h
reference | C B9 BF &ELT. avk (ACT . READ . PRE) . GBSTB .
GBSTT. FXb2 . PUMP ( FXB . FXT . SWL . RFX A' ;JRE 11T L\
%,
5. 40 MEEDI=aL—2ar HR O —H % x9 10D THY
reranking |. OA<¥>KF ( ACT. READ ., PRE) . GBSTB . GBSTT . FXb2 . P
UMP ., FXB ., SWL ., RFEX % 8 &£ LT RY
original 4 O EEE O YRab—ay R O—HHEL. M40 EED I
L—ar R D —# %~ X THD .
H5(F. HADEBDIIaL—aVBERORBO—8ERT . RUPavUr
SMT (ACT. READ., PRE).GBSTB. GBSTT. FXb 2, PUMP. FXB. FXT RF
X SWLER, EBELTTRESN TS,
However, specifications sometimes differ from one image forming apparatus
source
to another.
reference |LML., B BEEBECEICARYINELDIFGELH S,
reranking |LHL. HAEHIF. BRI DDBEBEREELIIELS,
original LWL, R ADDEBREBEELSELGLIEHRINELD,
SMT LAL. H8RIF EBEHETH1ODEERN SR DEE~NEFICITEL S,

Table 2: JPCen-ja task’s examples having effectiveness of reranking (recover of under-translation:
example 1 and 2; recover of over-translation: example 3)

For JPCen-ja task, comparing our submission
of data ID 1407 (EHR) and another submission
(OTHER), BLEU score of the EHR is 44.63 and
it is less than the OTHER’s score (50.27). On the
other hand, HUMAN score of the EHR is 60.00
and it is greater than the OTHER’s score (56.25).
There are 20 data that the BLEU! score of EHR is
less than the OTHER’s score but the HUMAN
score of EHR is greater than the OTHER’s score?.

We examine these data and find that several
data have the differences between the source ex-
pression and the reference expression. Table 3

! Sentence level BLEU is calculated by mteval-v13a.pl in
the Moses package.

2 For the BLEU score, “less” means “less or equal -10” and
“greater” means “greater or equal 10”. If the difference of
BLEU is between -10 to 10, it is considered “tie”.

3 We distinguish between “additive translation” and “over-
translation”. The former means the translation including
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shows examples of source, reference, EHR output
and OTHER output. Example 1 has the voice
change (the source is passive and the reference is
active). Example 2 has the topic change (the topic
of the source is “valve” and the topic of the refer-
ence is “#X# (passage)”. Example 3 has the addi-
tive translation? (the source “GELD” corresponds

the reference “HHE EL 7 4 A7 L— (OE L
D '
nescentdisplay) ”). Example 4

organicelectro-1lumi

has the subtractive translation* (the source has

complemental information and the latter means the transla-
tion including needless information.

4 We distinguish between “subtractive translation” and “un-
der-translation”. The former means the translation omitting
complemental information and the latter means the transla-
tion omitting needful information.




“given within this range” and the reference has no
such expression).

Comparing JPO adequacy score of EHR and
OTHER, the EHR’s score 4.63 is less than the
OTHER’s score 4.75. Although HUMAN and
JPO adequacy are both human evaluation, they

have a contradiction. One possible reason is that
the evaluators of HUMAN score do not look at the
reference translations but the evaluators of JPO
adequacy score can look at the reference transla-
tions.

source

In FIG. 6 , the same symbols are used to the same elements as
the elements shown in FIGS. 1-5

reference

KelcBWCT . H1~E5I2FcTERERECERICIE

1 L %5 % LT 55 .
M6TIE. FACES . B1~5[5&NndERLRC

IR lsmicemans.
MelcsWC.HM1~K5LRLERICIERLEFE #=
OTHER
LT L%,
A sixth on—off valve 202 is disposed on the fourth bypass passage
source 204
% 4 NA/\R #ZE% 204 [C (& 5 6 BARA # 202 A &I 5T
reference W3
2 e ° L e S o ~ —
EHR EO6DAY AT 202 (& . §F 4 /4/\X B 204 L [T
BlE S hbd,
OTHER T4 O NA/R @ 204 (21X, F 6 O FF #7F 202 A B
BEShTWS,
source The display device 4 is, for example, an LCD and an GELD.
KR EE41F . BIAE . &S TAXILA (LCD, liquidery
reference |staldisplay ) *° H# EL 74X 7L 4 ( OELD, organicelectr

3 o — luminescentdisplay ) & TH5 .

EHR RTEBE4(F . FIZIELCD &V GELD THS .

OTHER | % 4 & | HlZ(F LCD > OELD ( OELD . organicele
ctro — luminescentdisplay ) & TH% ,

source In this case, the proportion of the additive given within this range

corresponds to 3% or lower.

reference

4 CDBEDFRME O FEMEIEZ3 % LUT THS .,
COBE . COEBERIZEZ oS AmMAF D EE (X, 3

EHR % LT [ 48% 45,
OTHER |COBE . FMBEI D EE F. 3% LT THD,

Table 3: Different expressions between sources and references
(example 1: voice change; example 2: topic change; example 3: additive translation;

example 4: subtractive translation)

For JPCzh-ja and JPCko-ja tasks, reranking in-
creases BLEU, RIBES and AMFM scores. How-
ever, we don’t have a HUMAN scores comparing
the reranking and the original for these tasks. Ex-
amples having the effectiveness of the reranking
for these tasks are shown in Table 4 and Table 5.

Example 1 and 2 of Table 4 have under-translation
in original translation. Example 3 of Table 4 has
over-translation in original translation. Example 1
and 2 of Table 5 have under-translation in original
translation.

122



E3(A) = ',TL‘fTkaJ_ Big B UIE B S5F A5 8 FlE &
source B M L@ EM EE N Y A0 g SR, B3(B)RE3I(A)M
ZEWP- QB LW R ER B .
K3(A) I, MEHEANEBZ20 T8 2F HE Y 0O &&E E£E
reference [220LWT k@& Mo EE RE %= ER LI &%@*ﬂﬂ%iﬁ?ﬁ'@&t)s
K3(B)IF.K3(A)DEED®P—QMM@EIZHIT5 HEE Brm
B THb .
1 M3(A)IF.,. FovwT 220 TS5 0B EZT55 5 ?‘f‘ﬂﬁk_%@ﬁﬂ_
reranking EE #* L @ &R EE AE »o Bi- 55 O #E. &8 X THY .
3(B)(i~3(A)0)"%@P—Q&ﬁﬁkb‘blf%*ﬂﬂﬁ&ﬁﬁ.
THb .

. K3(A)IF.K3(A)DEE®DP—QEME L O HIR 8L B
original B TH3 .

B3 (A)IZDWTIE. 2RFryTDNEICK>TED FHRRYMDEE %Eélé
SMT tEIACEERNNERFOBBMRERTHY. B3I (B) . F3(A)DE
P—QHEREI< &(‘f%ﬁﬂﬂ%&ﬁﬁl‘(&éo

eyt RYE TR A, — 4 TR A AR B AR EEHN B "t

source

reference = . THR l; FOoTIE. 1D HFE M ELGS il 281 D BRIE 9 %= 2
g5 LM ARETHD .

reranking E =N T_I.'.i [2&2TIE . 1D0DxHE M ELED EHE D BRIE ¥ % B
95 EMNTES .

original Fr- . iR ITEOTIF . BLEE nFE B 35 &N TED,

SMT Flo. RéEICENEF, BELRSEFMTERDOBILYMERRTHENTES,

source L5 14

reference |[ 3 5l 14 ]

3 |reranking |ZEJfE ] 14 :

original (Em H 14) =il 14 12 DWNT R 95,
SMT EheHl14

Table 4: JPCzh-ja task’s examples having effectiveness of reranking (recover of under-translation:
example 1 and 2; recover of over-translation: example 3)
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O|O{A , 80§ 2ZAM DINP ( C| O|A L H ZE BO|E ) 183 & &F E &It
source _(I)_l- sa I:l'.
RNT | B ELTDINP ( 24V /Z)LIBL—k ) 183 BE & # AN
reference Li= .
.| RWNT ., B L LTDINP ( DAFILRILATIR ) 183 BH= &8 % 4
reranking Ui .
original  [RIZ . At & LT DINP ( ) 183 BE & % 0 Li=
SMT ;?ZL\’G\ B ELTDINP (BB 0| A = 7=—)L DAL —) 183B EE &AL
MEEX(0) e d A0 (215 X 216):-5tLF =
source |2 11 O|&h o M7| HHE{2| (81); &= - S}O|E2|= HYE{2| (82) &, &
7I stojEe2|E HiE2| (82) A G2 of A HA El LHH 7|3 (83).
PR EE 701X Tt 2 BAS CENTES (R 15E16): — 18
reference |Ff=(X 2 & LLE ® R /\vTY 81 ; Ff=ld . — NAT)yK /\vTY
82 &, ﬁﬁiﬂ NATYyE Ny TY 82 [T ik S T L5 PR B 83
2 CEREE70X. ULTZ2E8C IEN TS (R RUBR16): 1D
reranking |zl T LUE ® ER /\yTU— 81 . XIE NA(TYykR /\wF1)— 82
RU . /\47“')‘JI~“ N\YTl) 82 L BEMIC EHRE S - NAEE B 83
original HREXEE 70l UTZ28L ZENTES ( 15 8&£U 16) ,
DE'I‘”*%7O(iuT’&’§“¢r:&75“’G§%> (R15KRUE16:—12HALEFNLL
SMT FDOEST/\YTI8T; RIE—\AT)yK/\yTY82 KU, i/ (1T yk/\y
TUB2LE M EFESN - NIABERS (83)

Table 5: JPCko-ja task’s examples having effectiveness of reranking (recover of under-translation:

example 1 and 2)

For JPCzh-ja and JPCko-ja tasks, the word
based translations have higher BLEU, RIBES and
AMFM compared with the character based trans-
lations. However, HUMAN score of the word
based translations are lower than the score of the
character based translations.

For JPCzh-ja task, there are 7 data that the
BLEU score of the word based translation is
greater than the character based translation’s
score but the HUMAN score of the word based
translation is less than the character based transla-
tion’s score. Examples of such translations are
listed in Table 6. Example 1 has an under-transla-
tion in the word based translation (“Ji ™). Ex-
ample 2 also has an under-translation in the word

based translation (“JE1T X415 (FHITHY) ). Ex-
ample 3 has miss translations both in the character
based translation and the word based translation.
In the character based translation, “Hf-f @i [X” is
used instead of “FEHE 1 X (Z24& 1 E])”. And in
the word based translation, “/3 i &8 € ¥ = — /L
is used instead of “T = 7 L 7 YE ¥ 2 — L (H
T 2345 ER)”. However, the latter miss translation

is more significant than the former. Example 4 has
another different translations. Character based

translation uses “7% K\ (4F)”, and word based
translation uses “IZfE4L 5.

For JPCko-ja task, there are 3 data that the
BLEU score of the word based translation is
greater than the character based translation’s
score and the HUMAN score of the word based
translation is less than the character based transla-
tion’s score. Examples of such translations are
listed in Table 7. Example 1 has a different trans-

A 7 is “3BHE and
non-literal translation is %% #¢ . Example 2
shows the effectiveness of the unknown word
translation in the character based translation. The

expression
“Cl @ Eto 2l E 2] & W E

lation. Literal translation of “%

or=x g o Eg
C| ® e} of 2] E 2] € ” does not be translated in
the word based translation. Example 3 has differ-
ent translations. Character based translation uses
“7 L —F(= 3 o] 2 )”, and word based transla-

tion uses “7 L — 27,
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source XiE—SiERE i T CAZ028 M B A E .

CDTEIF, CAZO28—fli/NILIDAENELRBELON TSI EZESH

1 reference SRS,

char. based |ChIEE5IZ, CAZO28E NN ELE D BEEEEHDHEETRET S,

word based |ChIZ&Y, CAZ028D —{liIESLIEAEILITRIET B,

source 9a_<Hj TEENONBBRE T & ZIRATHITHAET 9008012
It

f H9lE. RAGEIR)Y—REMET B=HIZHE110ICE->TEITENDA

reference %000 ERT,

XOl&. B110A%, IBMDEIR)Y—REREIRT B1=HIZTHhh B 0BT

A+ZRX900DERETETT

XOlL. BN ESR) Y —RERINT 51=HIZH 1104 ETO 2900

wordbased |y opetg g,

E4(ARMIHFERMEEFWERE, B4B)RNLHERMLER

source =h

M4 (A) T2 ED2—IILOBBROEMEIKRK THY. K4 (B)

FTaIdLOHED1—ILDEEERTH S,

M4 (A)IE. TaILOHES1—ILOBREMEBRTHY. X4 (B)

X, TadLYYESa—IILOBRNERTHS,

X4 (A) [ZTF2IL I ED1—ILOBRMAE@ER KR THY . K4

B)IFHFEEEDI—ILDEERHTHS,

source B—AmE, NRRXF4.2(5, NBAMKEMELF, BEMEB)HERRE
FR{E, FHTIEE,

reference A, 4. 2EEFRBZ L LMK REILROHAEME (B) DEEEEEMN
B YIFFELLELY,

char. based —F. 4. 2fEFBZ D& MK ERENRULD, BEHMEB (B) DEEEM

: EMNMETT5HIFELLLL,

word based —h. 4. 2fEFBZDHEMMAKDBRECENDSH ., BEHME (B) D EER
ENETTH=08FFELLELY,

Table 6: JPCzh-ja task’s examples having BLEU and HUMAN scores contradiction

(under-translation in word based: example 1 and 2; different translation: example 3 and 4)

char. based

reference

char. based

word based

O|2{st AL, =Al7|= S707CHA| 2 RISHSI0] 2Kt REX|7F AL

source = x| mCHs

. CDBE. ZEHIL. STOTEREIZEBWL T, 2REBNEHELTLS

reterence I mE TS,

char. based CDESHIBE . ZIEHIL. STOTERBEISEITLT o REBAELES
) n=hEIFH TS,

word based COESHEE. ZEMIL, STOTHRBEICEITL T REENEHKS

nE=hELIFH TS,

[B] 5¢td stetE2, Cl|HEO| 2| EC|SHEIOII E 20| EQt C|H

souree EfO2|EC| SESIAOIT 20| EQ| =3t EQl Z40| Hit &St

[BIEEMHIEEMIX. ORVATYR)E—ILRUBAT I ) L—REDR

reference UBRTR)E—=)LAXTH T L—rEDREVMTHAZELTFEL

LYo

[BIEAHILEMIE, TARVATYRJb—ILRUBTHL—bET o

char. based | RUA—([ZR)F—ILAFHFTH)L—FDREMTHAIEMNTFEL

LYo

[BIE&HLEMIE, HEO|Z| EC|ESLHEZ EC|ENFHL—

wordbased |\ o S m B EAFELLY,
EEEEE N ERE L EEE
source

Tt 2 Qlct,
3TNIETLAILI=E R TIYH—ERZEMAEIRICHETHIEN
reference TEZ.

o baeg [P NEIL—FUBA TR ERER AR A0 T 5L
- HTE,
| DTN U ER TR B REBR R A BT Ao LA
T£3,

Table 7: JPCko-ja task’s examples having BLEU and HUMAN scores contradiction
(different translation: example 1 and 3; un-translation in word based: example 2)
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4 Conclusion

System descriptions, experimental settings and
experimental results of the EHR team are de-
scribed. We participate in the 3 tasks and submit-
ted 10 systems’ outputs. We can observe our re-
ranking technique is effective to remove under-
translation and over-translation which are in NMT
outputs sometimes.
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