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Abstract

This paper presents an integrated ABSA
pipeline for Dutch that has been developed
and tested on qualitative user feedback
coming from three domains: retail, bank-
ing and human resources. The two lat-
ter domains provide service-oriented data,
which has not been investigated before
in ABSA. By performing in-domain and
cross-domain experiments the validity of
our approach was investigated. We show
promising results for the three ABSA sub-
tasks, aspect term extraction, aspect cat-
egory classification and aspect polarity
classification.

1 Introduction

With the rise of web 2.0 applications, customers
have been given a new platform to express their
opinions in the form of reviews on designated
websites. At the same time many companies
proactively collect direct customer feedback af-
ter an interaction, such as a store visit, a client
meeting or online purchase. Both information
types have in common that besides quantitative
data (“How would you rate the overall shopping
experience on a scale from one to ten”) also quali-
tative data (“Why did you assign this score”) is be-
ing collected. A fine-grained analysis of this qual-
itative textual feedback offers companies valuable
detailed insights into the strong and weak aspects
of their products and services and allows them to
strengthen their offer.

Extracting this information automatically is
known as the task of aspect-based sentiment anal-
ysis (ABSA). ABSA systems (Pontiki et al., 2014)
focus on the detection of all sentiment expressions
within a given document and the concepts and as-
pects (or features) to which they refer. Such sys-

tems do not only try to distinguish the positive
from the negative utterances, but also strive to de-
tect the target of the opinion, which comes down
to a very fine-grained sentiment analysis task and
“almost all real-life sentiment analysis systems in
industry should be based on this level of analy-
sis” (Liu, 2015, p10).

This fine-grained sentiment analysis task re-
ceived special attention in the framework of
three SemEval shared tasks: SemEval 2014 Task
4 (Pontiki et al., 2014) and SemEval 2015 Task
12 (Pontiki et al., 2015), which focussed on En-
glish customer reviews, and SemEval 2016 Task
5 (Pontiki et al., 2016) where seven other lan-
guages were also included. Each time the idea was
to perform three subtasks: (i) extract all aspect
expressions of the entities, (ii) categorize these
aspect expressions into predefined categories and
(iii) determine whether an opinion on an aspect is
positive, negative or neutral.

In this paper, we discuss a fine-grained sen-
timent analysis pipeline to deal with qualitative
Dutch feedback data coming from three differ-
ent domains: banking, retail, and human re-
sources. This paper presents a collaboration be-
tween academia and industry to create a proof-
of-concept, the pipeline is currently in production
at Hello Customer. In the framework of the Se-
mEval shared tasks, similar methodologies have
been investigated, but the research presented here
differs in two ways. First, the main focus has
always been on customer reviews of experiences
(restaurants, hotels, movies) or tangible products
(laptops, smartphones). Besides product-oriented
data, we move towards more service-oriented data
coming from financial institutions and human re-
sources agencies. Second, the various ABSA sub-
tasks have always been tackled and evaluated sep-
arately in the framework of SemEval. In reality,
however, all steps have to be performed sequen-
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tially, entailing error percolation from one step to
the other. In this paper we present such an inte-
grated pipeline for each domain and also perform
cross-domain experiments.

The remainder of this paper is organized as
follows. Section 2 describes the data we have
collected and annotated. Next, in Section 3 we
present the pipeline that has been developed for
performing this task and in Section 4 we discuss
the results. We end this paper with a conclusion
and suggestions for future work.

2 Datasets and Annotations

In the past, ABSA datasets have been annotated
comprising movie reviews (Thet et al., 2010), re-
views for electronic products(Hu and Liu, 2004;
Brody and Elhadad, 2010), and restaurant re-
views (Brody and Elhadad, 2010; Ganu et al.,
2009). As mentioned above, in the framework of
three SemEval shared tasks (Pontiki et al., 2014,
2015, 2016), several benchmark review datasets
coming from various domains (electronics, hotels,
restaurants, and telecom) and languages (English,
Dutch, French, Arabic, Chinese, Spanish, Turkish
and Russian) have been made publicly available.

For the work presented here, direct customer
feedback data written in Dutch was collected in
three domains: banking, retail and human re-
sources (HR). The data provider for the first do-
main, banking, is a large Belgian financial insti-
tution offering basic financial products (e.g. loans,
insurances) and services (e.g. investing or finan-
cial advice). The second domain, retail, com-
prises data coming from a large clothing company
with offline stores all over Belgium and an online
webshop. Data for the third domain, HR, comes
from two data providers who are active in the re-
cruiting sector, namely employment agencies.

For all domains, data was collected by asking
customers two things: (i) assign a NPS score1 to
the company and (ii) provide textual feedback for
this score. This feedback is referred to as a ver-
batim, which can vary from one short sentence to
various sentences discussing various aspects. Ta-
ble 1 presents an overview of all data that has been
collected and annotated in the three domains, ex-
pressed in number of verbatims and tokens.

1Net Promotor Score, a customer loyalty business metric.
Customers are asked: How likely is it that you would recom-
mend [company] to a friend or colleague? Trademark of Bain
& Company, Inc and Fred Reichheld.

Domain # verbatims # tokens
Banking 1700 15870
Retail 1500 15796
HR 1000 11960

Table 1: Verbatims and tokens in each domain.

For the actual annotations, see Figure 1 for a vi-
sualization, we annotated each aspect term and as-
signed it to a predefined aspect category (CatEx).
These aspect categories are domain-dependent and
consist of a main category (e.g. Personnel) and
subcategory (e.g. quality)2. For banking there are
22 such possible combinations, for retail 24 and
for HR 23. Table 2 gives an overview of the three
largest main categories per domain.

In a next step, sentiment bearing words were
selected, assigned a polarity: positive, negative
or neutral (OpinEx), and linked to the appropri-
ate aspect term (is about arrow). All annotations
were carried out with the BRAT rapid annotation
tool (Stenetorp et al., 2012).

Figure 1: Annotation (EN: Friendly service).

For all three domains, we went through the
same annotation process to ensure consistency.
First, a preliminary aspect category typology was
devised after which 50 verbatims were annotated
by two annotators independently from each other.
These annotations were discussed, inconsistencies
were resolved and the typology was altered, if nec-
essary. Next, an inter-annotator agreement study
was conducted on 50 new verbatims, which were
again annotated by two independent annotators.
The annotations were compared to the annotations
of a third, more experienced annotator who also
received more time to complete the task. Accuracy
was calculated on two levels: the consistency of
the annotated category expressions (cat) and the
consistency of the annotated polarity expressions
(pol).

As can be observed in Table 3, the IAA was
high for all three domains. For the remainder of
the annotation work, the same two annotators per-
formed all annotations and frequently checked and
discussed their work to ensure consistency.

2We were inspired by the SemEval ABSA annotation
guidelines available at http://bit.ly/2t0EkaB.
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Domain cat # cat # cat #
Banking BANK 317 PERSONNEL 903 PRODUCT 168
Retail STORE 306 PERSONNEL 682 COLLECTION 1191
HR HR 129 PERSONNEL 637 SERVICES 230

Table 2: Typology of the three main aspect categories and occurrences per domain.

Banking Retail HR
cat pol cat pol cat pol

Annot 1 94 94 92 94 94 96
Annot 2 86 98 97 97 93 97

Table 3: IAA, expressed in accuracy (%).

3 Methodology

A pipeline was developed in order to perform the
three incremental ABSA subtasks relying on su-
pervised machine learning techniques. For the ac-
tual experiments, all datasets were split in a 90%
train and a 10% held-out test set.

3.1 Aspect Term Extraction

Approaching the task of aspect term extraction as
a sequential IOB labeling task has proven most
successful (Liu, 2012). The two systems achiev-
ing top performance on English reviews for Se-
mEval 2015 were a classifier using Conditional
Random Fields (CRF) (Toh and Su, 2015) and a
designated Named Entity Recognizer (San Vicente
et al., 2015). Both systems implemented typical
named entity features, such as word bigrams, tri-
grams, token shape, capitalization, name lists, etc.
For SemEval 2016, subsequent work by Toh and
Su (2016) found that using the output of a Recur-
rent Neural Network as additional features is ben-
eficial for the labeling tasks.

We relied on a sequential IOB labeling ap-
proach using CRF as implemented in CRF-
Suite (Okazaki, 2007). For each token, and its
two neighbouring tokens, the following features
were extracted: (1) token shape features, based
on whether the token contains capitalization, dig-
its, or exclusively alphanumeric characters, as well
as the final two and three characters as an ap-
proximate suffix; (2) lemma, (3) CGN part-of-
speech (PoS) tag, (4) syntactic chunk, and (5)
Named Entity label as provided by the LeTs pre-
processing toolkit (Van de Kauter et al., 2013).
Both full labels and coarse super-category for PoS,
chunk, and NE labels were included as features.

For the experiments, CRF models with the
LBFGS (Nocedal, 1980) optimization function
were first trained on each domain separately and,
next, all training data was combined, leading to
four models in total. Hyper-parameters were opti-
mized by randomized search with 500 iterations
in 10-fold cross-validation. The models with
winning hyper-parameters as determined by flat
F1-score (weighted macro-averaging) were sub-
sequently tested on the held-out test sets in three
setups: in-domain (e.g. trained on banking and
tested on banking), cross-domain (e.g. trained
on banking and tested on retail) and all domain
(e.g. trained on all training data and tested on
banking).

To evaluate, we calculated flat (i.e. non-
sequence) precision, recall, and F1-scores.

3.2 Aspect Category Classification

The aspect category classification subtask requires
a system able to label a large variety of classes,
in our case 22, 24 and 23 categories. The two
systems achieving the best results for SemEval
2015 both used a classification approach (Toh and
Su, 2015; Saias, 2015). Furthermore, especially
lexical features in the form of bag-of-words have
proven successful. The best system (Toh and Su,
2015) also incorporated lexical-semantic features
in the form of clusters learned from a large cor-
pus of reference review data, whereas the second-
best (Saias, 2015) applied filtering heuristics on
the classification output and thus solely relied on
lexical information for the classification. For Se-
mEval 2016 Toh and Su (2016) discovered that
when the probability output of a Deep Convo-
lutional Neural Network (Severyn and Moschitti,
2015) was added as additional features, the per-
formance increased.

For the experiments presented here, classifiers
were built using LibSVM (Chang and Lin, 2011).
Our feature space includes lexical information by
relying on bag-of-word features in the form of to-
ken unigrams. Because for Dutch no large ref-
erence review datasets are available in the var-
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Train
Test

Banking Retail HR

Prec Rec F-1 Prec Rec F-1 Prec Rec F-1
Banking 94.8 95.1 94.9 89.6 90.9 89.2 95.2 95.4 95.0
Retail 93.0 93.9 93.2 95.6 95.5 95.6 94.9 95.1 94.4
HR 93.4 94.2 93.4 91.0 91.4 89.7 96.5 96.8 96.4
All training 95.1 95.4 95.2 95.8 95.8 95.8 95.9 96.2 95.9

Table 4: Precision, recall, and F-1 scores for aspect term extraction on held-out test sets.

ious domains, we were inspired by the work
of De Clercq and Hoste (2016) to also include lex-
ical semantic features derived from Dutch Word-
Net information, viz. Cornetto (Vossen et al.,
2013) and DBpedia (Lehmann et al., 2013) for the
aspect terms available in the training data for each
of the domains.

After training our models, these are tested on
the held-out test set. Important to note is that for
this setup we do not work with gold standard as-
pect terms, but rely on the output from the aspect
term extraction step. Since each verbatim can be
labeled with zero, one or more categories that are
not mutually exclusive, we decided to use Ham-
ming score, a multi-label evaluation metric that di-
vides the number of correct labels by the union of
predicted and true labels.

3.3 Aspect Polarity Classification

Machine learning approaches to sentiment analy-
sis make use of classification algorithms, such as
Naı̈ve Bayes or Support Vector Machines trained
on a labeled dataset (Pang and Lee, 2008). Current
state-of-the-art approaches model a variety of con-
textual, lexical and syntactic features (Caro and
Grella, 2013), allowing them to capture context
and the relations between the individual words.
Though deep learning techniques have also been
applied to this subtask, mainly in the form of word
embeddings (Mikolov et al., 2013), for SemEval
2016 the best performing system relied solely on
(advanced) linguistic features (Brun et al., 2016).

We followed a supervised approach and built
SVM classifiers using LibSVM. As we conceived
ABSA as an integrated task, the input for the po-
larity classification includes the detected aspect
term (result of step 1) and category (result of
step 2), together with the preprocessed sentence
in which the aspect term occurs. As a result, er-
ror percolation between the different steps impacts
the performance of the polarity classification sys-

tem. As information sources, we implemented the
following features: (1) bag-of-words: binary to-
ken unigram features, (2) lexicon lookup features
based on domain-specific lexicons extracted from
the training data, as well as existing sentiment lex-
icons for Dutch, i.e. Pattern (De Smedt and Daele-
mans, 2012) and Duoman (Jijkoun and Hofmann,
2009), (3) negator: flips the value of negated lexi-
con matches and (4) the predicted category of the
aspect term. For these experiments, we also envis-
aged the three different setups: in-domain, cross-
domain, and all domain. It is important to mention
that for sentiment prediction, the entire sentence is
considered for the construction of the features. As
a result, conflicting sentiments will be ruled out.
In future work, we intend to limit the context win-
dow of the detected aspect term. As the polarity
detection takes into account the output of the pre-
vious two steps, this task was also evaluated by
means of the hamming score metric (cfr. 4.3).

4 Results

4.1 Aspect Term Extraction
In Table 4 the results are presented for the differ-
ent experiments training on in-domain data (un-
derlined scores), cross-domain data, and a combi-
nation of all training data. We observe good re-
sults for aspect term extraction for all three do-
mains. In-domain scores are slightly better than
cross-domain scores, except for retail. This might
be explained by the fact that retail has very dif-
ferent aspect targets than the other two domains,
which are both more services-oriented. In addi-
tion, the target extraction scores show that training
on all data improves scores slightly for the bank-
ing and the retail domain, but decreases for HR.

4.2 Aspect Category Classification
To evaluate, we report hamming scores for (i) a
classifier taking the in-domain predictions for as-
pect terms as input (In-domain) and (ii) the pre-
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dictions of the classifier trained on all training data
from the various domains for the aspect term ex-
traction (All training).

In-domain All training
Banking 58.1 57.4
Retail 67.0 68.5
HR 46.6 46.8

Table 5: Aspect category classification results.

As can be seen in Table 5, the score difference
between both setups is small. Overall, we ob-
serve that predicting the correct aspect categories
is much more challenging for HR than for the
other two domains. A qualitative analysis revealed
that a lot of errors are caused by error percolation
from the previous step. For HR more in partic-
ular, there is a lot of confusion between closely-
related categories such as PERSONNEL service
and PERSONNEL availability.

4.3 Aspect Polarity Classification

We report hamming scores for the classifiers tak-
ing the aspect terms derived from the aspects terms
that were extracted in the All training setup3.

Train
Test

Banking Retail HR

Banking 84.5 83.3 67.1
Retail 86.8 88.9 86.7
HR 86.0 86.1 86.1
All 84.5 86.8 85.4

Table 6: Aspect polarity classification results.

Table 6 shows satisfactory results for polarity
classification based on automatically predicted as-
pect terms. The results show that training polar-
ity classifiers on all domains results in lower clas-
sification scores than in-domain training, which
confirms the intuition that sentiment expressions
are often ambiguous and domain-dependent. Al-
though the HR data set is rather limited (1000
verbatims), cross-domain training on HR also re-
sults in consistently good polarity prediction for
the other domains. Training on banking, however,
results in bad polarity prediction for the HR as-
pect terms. A qualitative analysis revealed that the
HR polarity classification relies on more general

3Experiments revealed no difference in performance
when relying on the in-domain aspect terms.

sentiment expressions also occurring in other do-
mains (e.g. vriendelijk (EN: friendly), super (EN:
excellent)), but also on very HR-specific sentiment
words (e.g. nauwkeurig (EN: accurate), doeltref-
fend (EN: effective)). Remarkably, retail has the
best cross-domain performance, it even outper-
forms the in-domain results for banking and HR.
This is because the retail model always predicts
the positive class for these two test sets, making
this a hard to beat majority baseline.

5 Conclusion

In this paper we presented an ABSA pipeline that
implements an integrated approach for the three
ABSA subtasks, which have been performed and
evaluated separately in previous research. We col-
lected and annotated qualitative user feedback in
three domains: banking, retail and HR. Especially
the banking and HR data are novel in that they
comprise service-oriented customer feedback.

By performing in-domain and cross-domain ex-
periments we show promising classification re-
sults for all three subtasks. Considering the aspect
term extraction task, it seems that training on all
available training data is beneficial for the bank-
ing and retail domain. The HR domain, however,
benefits most from in-domain training data. For
the aspect category classification, again the HR
domain reveals a different result than the other
domains, in that it is much more harder to clas-
sify. The polarity classification experiments re-
veal that for all domains it is better to train on
small domain-specific datasets instead of combin-
ing training data from different domains. Strik-
ingly, the retail domain generalizes best to the
other domains, though these results should be cor-
roborated on larger datasets.

As we address the ABSA task incrementally, we
observed error percolation in each step. We be-
lieve, however, that only an incremental approach
reflects how ABSA is performed in a real-world
setting. In future work, we will explore the viabil-
ity of domain adaptation for ABSA on larger and
different datasets and with other languages.
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