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Abstract

News media typically present biased ac-
counts of news stories, and different pub-
lications present different angles on the
same event. In this research, we inves-
tigate how different publications differ in
their approach to stories about climate
change, by examining the sentiment and
topics presented. To understand these at-
titudes, we find sentiment targets by com-
bining Latent Dirichlet Allocation (LDA)
with SentiWordNet, a general sentiment
lexicon. Using LDA, we generate topics
containing keywords which represent the
sentiment targets, and then annotate the
data using SentiWordNet before regroup-
ing the articles based on topic similar-
ity. Preliminary analysis identifies clearly
different attitudes on the same issue pre-
sented in different news sources. Ongo-
ing work is investigating how systematic
these attitudes are between different pub-
lications, and how these may change over
time.

1 Introduction

Editorial decisions in newspaper articles are influ-
enced by diverse forces and ideologies. News pub-
lications do not always present unbiased accounts,
but typically present frames reflecting opinions
and attitudes which can heavily influence the read-
ers’ perspectives (Spence and Pidgeon, 2010). Cli-
mate change is a controversial issue in which this
kind of framing is very apparent. Although bias
among different news sources has been discussed
previously (Fortuna et al., 2009; Evgenia and van
Der Goot, 2008), sentiment analysis has not been
commonly applied to newspaper articles for this
purpose.

Sentiment analysis is typically implemented
on short documents such as Twitter (Pak and
Paroubek, 2010; Agarwal et al., 2011) and cus-
tomer reviews (Pang et al., 2008; Shelke et al.,
2017). However, newspaper articles have diverse
context length, so their content is much more com-
plicated than other types of sources, especially as
these articles are normally cross-domain. A vari-
ety of topics might be discussed in the context of
a particular climate change issue. Thus, we need
to understand what the target of the opinion is in
each case, i.e. which aspect of climate change the
opinion is about. For instance, using the methods
described in this work, we found in reports about
the IPCC 2008 (Intergovernmental Panel on Cli-
mate Change) that The Independent talked about
carbon dioxide emission, but The Guardian con-
centrated on issues of rising sea levels.

Furthermore, unlike with short documents
where one can just find a single sentiment for
that document, in order to understand the over-
all opinion in articles about climate change, we
need to look at each opinion and its target sepa-
rately, as multiple targets may be addressed in a
single article. Additionally, even when reporting
on the same event and topic, different newspaper
sources will have diverse focuses. However, un-
like with tweets or customer reviews, newspaper
articles must give at least some semblance of ob-
jectivity, and often refrain from using explicit pos-
itive or negative vocabulary.

In this paper, we examine a set of articles about
climate change in four UK broadsheets during the
last decade. It is impractical to manually iden-
tify topics and analyse all the opinions about them
in this large set. We therefore propose a topic
modelling method to generate topics using Latent
Dirichlet Allocation (LDA), and then cluster the
articles into groups with similar topics. Then we
perform sentiment analysis on each cluster, in or-
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der to investigate the opinions, how they differ in
the 4 sources, and how they may have changed
over time.

2 Related Work

Research on sentiment analysis for news articles
is not entirely new (Yi et al., 2003; Wilson et al.,
2005). Henley et al. (2002) analysed violence-
related reports in different newspapers and found
that there is a significant difference between the
manner of reporting the same violence-related is-
sues. They also found newspaper sentiments re-
flecting the corresponding ideologies of the edi-
tors. However, they applied their content analy-
sis on a limited number of articles, so that the vo-
cabulary for the analysis was also small and strict.
Wiebe et al. (2004) applied a classification task for
detecting subjectivity and objectivity in newspaper
articles. Their work depended on several newspa-
per datasets which were manually labelled.

Sentiment analysis has been more commonly
implemented on newspaper titles. Strapparava
and Mihalcea (2007) automatically classified ti-
tles with a valence indication, while Burget et al.
(2011) proposed a method that classified 6 emo-
tions in Czech newspapers based on their head-
lines. Burscher et al. (2016) proposed selec-
tion and baseline approaches to analyse sentiments
in headlines and entire articles respectively, with
clustering performed by combining K-means clus-
ter analysis and sentiment analysis. Others have
analysed the quotations in newspaper articles.
Balahur et al. (2009) extracted annotated quota-
tions from Europe Media Monitor (EMM), and
classified them into positive and negative classes
using several sentiment lexicons and a Support
Vector Machine (SVM) classifier. Both quota-
tions and headlines are short pieces of text, which
means that the sentiment analysis is less noisy, and
also that the source and target of the sentiment
could easily be identified. However, those short
pieces of text could not always reveal the insights
of news, missing much useful information.

LDA is a generative probabilistic model which
has been used to extract abstract topics from doc-
uments. It investigates the hidden semantic struc-
ture from large amounts of text without requiring
manual coding, thus reducing time and cost (Blei
et al., 2003). Feuerriegel et al. (2016) applied LDA
to extract 40 topics from German financial news-
paper articles and found that some topics have an

important effect on the stock price market. Xu and
Raschid (2016) also developed two probabilistic
financial community models to extract topics from
financial contracts. However, the implementation
of LDA on newspaper articles is less known.

3 Method

3.1 Data

The data for our experiment consists of 11,720
newspaper articles collected from 4 UK broad-
sheets – The Guardian, The Times, The Telegraph
and The Independent – between 2007 and 2016.
These articles were extracted from LexisNexis by
searching all four sources for those containing the
keywords “Climate Change” at least 3 times in to-
tal.

3.2 Pre-processing

In order to identify the topics that can best rep-
resent events and issues with respect to climate
change, we use a part of speech tagger to anno-
tate all the words, and only keep the nouns for the
LDA model. For the sentiment analysis, all words
are included.

3.3 LDA model

Typically, the number of topics in the LDA model
is determined by computing the log-likelihood or
perplexity. However, Bigelow (2002) has shown
that predictive likelihood (or equivalently, per-
plexity) and human judgment are often not corre-
lated, and even sometimes slightly anti-correlated.
In this paper, we therefore treat the topics as clus-
ters, and apply the Silhouette Coefficient instead.
This method has been previously used for find-
ing the optimal number of topics (Panichella et al.,
2013; Ma et al., 2016), and is suitable for our LDA
approach, since LDA is fully unsupervised. Nev-
ertheless, in future work, it may be worth eval-
uating some probability measures such as log-
likelihood and perplexity, and comparing the per-
formance using these methods.

Sil =
b− a

max(a, b)
(1)

where a is the mean distance between a point and
other points in the same cluster, and b is the mean
distance between a point and other points in the
next nearest cluster. In the silhouette analysis (Ma
et al., 2016), silhouette coefficients close to +1 in-
dicate that the samples in the cluster are far away
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Sources Topics
The Guardian copenhagen,world,deal,agreement,summit,president,obama,china,action,treaty
The Times copenhagen, world, cent, deal, president, summit, agreement, conference, china, year
The Telegraph world, carbon, copenhagen, summit, deal, cent, agreement, energy, time, president
The Independent world, carbon, copenhagen, deal, cent, agreement, year, conference, cancun, government

Table 1: Topics in 2009

Topic ID Keywords
Topic 1 0.31*food 0.84*land 0.79*world ...
Topic 2 0.53*year 0.98*science 0.03*time ...
Topic 3 0.29*world 0.21*car 0.18*weather...

Table 2: Example of Topic list in The Guardian
2007

from the neighbouring clusters. In contrast, a neg-
ative silhouette coefficient means that the samples
might have been assigned to the wrong cluster.

In our case, we repeatedly ran the analysis on
the entire dataset with a different number of top-
ics (0-30) and added the silhouette value for each
number of topics to the plot in Figure 1. We can
see that when the number of topics reaches 20, it
has the highest silhouette coefficient score which
indicates the best clustering result.

Figure 1: Silhouette analysis for LDA model

Once the number of topics has been determined
at 20, the LDA assigns keywords to one of the top-
ics of the news article, based on the probability of
the keywords occurring in the topics. This assign-
ment also gives topic representations of all the ar-
ticles. We repeatedly updated the assignment for
50 iterations to generate both topic distribution in
the articles and word distribution in the topics. For
each topic in the LDA model, we select the top 10
keywords with their distribution to represent the
corresponding topic (see Table 2).

Articles Topic ID Distributions
Article 1 1 0.519842
Article 2 12 0.348175
Article 3 7, 12 0.412394, 0.1492813
Article 4 2 0.249132

Table 3: Example of topic-document matrix

Each article is assigned to a set of topics, and
each topic generates a set of keywords based on
the vocabulary of the articles. After acquiring
the topics from the LDA model, we convert the
bag-of-words model into a topic-document matrix,
which can be seen as a lower dimensionality ma-
trix (Table 3).

We then select the highest distribution topic
among 20 topics from each news article in differ-
ent news sources.

3.4 Applying SentiWordNet
To automatically annotate the articles with senti-
ment labels, we use SentiWordNet1, which con-
tains roughly 155,000 words associated with posi-
tive and negative sentiment scores. The keywords
in each topic indicate the sentiment targets to be
annotated with the corresponding score from Sen-
tiWordNet. For each article, the scores for all tar-
gets are combined and normalised (to a score be-
tween -1 and +1) to deal with the fact that some
clusters have more articles than others. The dif-
ferent attitudes of each news source on the same
climate change issue can then be analysed once we
have a score for each article. For this, we manually
check the keywords in the topic lists in each news
source in each year, and group those topics con-
taining at least two of the same keywords. Specif-
ically, we analysed every keyword in each topic
ID from 2007 to 2016 in each news source, and
extract the keywords which occur in each topic.
Then we also extract the topic IDs based on those
keywords, and group the IDs based on the top-
ics that contain at least two identical keywords.
We assume that those news articles have similar
or the same topics, as well as sentiment targets,
though this also requires verification. We note that

1http://sentiwordnet.isti.cnr.it/
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Detected Sentences
Positive
China itself defended its crucial role in saving the Copenhagen conference from failure. (The Guardian, 28 Dec, 2009)
Don’t panic. Copenhagen really wasn’t such a disaster. (The Independent,15 Dec, 2009)
Negative
The move emerged from the chaotic Copenhagen conference on climate change. (The Telegraph, 21 Dec, 2009)
Copenhagen puts nuclear options at risk. (The Times, 23 Dec, 2009)

Table 4: Example sentences with sentiment polarity detected in the four news source in 2009.

the current method of grouping similar topics be-
tween news sources manually could introduce hu-
man bias. Future work will look at ways to avoid
this.

4 Results and Discussion

We compared the 4 news sources by analysing the
clusters we identified. For some years, there was
no single topic that appeared in the clusters (prob-
ably because different newspapers attached dif-
ferent levels of importance to most topics). One
example that stands out, however, is the report-
ing by all 4 broadsheets of the Copenhagen Sum-
mit in 2009 (see Table 1). The clusters all con-
tain the keywords “copenhagen” and “agreement”,
which refer to the Copenhagen Summit explicitly.
This feature identified the main topics that also
can be seen as the sentiment targets. We utilised
this feature to compare the different attitudes to-
ward the same issue (Copenhagen Summit) be-
tween four news sources. However, the keywords
are mostly different between the sources in other
years. For instance, some topics in The Guardian
and The Times have large numbers of keywords
such as “gas” and “energy” in 2012, but topics in
the The Telegraph in that year are associated with
the keyword “wind”, while The Independent has
keywords like “government” and “investment”.

In Figure 2, we show how sentiment differs be-
tween the reports about the Copenhagen Summit
in 2009 in the 4 newspapers. Table 4 gives also
some examples of positive and negative sentences
found. A manual check of a random selection of
the relevant articles confirms the general tendency.
Most of the articles used some negative words,
such as “failures”, “collapse”, “drastic”. However,
Figure 2 indicates that the overall sentiment is rel-
atively impartial to positive (the average sentiment
score across all sources is +0.15). The Guardian is
the most positive, while The Times is the most neg-
ative. We suspect that some of the keywords may
be a bit misleading (e.g agreement is typically pos-
itive), which might influence the sentiment analy-

sis.
However, there are some clear indications that

match the automatic analysis results. While The
Guardian does have some quite negative reports
about the summit, mentioning things like “catas-
trophic warming”, it also tries to focus on the hope
aspect (“The talks live. There is climate hope.
A bit. Just.”). The Independent tends also to-
wards the positive, talking about leaders achieving
”greater and warmer agreement”. The Telegraph,
on the other hand, plays more on the fear and
alarmist aspect, talking about ”drastic action” and
”imminent dangerous climate change”, although
also about positive steps towards the future. The
Times, on the other hand, emphasises the role
of honesty; although its overall tone is not over-
whelmingly negative, it does mention repeatedly
the fear and alarmist aspect of climate change and
some of the negative points about the summit (for
example that Obama will not be there).

Figure 2: Attitudes of four news sources to the
Copenhagen Summit in 2009

In future work, we plan a number of improve-
ments. SentiWordNet is not ideal because it does
not cover all the terminology in the specific do-
main of climate change, nor does it deal with con-
text (see (Maynard and Bontcheva, 2016) for a dis-
cussion on these points). We will therefore de-
velop a semi-supervised learning approach, based
on a small corpus of manually annotated news
articles that we will create, combining lexicon-
based and corpus-based methods with co-training,

28



in order to take the best of each. The lexicon-
based method will combine LDA with word-
embeddings to build a domain-specific lexicon,
while the corpus-based method will use a stacked
denoising auto-encoder to extract features from
news articles. The preliminary results demonstrate
the comparison of attitudes between different pub-
lications in a single year. However, the attitude to-
wards such climate change topic may change over
time. Ongoing work is investigating how the at-
titudes may change over time between different
publications.

5 Conclusion

In this paper, we have described a methodology
and a first experiment aimed at understanding the
attitudes expressed by different newspapers when
reporting about climate change. Traditionally,
these kind of analyses have only been carried out
manually, and are therefore limited to small case
studies. Our aim, however, is to apply such tech-
niques on a large scale, looking at thousands of
documents and studying the differences over time,
geographic area and newspaper type. While this
is only one example about different attitudes to
an event, it nevertheless shows a nice case study
about how we might use the approach to analyse
the different attitudes expressed in the news about
the same topic.

Due to the difficulty of annotating news articles
manually, and the fact that existing labelled data
is rare, an unsupervised approach is more suitable
in this case. In contrast to most of the existing
sentiment classification approaches, our method is
fully unsupervised, which provides more flexibil-
ity than other supervised approaches. The prelimi-
nary results demonstrate that our method is able to
extract similar topics from different publications
and to explicitly compare the attitudes expressed
by different publications while reporting similar
topics.

The methodology is domain-independent and
could also be applied to different languages given
appropriate lexical resources. Besides the co-
training approach mentioned above, there are a
number of other ways to extend this work: in par-
ticular, we aim to extend the sentiment analysis to
consider not just positive and negative attitudes,
but also the emotions expressed, and to analyse
the effect this might have on readers. The current
method also ignored word ordering, so that issues

like negation are not considered. We therefore will
extend our method to include higher order infor-
mation in our future experiments.
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