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Abstract

We analyze user viewing behavior on an
online news site. We collect data from
64,000 news articles, and use text fea-
tures to predict frequency of user views.
We compare predictiveness of the headline
and “teaser” (viewed before clicking) and
the body (viewed after clicking). Both are
predictive of clicking behavior, with the
full article text being most predictive.

1 Introduction

With so much news being consumed online, there
is great interest in the way this news is consumed
– what articles do users click on, and why? The
data generated in online news consumption con-
stitutes a rich resource for the exploration of news
content and its relation to user opinions and behav-
iors. There are undoubtedly a wide variety of fac-
tors that influence reading behavior at online news
sights, including the visual presentation of the web
site. But certainly the language seen by the user
plays a central role.

In this paper we experiment with a dataset from
the online news site of Jyllands-Posten, a major
Danish newspaper.1 The data consists both of
user logs and news articles. We attempt to pre-
dict viewing behavior from the text of articles. We
also look at the difference in predictiveness of the
text the user sees before clicking, i.e., the headline
and the teaser, vs. the body of the article, which
the user only sees after clicking, vs. the complete
text of the article,

The first question we address is whether a sim-
ple lexical representation of articles is predictive
of viewer behavior. We investigate bag of words,
word vectors, and article length. A second ques-
tion we investigate is the relative predictiveness of

1http://jyllands-posten.dk

the headline and teaser, which are displayed be-
fore clicking, and the body of the article, which is
of course only seen after the decision to view.

We explore these questions because we see
them as relevant to a fundamental issue in today’s
media landscape: to what extent are news con-
sumers manipulated by “clickbait”, as opposed to
making informed decisions about what news to
consume? While the term clickbait is difficult to
define, we see it as highlighting a potential differ-
ence between the promise of a headline or teaser
compared to the actual nature of the article being
pointed to. The work discussed in this paper is part
of an effort (see for example (Blom and Hansen,
2015)) to use large amounts of data and computa-
tional methods to understand “clickbait”.

2 Data

Our dataset consists of news articles and user
logs from the online portal of the Danish daily,
Jyllands-Posten. User logs have been maintained
since July 2015. An entry in the user logs is cre-
ated each time a user clicks on a new article on the
site. An entry includes the time of the click and the
page ID of the article, as well as a user ID if the
user is registered on the site. It also includes addi-
tional information, including the referring page –
the page the user was viewing when they clicked
on the article. We collected all online articles pub-
lished since July 2015, a total of 64,401 articles.
The log file includes a total of 213,972,804 article
views.

Articles are linked from two types of pages on
the Jyllands-Posten website: the start page, and
specialized pages for different subject matters (do-
mestic, international, culture, sports, local, etc.).

Jyllands-Posten is a mainstream Danish daily
paper, covering all major news topics,with a some-
what right-of center slant. While we have not an-
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alyzed the distribution of topics covered, table 1
gives the most frequent unigrams in the training
data, with stopwords manually removed. This list-
ing reveals a focus on immigrants and other per-
ceived external threats to Denmark.

1136 Denmark
652 Danish
633 refugees
618 EU
580 Aarhus (home town of paper)
552 USA
535 Danish
472 Løkke (prime minister)
444 killed
422 Danish
419 DF (Danish anti-immigrant party)
367 police
361 Syria
339 victory
339 death
331 satire
330 Trump
325 children
323 dead
316 Danish
315 Turkey
306 Europe
301 Russia
300 Islamic
286 attack

Table 1: Most frequent words (translated from
Danish, note that inflectional variants in Danish of
the word Dansk ‘Danish’ result in Danish appear-
ing multiple times)

The articles consist of three distinct parts:

• The headline of the article, which is the text
always displayed as the clickable link to the
article on the referring page. It is also re-
peated on the article page.

• On the article page, there is typically a phrase
or short sentence displayed below the head-
line, called the teaser. On the referring page,
the teaser is sometimes omitted. We do not
have information on whether the teaser was
present or not on the referring page.

• The body is the text of the actual article,
which is only visible after the user has clicked
on the headline text.

The text data (headline, teaser, and body) is di-
vided into training and development data, as de-
scribed in Table 2. (We have a held out test set
which we will use in future publications.)

Dataset Articles Words
Train 55,061 25,745,832
Development 9,351 4,134,432

Table 2: Text Data: Articles

The average number of views is 3,337, and the
median number of views is 795. See Table 3
for the two most viewed headline/teaser combi-
nations, and Table 4 for a headline/teaser with a
median number of views (translations from Dan-
ish by the authors). There are evident differences
between the high and median examples: the highly
viewed example deals with material of immediate
relevance to many readers. The top example con-
cerns a garden snail that has preoccupied Danish
gardeners for years, and promises a new solution.
The second concerns a beloved Danish TV Christ-
mas program, in which some off-color language
was clearly visible during the children’s program.
The language used is also more conversational, in-
formal and extreme. By contrast, the median ex-
ample is purely informative.

H Watch the unfortunate mistake in TV
2’s family Christmas calendar

T An attentive viewer caught the writing
on the board, which the children
probably should not see.

H See the surprising solution in the fight
against the killer snail

T Nature guide in Herning has made a
groundbreaking discovery that benefits
all garden owners.

Table 3: Headline (H)/Teaser(T) for the articles
with the most views (671,480 and 334,820, re-
spectively)

3 The Task: Predicting Clicks Based on
Text

Our task is to predict which articles get the most
user views. We bin the articles by numbers of
clicks into 2, 3, and 4 bins. This defines three
different classification tasks: is the article in the
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H International agreement: Elections in
East Ukraine this summer

T The goal is to hold local elections in
Donetsk and Lugansk before August.
Germany and Ukraine are skeptical.

Table 4: Headline (H)/Teaser(T) for an article with
median views (795 views)

top 50% of clicks, in the top 33.3% of clicks, in
the top 25% of clicks? We use different parts of
the article text to make the prediction. Specifi-
cally, we ask how much each of the text elements
(headline, teaser, body) contributes to our ability
to predict the highly clicked articles. Our work-
ing hypothesis is that the headline on its own, or
the headline with the teaser, should have higher
predictive power than the article alone. This is be-
cause the user sees only the headline (and perhaps
the teaser) before making the decision to click and
read the article. We investigate the following com-
binations of text elements, to see which provides
the most predictive power:

• Headline only: the reader definitely sees this
before clicking.

• Headline and teaser: in most cases, the user
also sees a teaser before clicking.

• Body only: the reader does not see the body
before clicking.

• Full article (headline, teaser, body): the
reader sees all this information together only
after clicking.

We experiment with the following classifiers, all
using the sklearn package: Support Vector Ma-
chines with a linear kernel, Logistic Regression
(logreg), Random Forests. For all classifiers, we
use the same set of features. For the initial exper-
iments we report in this workshop paper, we use
the following set of lexical features:

• Bag of Words (BoW): We construct a bag
of words from each article represented as a
vector whose size is that of the vocabulary.
We experiment with three values: a count
of occurrences, a weighted count (term fre-
quency), and tf-idf values.

• Word Vectors (vec): We also use word vec-
tor features for each word in each article

(Mikolov et al., 2013a,b). These vectors were
created using the Python gensim package, us-
ing all of the training data. We then form the
mean of the word vectors for all words in the
text component we are interested in (head-
line, teaser, or body).

• Text length (wc): the length in words.

4 Results

We found consistently that logistic regression out-
performs the other classifiers; we therefore only
present results using logreg. Furthermore, we
found that term frequency and tf-idf consistently
perform about equally, and both outperform sim-
ple counts; thus, we report only results using term
frequency. These results are shown in Tables 5,
6, and 7 for the top 50%, top 33.3% and top 25%
classification tasks, respectively. We provide ac-
curacy results and f-measure results, but we take
the f-measure results as the relevant result. The
baselines are always choosing the top-clicked cat-
egory.

We observe that the models consistently beat
the baselines (both on accuracy and f-measure).
The text features thus are, in general, predictive
of users’ viewing behavior. Furthermore, we ob-
serve across the three tasks that the performance
increases from using only the headline to using
headline and teaser to using only the body to using
the whole article. Put differently, more text is bet-
ter for this prediction task, contrary to our hypoth-
esis that the body would not contribute predictive
power as it is unseen at click time.

In terms of our features, we were surprised to
see that the wc (text length) and vec (word vectors)
features do not appear to have much effect. While
the results for different feature combinations vary
somewhat, we do not see variations greater than
0.7% (and usually much less) in the 12 separate
experiments (3 tasks and 4 data sources). The
one exception is using the body for finding the
top 33.3% of clicked articles (Table 6), where the
combination of bag of words and word count leads
to a drop of 3% over the other feature combina-
tions. We take this to be noise rather than an inter-
esting result.

5 Discussion

Our initial hypothesis was that article body would
not be as predictive as headline and particularly
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Accuracy F-measure
Always-H Bl

Data Source Feats Acc Bl Recall Precision F-m Prec F-m
Headline bow 0.612 0.513 0.856 0.583 0.694 0.513 0.678
Headline bow, wc 0.611 0.513 0.856 0.582 0.693 0.513 0.678
Headline bow, vec, wc 0.612 0.513 0.855 0.583 0.693 0.513 0.678
HeadlineTeaser bow, wc 0.630 0.513 0.847 0.599 0.701 0.513 0.678
HeadlineTeaser bow, vec, wc 0.629 0.513 0.847 0.598 0.701 0.513 0.678
HeadlineTeaser bow 0.627 0.513 0.850 0.596 0.700 0.513 0.678
Body bow, wc, vec 0.652 0.513 0.907 0.607 0.727 0.513 0.678
Body bow, wc 0.640 0.513 0.92 0.597 0.724 0.513 0.678
Body bow 0.650 0.513 0.889 0.609 0.722 0.513 0.678
HeadlineTeaserBody bow, wc, vec 0.664 0.513 0.891 0.620 0.731 0.513 0.678
HeadlineTeaserBody bow 0.670 0.513 0.875 0.627 0.731 0.513 0.678
HeadlineTeaserBody bow, wc 0.662 0.513 0.895 0.618 0.731 0.513 0.678

Table 5: Results for finding the top-clicked 50% of articles using logistic regression

Accuracy F-measure
Always-H Bl

Data Source Feats Acc Bl Recall Precision F-m Prec F-m
Headline bow, wc 0.470 0.355 0.743 0.450 0.560 0.337 0.504
Headline bow, vec, wc 0.469 0.355 0.740 0.451 0.560 0.337 0.504
Headline bow 0.467 0.355 0.739 0.448 0.558 0.337 0.504
HeadlineTeaser bow, vec, wc 0.480 0.355 0.751 0.471 0.579 0.337 0.504
HeadlineTeaser bow, wc 0.479 0.355 0.752 0.470 0.578 0.337 0.504
HeadlineTeaser bow 0.474 0.355 0.755 0.464 0.575 0.337 0.504
Body bow 0.498 0.355 0.793 0.484 0.601 0.337 0.504
Body bow, wc, vec 0.499 0.355 0.860 0.458 0.597 0.337 0.504
Body bow, wc 0.446 0.355 0.939 0.407 0.568 0.337 0.504
HeadlineTeaserBody bow 0.517 0.355 0.813 0.504 0.622 0.337 0.504
HeadlineTeaserBody bow, vec, wc
HeadlineTeaserBody bow, wc

Table 6: Results for finding the top-clicked 33.3% of articles using logistic regression (some numbers
missing for uninteresting reasons)
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Accuracy F-measure
Always-H Bl

Data Source Feats Acc Bl Recall Precision F-m Prec F-m
Headline bow, wc 0.363 0.271 0.673 0.357 0.466 0.242 0.390
Headline bow, vec, wc 0.363 0.271 0.672 0.355 0.465 0.242 0.390
Headline bow 0.361 0.271 0.665 0.351 0.46 0.242 0.390
HeadlineTeaser bow, wc 0.370 0.271 0.659 0.368 0.473 0.242 0.390
HeadlineTeaser bow, vec, wc 0.371 0.271 0.659 0.368 0.472 0.242 0.390
HeadlineTeaser bow 0.369 0.271 0.662 0.363 0.469 0.242 0.390
Body bow, wc, vec 0.424 0.271 0.757 0.401 0.525 0.242 0.390
Body bow, wc 0.419 0.271 0.755 0.399 0.522 0.242 0.390
Body bow 0.401 0.271 0.763 0.392 0.518 0.242 0.390
HeadlineTeaserBody bow, wc 0.421 0.271 0.760 0.406 0.529 0.242 0.390
HeadlineTeaserBody bow, wc, vec 0.421 0.271 0.761 0.406 0.529 0.242 0.390
HeadlineTeaserBody bow 0.42 0.271 0.765 0.404 0.529 0.242 0.390

Table 7: Results for finding the top-clicked 25% of articles using logistic regression

teaser, since teaser is presumably constructed to
induce clicking behaviors, while the article text it-
self is not visible to the user at the time a clicking
decision is made. Thus we find it quite surpris-
ing that body is more predictive than headline and
teaser, and the model combining headline, teaser
and body is the best.

How can it be that the body is more predictive
than the text the user actually sees when deciding
to click? Here we offer some hypotheses. First, we
note that some clicks are the result of social me-
dia referrals (this information is present in our log
data). In these cases, it makes sense that body data
is predictive, since presumably the referrer read
the article before making the referral. Second, it
is possible that the headline on its own gives read-
ers a lot of semantic information which we are not
capturing with our features, but which the whole
article does provide. So human readers can “imag-
ine” the article before they read it and implicitly
base their behavior on their expectation.

In general, although the bow features are consis-
tently predictive, there is little or no improvement
from the vec and wc features. We expected that
wc (text length) might be relevant in some ways:
for example, that short, punchy teasers might tend
to be more effective. No such effect has been ob-
served however. The vec (word embeddings) fea-
ture was used to compute an average vector for
the entire text. Computing an average of word
vectors has been shown effective in other docu-
ment classification tasks (Alkhreyf and Rambow,

2017). However, clearly such a vector loses a lot
of information about a text, and more fine-grained
modeling is needed.

6 Plans for Future Work

This work lays the foundation for multi-faceted in-
vestigations of news data, language, and user be-
havior and preferences. We have extracted aggre-
gate totals of article views from the user logs. This
dataset, which includes logs of all user behavior
since 2015, has rich potential for further data min-
ing. For example, the logs include the referring
page for each user view. We intend to produce sep-
arate models for views resulting from social media
referrals. Our hypothesis is that the body of the ar-
ticle is (even) more predictive in these cases, since
the decision to view is, indirectly, based on a read-
ing of the body of the article. We also intend to
mine the logs to divide users into different classes
based on their reading behavior. In addition, we
plan to examine further our use of word embed-
dings, to explore ways in which they could be bet-
ter exploited for prediction of views. We will also
experiment with topic modeling.

Ultimately, we seek to shed some light on ba-
sic questions about online news. In particular, we
would like to characterize the nature of different
text types in headlines, teasers and article bodies,
and in the process to use NLP techniques to help
explore the difference between clickbait and gen-
uine journalistic quality.
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