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Introduction

Welcome to the Proceedings of the 10th International Natural Language Generation Conference (INLG
2017)! INLG is the annual meeting of the ACL Special Interest Group on Natural Language Generation
(SIGGEN). The INLG conference provides the premier forum for the discussion, dissemination, and
archiving of research and results in the field of Natural Language Generation (NLG). This edition is
singular, since for the first time it absorbs under the INLG umbrella the former European Workshop on
Natural Language Generation (ENLG) that was celebrated for many years. Previous INLG conferences
have been held in Australia, Germany, Greece, Ireland, Israel, the UK and the USA. Prior to 2000,
these meetings were held as international workshops with a history stretching back to 1983. In 2017,
INLG was organized in Santiago de Compostela, Spain, a UNESCO World Heritage City since 1985.
The venues were the School of Engineering and the Research Center in Information Tecnology of the
University of Santiago de Compostela.

The INLG 2017 program included presentations of substantial, original, and previously unpublished
results on all topics related to NLG. This year, INLG has hosted the following workshops on:
Linguistic Resources for Automatic Natural Language Generation (LiRA 2017), Recent Advances in
RST and Related Formalisms (RST 2017), Explainable Computational Intelligence (XCI 2017) and
Computational Creativity in Natural Language Generation (CC-NLG).

This year we received 56 submissions (27 long papers, 23 short papers and 6 demos). 37 submissions
were accepted, more specifically, 15 as long papers (11 oral presentations, 4 posters), 16 as short papers
(3 oral presentations, 13 posters), and the 6 submitted demos. In addition, INLG 2017 included two
invited talks by Gemma Boleda (Universitat Pompeu Fabra) and Frank Schilder (Thomson Reuters
Research & Development). Also an invited tutorial by Ehud Reiter and the 2nd Edition of the SIGGEN
Hackathon, organized by Yaji Sripada, were held during the Conference.

As the organizing committee, we would like to thank our invited speakers for agreeing to join us and
to the authors of all submitted papers. In addition, we thank the program committee members and
anonymous reviewers for their outstanding work. We have also received sponsorships from Arria,
Accenture and Phrasee, for which we are extremely grateful. We hope that you have had an enjoyable
and inspiring stay in Santiago de Compostela!

Jose M. Alonso, Alberto Bugarín and Ehud Reiter
INLG 2017 Co-Chairs
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Abstract

In this paper, we study AMR-to-text genera-
tion, framing it as a translation task and com-
paring two different MT approaches (Phrase-
based and Neural MT). We systematically
study the effects of 3 AMR preprocess-
ing steps (Delexicalisation, Compression, and
Linearisation) applied before the MT phase.
Our results show that preprocessing indeed
helps, although the benefits differ for the two
MT models. The implementation of the mod-
els are publicly available1.

1 Introduction

Natural Language Generation (NLG) is the process
of generating coherent natural language text from
non-linguistic data (Reiter and Dale, 2000). While
there is broad consensus among NLG scholars on
the output of NLG systems (i.e., text), there is far
less agreement on what the input should be; see Gatt
and Krahmer (2017) for a recent review. Over the
years, NLG systems have taken a wide range of in-
puts, including for example images (Xu et al., 2015),
numeric data (Gkatzia et al., 2014) and semantic
representations (Theune et al., 2001).

This study focuses on generating natural lan-
guage based on Abstract Meaning Representations
(AMRs) (Banarescu et al., 2013). AMRs encode
the meaning of a sentence as a rooted, directed and
acyclic graph, where nodes represent concepts, and
labeled directed edges represent relations among
these concepts. The formalism strongly relies on the
PropBank notation. Figure 1 shows an example.

1https://github.com/ThiagoCF05/LinearAMR

AMRs have increased in popularity in recent
years, partly because they are relatively easy to pro-
duce, to read and to process automatically. In addi-
tion, they can be systematically translated into first-
order logic, allowing for a well-specified model-
theoretic interpretation (Bos, 2016). Most earlier
studies on AMRs have focused on text understand-
ing, i.e. processing texts in order to produce AMRs
(Flanigan et al., 2014; Artzi et al., 2015). However,
recently the reverse process, i.e. the generation of
texts from AMRs, has started to receive scholarly
attention (Flanigan et al., 2016; Song et al., 2016;
Pourdamghani et al., 2016; Song et al., 2017; Kon-
stas et al., 2017).

We assume that in practical applications, con-
ceptualisation models or dialogue managers (mod-
els which decide “what to say”) output AMRs.
In this paper we study different ways in which
these AMRs can be converted into natural lan-
guage (deciding “how to say it”). We approach this
as a translation problem—automatically translating
from AMRs into natural language—and the key-
contribution of this paper is that we systematically
compare different preprocessing strategies for two
different MT systems: Phrase-based MT (PBMT)
and Neural MT (NMT).

We look at potential benefits of three preprocess-
ing steps on AMRs before feeding them into an MT
system: delexicalisation, compression, and lineari-
sation. Delexicalisation decreases the sparsity of an
AMR by removing constant values, compression re-
moves nodes and edges which are less likely to be
aligned to any word on the textual side and lineari-
sation ‘flattens’ the AMR in a specific order. Com-

1



Figure 1: Example of an AMR

bining all possibilities gives rise to 23 = 8 AMR
preprocessing strategies, which we evaluate for two
different MT systems: PBMT and NMT.

Following earlier work in AMR-to-text genera-
tion and the MT literature, we evaluate the sys-
tem outputs in terms of fluency, adequacy and
post-editing effort, using BLEU (Papineni et al.,
2002), METEOR (Lavie and Agarwal, 2007) and
TER (Snover et al., 2006) scores, respectively. We
show that preprocessing helps, although the extent
of the benefits differs for the two MT systems.

2 Related Studies

To the best of our knowledge, Flanigan et al. (2016)
was the first study that introduced a model for nat-
ural language generation from AMRs. The model
consists of two steps. First, the AMR-graph is con-
verted into a spanning tree, and then, in a second
step, this tree is converted into a sentence using a
tree transducer.

In Song et al. (2016), the generation of a sentence
from an AMR is addressed as an asymmetric gen-
eralised traveling salesman problem (AGTSP). For
sentences shorter than 30 words, the model does not
beat the system described by Flanigan et al. (2016).
However, Song et al. (2017) treat the AMR-to-text
task using a Synchronous Node Replacement Gram-
mar (SNRG) and outperform Flanigan et al. (2016).

Although AMRs do not contain articles and do
not represent inflectional morphology for tense and
number (Banarescu et al., 2013), the formalism is
relatively close to the (English) language. Motivated
by this similarity, Pourdamghani et al. (2016) pro-
posed an AMR-to-text method that organises some
of these concepts and edges in a flat representation,
commonly known as Linearisation. Once the lin-
earisation is complete, Pourdamghani et al. (2016)
map the flat AMR into an English sentence using

a Phrase-Based Machine Translation (PBMT) sys-
tem. This method yields better results than Flanigan
et al. (2016) on development and test set from the
LDC2014T12 corpus.

Pourdamghani et al. (2016) train their system us-
ing a set of AMR-sentence pairs obtained by the
aligner described in Pourdamghani et al. (2014). In
order to decrease the sparsity of the AMR formal-
ism caused by the ratio of broad vocabulary and rel-
atively small amount of data, this aligner drops a
considerable amount of the AMR structure, such as
role edges :ARG0, :ARG1, :mod, etc. However, in-
spection of the gold-standard alignments provided
in the LDC2016E25 corpus revealed that this rule-
based compression can be harmful for the genera-
tion of sentences, since such role edges can actually
be aligned to function words in English sentences.
So having these roles available arguably could im-
prove AMR-to-text translation. This indicates that a
better comparison of the effects of different prepro-
cessing steps is called for, which we do in this study.

In addition, Pourdamghani et al. (2016) use
PBMT, which is devised for translation but also
utilised in other NLP tasks, e.g. text simplification
(Wubben et al., 2012; Štajner et al., 2015). However,
these systems have the disadvantage of having many
different feature functions, and finding optimal set-
tings for all of them increases the complexity of the
problem from an engineering point of view.

An alternative MT model has been proposed:
Neural Machine Translation (NMT). NMT models
frame translation as a sequence-to-sequence prob-
lem (Bahdanau et al., 2015), and have shown strong
results when translating between many different lan-
guage pairs (Bojar et al., 2015). Recently, Konstas
et al. (2017) introduce sequence-to-sequence models
for parsing (text-to-AMR) and generation (AMR-to-
text). They use a semi-supervised training proce-
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dure, incorporating 20M English sentences which do
not have a gold-standard AMR, thus overcoming the
limited amount of data available. They report state-
of-the-art results for the task, which suggests that
NMT is a promising alternative for AMR-to-text.

3 Models

We describe our AMR-to-text generation models,
which rely on 3 preprocessing steps (delexicalisa-
tion, compression, and/or linearisation) followed by
a machine translation and realisation steps.

3.1 Delexicalisation

Inspection of the LDC2016E25 corpus reveals that
on average 22% of the structure of an AMR are
AMR constant values, such as names, quantities,
and dates. This information increases the sparsity
of the data, and makes it arguably more difficult to
map an AMR into a textual format. To address this,
Pourdamghani et al. (2016) look for special reali-
sation component for names, dates and numbers in
development and test sets and add them on the train-
ing set. On the other hand, similar to Konstas et al.
(2017), we delexicalised these constants, replacing
the original information for tags (e.g., name1 ,
quant1 ). A list of tag-values is kept, aiming to

identifying the position and to insert the original in-
formation in the sentence after the translation step is
completed. Figure 2 shows a delexicalised AMR.

3.2 Compression

Given the alignment between an AMR and a sen-
tence, the nodes and edges in the AMR can either be
aligned to words in the sentence or not. So before
the linearisation step, we would like to know which
elements of an AMR should actually be part of the
‘flattened’ representation.

Following the aligner of Pourdamghani et al.
(2014), Pourdamghani et al. (2016) clean an AMR
by removing some nodes and edges independent of
the context. Instead, we are using alignments that
may relate a given node or edge to an English word
according to the context. In Figure 1 for instance,
the first edge :ARG1 is aligned to the preposition to
from the sentence, whereas the second edge with a
similar value is not aligned to any word in the sen-
tence. Therefore, we need to train a classifier to de-

cide which parts of an AMR should be in the flat-
tened representation according to the context.

To solve the problem, we train a Conditional Ran-
dom Field (CRF) which determines whether a node
or an edge of an AMR should be included in the flat-
tened representation. The classification process is
sequential over a flattened representation of an AMR
obtained by depth first search through the graph.
Each element is represented by their name and par-
ent name. We use CRFSuite (Okazaki, 2007) to im-
plement our model.

3.3 Linearisation

After Compression, we flatten the AMR to serve as
input to the translation step, similarly as proposed in
Pourdamghani et al. (2016). We perform a depth-
first search through the AMR, printing the elements
according to their visiting order. In a second step,
also following Pourdamghani et al. (2016), we im-
plemented a version of the 2-Step Classifier from
Lerner and Petrov (2013) to preorder the elements
from an AMR according to the target side.

2-Step Classifier We implement the preordering
method proposed by Lerner and Petrov (2013) in the
following way. We define the order among a head
node and its subtrees in two steps. In the first, we use
a trained maximum entropy classifier to predict for
each subtree whether it should occur before or after
the head node. As features, we represent the head
node by its frameset, whereas the subtree is repre-
sented by its head node frameset and parent edge.

Once we divide the subtrees into the ones which
should occur before and after the head node, we use
a maximum entropy classifier for the size of the sub-
tree group to predict their order. For instance, for
a group of 2 subtrees, a maximum entropy classi-
fier specific for groups of 2 subtrees would be used
to predict the permutation order of them (0-1 or 1-
0). As features, the head node is also represented by
its PropBank frameset, whereas the subtrees of the
groups are represented by their parent edges, their
head node framesets and by which side of the head
node they are (before or after). We train classifiers
for groups of sizes between 2 and 4 subtrees. For
bigger groups, we used the depth first search order.
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Figure 2: Example of a Delexicalised, Compressed and Linearised AMR

3.4 Translation models
To map a flat AMR representation into an English
sentence, we use phrase-based (Koehn et al., 2003)
and neural machine translation (Bahdanau et al.,
2015) models.

3.4.1 Phrase-Based Machine Translation
These models use Bayes rule to formalise the

problem of translating a text from a source language
f to a target language e. In our case, we want to
translate a flat amr into an English sentence e as
Equation 1 shows.

P (e | amr) = argmax P (amr | e)P (e) (1)

The a priori function P (e) usually is represented
by a language model trained on the target language.
The a posteriori equation is calculated by the log-
linear model described at Equation 2.

P (amr | e) = argmax

J∑
j=1

λjhj(amr, e) (2)

Each hj(amr, e) is an arbitrary feature function
over AMR-sentence pairs. To calculate it, the flat
amr is segmented into I phrases ¯amrI

1, such that
each phrase ¯amri is translated into a target phrase
ēi as described by Equation 3.

hj(amr, e) = argmax hj( ¯amrI
i , ē

I
i ) (3)

As feature functions, we used direct and inverse
phrase translation probabilities and lexical weight-
ing; word, unknown word and phrase penalties.

We also used models to reorder a flat amr accord-
ing to the target sentence e at decoding time. They
work on the word-level (Koehn et al., 2003), at the
level of adjacent phrases (Koehn et al., 2005) and
beyond adjacent phrases (hierarchical-level) (Gal-
ley and Manning, 2008). Phrase- and hierarchical
level models are also known as lexicalized reorder-
ing models.

As Koehn et al. (2003), given si the start position
of the source phrase ¯amri translated into the English
phrase ēi, and fi−1 the end position of the source
phrase ¯amri−1 translated into the English phrase
ēi−1, a distortion model α|si−fi−1−1| is defined as
a distance-based reordering model. α is chosen by
tunning the model.

Lexicalised models are more complex than
distance-based ones, but usually help the system
to obtain better results (Koehn et al., 2005; Galley
and Manning, 2008). Given a possible set of target
phrases e = (ē1, ... , ēn) based on a source amr,
and a set of alignments a = (a1, ... , an) that maps
a source phrase ¯amrai into a target phrase ēi, a lex-
icalised model aims to predict a set of orientations
o = (o1, ... , on) as Equation 4 shows.

P (o | e, amr) =
n∏

i=1

P (oi | ēi, ¯amrai , ai−1, ai)

(4)
Each orientation oi, attached to the hypothesised

target phrase ei, can be a monotone (M), swap (S) or
discontinuous (D) operation according to Equation
5.
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oi =


M, if ai − ai−1 = 1
S, if ai − ai−1 = −1
D, if |ai − ai−1| 6= 1

(5)

In the hierarchical model, we distinguished the
discontinuous operation by the direction: discontin-
uous right (ai − ai−1 < 1) and discontinuous left
(ai − ai−1 > 1). These models are important for
our task, since the preordering method used in the
Linearisation step can be insufficient to adequate it
to the target sentence order.

3.4.2 Neural Machine Translation
Following the attention-based Neural Ma-

chine Translation (NMT) model introduced
by Bahdanau et al. (2015), given a flat
amr = (amr1, amr2, · · · , amrN ) and its En-
glish sentence translation e = (e1, e2, · · · , eM ), a
single neural network is trained to translate amr
into e by directly learning to model p(e | amr). The
network consists of one encoder, one decoder, and
one attention mechanism.

The encoder is a bi-directional RNN with gated
recurrent units (GRU) (Cho et al., 2014), where
one forward RNN

−→
Φ enc reads the amr from left

to right and generates a sequence of forward an-
notation vectors (

−→
h 1,
−→
h 2, · · · ,−→h N ) at each en-

coder time step i ∈ [1, N ], and a backward RNN←−
Φ enc reads the amr from right to left and gen-
erates a sequence of backward annotation vectors
(
←−
h N ,

←−
h N−1, · · · ,←−h 1). The final annotation vector

is the concatenation of forward and backward vec-
tors hi =

[−→
hi;
←−
hi

]
, and C = (h1,h2, · · · ,hN ) is

the set of source annotation vectors.
The decoder is a neural LM conditioned on the

previously emitted words and the source sentence
via an attention mechanism over C. A multilayer
perceptron is used to initialise the decoder’s hidden
state s0, where the input to this network is the con-
catenation of the last forward and backward vectors[−→
hN ;
←−
h1

]
.

At each time step t of the decoder, we compute a
time-dependent context vector ct based on the anno-
tation vectors C, the decoder’s previous hidden state
st−1 and the target English word ẽt−1 emitted by
the decoder in the previous time step. A single-layer
feed-forward network computes an expected align-

ment at,i between each source annotation vector hi

and the target word to be emitted at the current time
step t, as in (6):

at,i = va
T tanh(Uast−1 + Wahi). (6)

In Equation (7), these expected alignments are
normalised and converted into probabilities:

αt,i =
exp (at,i)∑N

j=1 exp (at,j)
, (7)

where αt,i are called the model’s attention weights,
which are in turn used in computing the time-
dependent context vector ct =

∑N
i=1 αt,ihi. Finally,

the context vector ct is used in computing the de-
coder’s hidden state st for the current time step t, as
shown in Equation (8):

st = Φdec(st−1,We[ẽt−1], ct), (8)

where st−1 is the decoder’s previous hidden state,
We[ẽt−1] is the embedding of the word emitted in
the previous time step, and ct is the updated time-
dependent context vector. Given a hidden state st,
the probabilities for the next target word are com-
puted using one projection layer followed by a soft-
max, as illustrated in eq. (9), where the matrices Lo,
Ls, Lw and Lc are transformation matrices and ct is
the time-dependent context vector.

3.5 Realisation

Since we delexicalise names, dates, quantities and
values from AMRs, we need to textually realise
this information once we obtain the results from the
translation step. As we kept all the original informa-
tion and their relation with the tags, we just need to
replace one for the other.

We implement some rules to adequate our gener-
ated texts to the ones we saw in the training set. Dif-
ferent from the AMRs, we represent months nom-
inally, and not numerically - month 5 will be May
for example. Values and quantities bigger than a
thousand are also part realised nominally. The value
8500000000 would be realised as 8.5 billion for in-
stance. On the other hand, names are realised as they
are.
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p(et = k | e<t, ct) ∝ exp(Lo tanh(Lsst + LwEe[êt−1] + Lcct)). (9)

4 Evaluation

4.1 Data

We used the corpus LDC2016E25 provided by the
SemEval 2017 Task 9 in our evaluation. This cor-
pus consists of aligned AMR-sentence pairs, mostly
newswire. We considered the train/dev/test sets
splitting proposed in the original setting, totaling
36,521, 1,368 and 1,371 AMR-sentence pairs, re-
spectively. Compression and Linearisation methods,
as well as Phrase-based Machine Translation models
were trained over the gold-standard alignments be-
tween AMRs and sentences on the training set of the
corpus.

4.2 Evaluated Models

We test models with and without the Delexicalisa-
tion/Realisation (-Delex and +Delex) and Compres-
sion (-Compress and +Compress) steps. In models
without the Compression step, we include all the el-
ements from an AMR in the flattened representation.
For the Linearisation step, we flatten the AMR struc-
ture based on a depth-first search (-Preorder) or pre-
order it with our 2-step classifier (+Preorder). Fi-
nally, we translate a flattened AMR into text using a
Phrase-based (PBMT) and a Neural Machine Trans-
lation model (NMT). In total, we evaluated 16 mod-
els.

Phrase-based Machine Translation We used a
standard PBMT system built using Moses toolkit
(Koehn et al., 2007). At training time, we extract
and score phrase sentences up to the size of 9 to-
kens. All the feature functions were trained using
the gold-standard alignments from the training set
and their weights were tuned on the development
data using k-batch MIRA with k = 60 (Cherry and
Foster, 2012) with BLEU as the evaluation metric.
A distortion limit of 6 was used for the reordering
models. Lexicalised reordering models were bidi-
rectional. At decoding time, we use a stack size of
1000.

Our language model P (e) is a 5-gram LM trained
on the Gigaword Third Edition corpus using KenLM
(Heafield et al., 2013). For the models with the
Delexicalisation step, we trained the language model

with a delexicalised version of Gigaword by parsing
the corpus using the Stanford Named Entity Recog-
nition tool (Finkel et al., 2005). All the entities la-
beled as LOCATION, PERSON, ORGANISATION
or MISC were replaced by the tag nameX .
Entities labeled as NUMBER or MONEY were re-
placed by the tag quantX . Finally, entities la-
beled as PERCENT or ORDINAL were replaced by
valueX . In the tags, X is replaced by the ordinal

position of the entity in the sentence.

Neural Machine Translation The encoder is a
bidirectional RNN with GRU, each with a 1024D
hidden unit. Source and target word embeddings
are 620D each and are both trained jointly with the
model. All non-recurrent matrices are initialised by
sampling from a Gaussian (µ = 0, σ = 0.01), recur-
rent matrices are random orthogonal and bias vec-
tors are all initialised to zero. The decoder RNN
also uses GRU and is a neural LM conditioned on
its previous emissions and the source sentence by
means of the source attention mechanism.

We apply dropout with a probability of 0.3 in
both source and target word embeddings, in the en-
coder and decoder RNNs inputs and recurrent con-
nections, and before the readout operation in the de-
coder RNN. We follow Gal and Ghahramani (2016)
and apply dropout to the encoder and decoder RNNs
using the same mask in all time steps.

Models are trained using stochastic gradient de-
scent with Adadelta (Zeiler, 2012) and minibatches
of size 40. We apply early stopping for model selec-
tion based on BLEU scores, so that if a model does
not improve on the validation set for more than 20
epochs, training is halted.

4.3 Models for Comparison

We compare BLEU scores for some of the AMR-
to-text systems described in the literature (Flanigan
et al., 2016; Song et al., 2016; Pourdamghani et
al., 2016; Song et al., 2017; Konstas et al., 2017).
Since the models of Flanigan et al. (2016) and Pour-
damghani et al. (2016) are publicly available, we
also use them with the same training data as our
models. For Flanigan et al. (2016), we specifically
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use the version available on GitHub2.
For Pourdamghani et al. (2016), we use the ver-

sion available at the first author’s website3. The
rules used for the preordering model and the feature
functions from the PBMT system are trained using
alignments over AMR–sentence pairs from the train-
ing set obtained with the aligner described by Pour-
damghani et al. (2014). We do not use lexicalised
reordering models as Pourdamghani et al. (2016).
Moreover, we tune the weights of the feature func-
tions with MERT (Och, 2003).

Both models make use of a 5-gram language
model trained on Gigaword Third Edition corpus
with KenLM.

4.4 Metrics
To evaluate fluency, adequacy and post-editing ef-
fort of the models, we use BLEU (Papineni et al.,
2002), METEOR (Lavie and Agarwal, 2007) and
TER (Snover et al., 2006), respectively.

5 Results

Table 1 depicts the scores of the different mod-
els by the size of the data they were trained on.
For illustration, we depicted the BLEU scores of
all the AMR-to-text systems described in the litera-
ture. The models of Flanigan et al. (2016) and Pour-
damghani et al. (2016) were officially trained with
10,313 AMR-sentence pairs from the LDC2014T12
corpus, and with 36,521 AMR-sentence pairs from
the LDC2016E25 in our study (as our models).
The ones of Song et al. (2016) and Song et al.
(2017) were trained with 16,833 pairs from the
LDC2015E86 corpus. Konstas et al. (2017), which
presents the highest quantitative result in the task
so far, also used the LDC2015E86 corpus plus 20
million English sentences from the Gigaword corpus
with a semi-supervised approach. We report the re-
sults when their model were trained only with AMR-
sentence pairs from the corpus, and when improved
with more 20 million sentences.

Among the PBMT models, the Delexicalisation
step (+Delex) does not seem to play a role in obtain-
ing better sentences from AMRs. All the models
with the preordering method in Linearisation

2http://github.com/jflanigan/jamr/tree/
Generator

3http://isi.edu/˜damghani/papers/amr2eng.zip

Data BLEU METEOR TER
Size

(Flanigan et al., 2016) ∼10K 22.1 – –
(Pourdamghani et al., 2016) ∼10K 26.9 – –
(Konstas et al., 2017) ∼17K 22.0 – –
(Song et al., 2016) ∼17K 22.4 – –
(Song et al., 2017) ∼17K 25.6 – –
(Flanigan et al., 2016) ∼36K 19.6 – –
(Pourdamghani et al., 2016) ∼36K 24.3 – –
(Konstas et al., 2017) ∼20M 33.8 – –

NMT

+Delex-Compress-Preorder

∼36K

18.9 26.6 66.2
+Delex+Compress-Preorder 14.6 23.6 77.0
+Delex-Compress+Preorder 19.3 26.3 69.3
+Delex+Compress+Preorder 15.2 23.8 77.8
-Delex-Compress-Preorder 18.2 24.8 67.7
-Delex+Compress-Preorder 15.2 22.4 72.8
-Delex-Compress+Preorder 19.0 25.5 66.6
-Delex+Compress+Preorder 15.9 22.6 71.4

PBMT

+Delex-Compress-Preorder

∼36K

20.6 32.8 64.5
+Delex+Compress-Preorder 22.2 33.0 63.3
+Delex-Compress+Preorder 24.6 34.3 60.4
+Delex+Compress+Preorder 23.9 33.7 60.5
-Delex-Compress-Preorder 21.0 32.7 65.5
-Delex+Compress-Preorder 25.6 34.1 60.9
-Delex-Compress+Preorder 26.5 34.9 59.9
-Delex+Compress+Preorder 26.8 34.7 59.4

Table 1: MT scores for the evaluated models by the
size of the training data. Best baseline, PBMT and
NMT results were underlined.

(+Preorder) introduce better results than Flanigan
et al. (2016) and Song et al. (2016), whereas only
the lexicalised models with the preordering method
(PBMT+Delex[+|-]Compress+Preorder) outper-
form Song et al. (2017) and introduce competitive
results with Pourdamghani et al. (2016).

In our NMT models, apparently the Compression
step is harmful to the task, whereas Delexicalisation
and preordering in Linearisation lead to better re-
sults. However, none of the NMT models outper-
form neither the PBMT models nor the baselines.

6 Discussion

In this paper, we studied models for AMR-to-text
generation using machine translation. We systemat-
ically analysed the effects of 3 processing strategies
on AMRs before feeding them either to a Phrase-
based or a Neural MT system. The evaluation was
performed on the LDC2016E25 corpus, provided by
SemEval 2017 Task 9. All the models had the flu-
ency, adequacy and post-editing effort of their pro-
duced sentences measured by BLEU, METEOR and
TER, respectively. In general, we found that pro-

7



cessing AMRs helps, although the effects differ for
the different systems.

Phrase-based MT Delexicalisation (+Delex)
does not seem to play a role in obtaining better
sentences from AMRs using PBMT. Our best model
(PBMT-Delex+Compress+Preorder) presents com-
petitive results to Pourdamghani et al. (2016) with
the advantage that no technique is necessary to
overcome data sparsity.

Compressing an AMR graph with a classifier
shows improvements over a comparable model with-
out compression, but not as strong as preordering
the elements in the Linearisation step. In fact, pre-
ordering seems to be the most important prepro-
cessing step across all three MT preprocessing met-
rics. We note that the preordering success was ex-
pected, based on previous results (Pourdamghani et
al., 2016).

Neural MT The first impression from our NMT
experiments is that using Compression consistently
deteriorates translations according to all metrics
evaluated. Delexicalisation seems to improve re-
sults, corroborating the findings from Konstas et al.
(2017). While Delexicalisation is harmful and Com-
pression is beneficial for PBMT, we see the opposite
in NMT models. Besides the differences between
these two MT architectures, applying preordering in
the Linearisation step improves results in both cases.
This seems to contradict the finding in Konstas et al.
(2017) regarding neural models. We conjecture that
the additional training data used by Konstas et al.
(2017) may have decreased the gap between using
and not using preordering (see also below). More
research is necessary to settle this point.

PBMT vs. NMT PBMT models generate much
better sentences from AMRs than NMT models in
terms of fluency, adequacy and post-editing effort.
We believe that the lower performance of NMT
models is due to the small size of the training set
(36,521 AMR-sentence pairs). Neural models are
known to perform well when trained on much larger
data sets, e.g. in the order of millions of entries, as
exemplified by Konstas et al. (2017). PBMT models
trained on small data sets clearly outperform NMT
ones, e.g. Konstas et al. (2017) reported 22.0 BLEU,
whereas Pourdamghani et al. (2016)’s best model

achieved 26.9 BLEU, and our best model performs
comparably (26.8 BLEU).

Model comparison While the best PBMT mod-
els are comparable to the state-of-the-art AMR-to-
text systems, the current best results are reported by
Konstas et al. (2017), showing the potential of ap-
plying deep learning onto large amounts of train-
ing data with a 33.8 BLEU-score. However, this
result crucially relies on the existence of a very
large dataset. Interestingly, when applied in a sit-
uation with limited amounts of data, Konstas et
al. (2017) report substantially lower performance
scores. In such situations, our PBMT models, like
Pourdamghani et al. (2016), look appear to be a good
alternative option.

7 Conclusion

In this work, we systematically studied different MT
models to translate AMRs into natural language.
We observed that the Delexicalisation, Compres-
sion, and Linearisation steps have different impacts
on AMR-to-text generation depending on the MT
architecture used. We observed that delexicalising
AMRs yields the best results in NMT models, in
contrast to PBMT models. On the other hand, for
both PBMT models and NMT models, preordering
the AMR in Linearisation introduces better results.

Among our models, PBMT generally outperforms
NMT. Finally, the literature suggests that the im-
provements obtained by having more data are larger
than those obtained with improved preprocessing
strategies. Nonetheless, combining the right prepro-
cessing strategy with large volumes of training data
should lead to further improvements.
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Abstract

Poetry generation is becoming popular among
researchers of Natural Language Generation,
Computational Creativity and, broadly, Artifi-
cial Intelligence. To produce text that may be
regarded as poetry, computational systems are
typically knowledge-intensive and deal with
several levels of language. Interest on the
topic resulted in the development of several
poetry generators described in the literature,
with different features covered or handled dif-
ferently, by a broad range of alternative ap-
proaches, as well as different perspectives on
evaluation, another challenging aspect due the
underlying subjectivity. This paper surveys in-
telligent poetry generators around a set of rel-
evant axis – target language, form and con-
tent features, applied techniques, reutilisation
of material, and evaluation – and aims to or-
ganise work developed on this topic so far.

1 Introduction

Interest in the development of automatic methods for
generating poetry dates back to the 1960s, even be-
fore computers were accessible to everyone. A com-
monly cited example is the creation of a large num-
ber of new poems by interchanging the lines in a set
of poems, always respecting the relative position of
each line within a stanza (Queneau, 1961). Early ap-
proaches to (so-called) experimental poetry applied
a set of combinatory processes to existing poems, in
order to generate new ones. This challenge was em-
braced by different groups, such as the Portuguese
movement of Experimental Poetry (PO.EX, see e.g.
the collection by Torres and Baldwin (2014)), or

the French Atelier of Literature Assisted by Maths
and Computers (ALAMO, see Oulipo (1981)). A
notable work of the latter includes the rimbaude-
laires, where the structure of a poem by Rimbaud
is filled with vocabulary from Baudelaire’s poems.
At the time, interested people were mostly poets or
researchers from the domain of humanities.

It was not until the turn of the millennium that
this area started to get attention from the Com-
puter Science community, mainly researchers in the
domain of Artificial Intelligence (AI) and, specif-
ically, Computational Creativity (Colton and Wig-
gins, 2012). Since the works of Gervás (2000) and
Manurung (2003), the development of “intelligent”
poetry generation systems has seen a significant in-
crease. These systems are not limited to rewriting
text in a poetic form. They are often knowledge-
intensive natural language generation systems that
deal with several levels of language (e.g. phonet-
ics, lexical choice, syntax and semantics) to produce
aesthetically-pleasing text with a creative value.

What makes this task more interesting is that
some levels of language do not have to be strictly
addressed. Writing poetic text does not have to be
an extremely precise task (Gervás, 2000), as several
rules, typically present in the production of natural
language, need to be broken (Manurung, 2003). On
the other hand, poetry involves a high occurrence of
interdependent linguistic phenomena where features
such as metre, rhyme, and the presence of figura-
tive language play an important role. For instance,
it might be ok to transmit a less clear message, in a
trade-off for a pleasant sound given by a highly reg-
ular metre. In fact, the latter is easier to achieve by a
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computer, while transmitting a clear message can be
highly challenging, especially when constrained by
the previous features.

Given the challenge involved and the range of
possibilities, it is not surprising to see many po-
etry generators developed as serious research efforts
where distinct approaches to tackle this common
goal are explored, reported in scientific papers, with
enough detail, and even compared to prior work. Be-
sides the involved challenge, poetry generators can
be useful for applications in different areas, such as
education or electronic entertainment.

While not exactly an introduction to the topic, this
paper surveys poetry generation systems according
to relevant axis where different trends have emerged
for the goal of generating poetry automatically –
though not necessarily enough to cover every sin-
gle detail in this topic. Instead of a full description
of specific systems, it is organised around the iden-
tified axis and focuses on distinct ways they were
handled by different systems. For those interested
on the topic, this can be seen as a quicker reference
for selecting suitable approaches, possibly tackling
their limitations, or opt instead for alternative ap-
proaches, novel for poetry generation.

This paper is structured as follows: Section 2
enumerates the languages for which intelligent po-
etry generators have been developed. Section 3
overviews the most common poetic features consid-
ered by these systems. Section 4 focuses on the dif-
ferent approaches and resources that poetry gener-
ators resort to for selecting their content. Section 5
describes some of the AI techniques applied by these
systems towards their goal. Section 6 is about the
different degrees to which human-produced text is
exploited or reused by different systems, for inspi-
ration. Section 7 overviews distinct evaluation ap-
proaches applied to poetry generators. Given the
subjectivity involved in poetry generation, not all
surveyed systems have been evaluated, and most
have only to a certain extent. Section 8 concludes
this paper with some final remarks.

2 Languages

Poetry is an artistic expression of language. Humans
have produced poetry in many languages and, due
to their specificities, different languages happen to

follow different poetic traditions, often focused on
different forms. While the majority of poetry gen-
eration systems targets English and produces text in
this language, there are systems of this kind in other
languages, enumerated in this section.

Well-known early attempts to poetry generation
included French (Queneau, 1961; Oulipo, 1981), but
Spanish was one of the first languages where this
topic was explored in the context of AI, and related
issues were discussed (Gervás, 2000; Gervás, 2001).
For Portuguese, another romance language, song
lyrics have been automatically generated for a given
melody (Gonçalo Oliveira et al., 2007), and poetry
has been produced according to user-given struc-
tures that would set the number of lines, stanzas,
syllables per stanza, or the rhyme pattern (Gonçalo
Oliveira, 2012). In an effort to use the same architec-
ture for generating poetry in different languages, the
previous system was extended to cover also Span-
ish and English (Gonçalo Oliveira et al., 2017). An-
other poetry generator originally developed for En-
glish was also adapted to produce poetry in Span-
ish (Ghazvininejad et al., 2016).

Traditional eight-line Basque poems, aiming to be
sung, have also been produced automatically (Agir-
rezabal et al., 2013). Although, as Portuguese and
Spanish, Basque is spoken in the Iberian Peninsula,
it has different origins and is significantly different
from romance languages. Toivanen et al. (2012)’s
system produced poetry in Finnish, another Euro-
pean language.

Asian languages have also been targeted, some
of which with specific tonal and rhythm require-
ments in poetry generation. This includes the gen-
eration of song lyrics in Tamil (Ramakrishnan A et
al., 2009; Ramakrishnan A and Devi, 2010), a pho-
netic language; ancient Chinese classic poetry (Yan
et al., 2013; Zhang and Lapata, 2014; Yan, 2016),
with strict tonal and rhythm requirements; follow-up
lines in Bengali (Das and Gambäck, 2014), match-
ing the rhythm of a user-given line; and poetry in-
spired by news articles, in Indonesian (Rashel and
Manurung, 2014).

3 Form features

Despite all the levels of language involved in poetry,
form is a key feature for, at the first glance, recognis-
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ing the resulting text as poetic. Most common form-
related features are, without a doubt, a regular me-
tre and rhymes. When alone, both of them are quite
straightforward to handle by computer programs, es-
pecially when compared with content features.

Metre is generally modelled with the number of
syllables each line has, sometimes also considering
the stress patterns (e.g. Manurung (2003), Gervás
(2001), Tobing and Manurung (2015)), which indi-
cate the position of the stressed syllables. Rhyme
results from the repetition of certain sounds (e.g. in
great and mate). End-rhymes, the most typical, oc-
cur when two lines end in the same sound. But some
systems consider other kinds of rhyme, such as asso-
nance or alliteration, which respectively involve the
repetition of the same vowel or of a consonant sound
throughout the poem.

For less phonetic languages, such as Por-
tuguese (Gonçalo Oliveira et al., 2007) or Span-
ish (Gervás, 2001), it is often enough to design a
set of orthography-based rules to handle metre and
rhyme. For English, poetry generators (e.g. Manu-
rung (2003), Colton et al. (2012), Tobing and Manu-
rung (2015)) typically resort to a pronunciation dic-
tionary for this purpose (e.g. CMU’s1). Yet, auto-
matic methods for the automatic scansion of poetry
have also been developed (Agirrezabal et al., 2016).

Metre and rhymes are often organised according
to a well-known poetry form and some systems are
designed to produce only poems of specific forms.
Haikus traditionally have 3 lines, respectively with
5, 7 and 5 syllables (Manurung, 2003; Netzer et al.,
2009), but there are modern haikus with a different
number (Wong and Chun, 2008). Limericks have
five lines, with lines 1, 2 and 5 generally longer,
and rhyme of the kind AABBA (Levy, 2001; Ma-
nurung, 2003). The sonnet is a classic form of
poem with 14 lines, typically with 10-syllables each.
Depending on the tradition, it might have differ-
ent groupings, stress patterns and rhyming schemes,
such as ABAB CDCD EFEF GG (Ghazvininejad et
al., 2016). Spanish traditional forms (Gervás, 2000;
Gervás, 2001) include the romance, lines of 8 sylla-
bles, where all even-numbered rhyme together; the
cuarteto, a stanza with four 11-syllable lines, where

1http://svn.code.sf.net/p/cmusphinx/
code/trunk/cmudict/

the two outer lines rhyme together; and tercetos en-
cadenados, stanzas of three 11-syllable lines with
the pattern ABA BCB CDC... Bertsolaritza is a
Basque traditional verse with metre and rhyme con-
straints, typically sung (Agirrezabal et al., 2013).
The generation of classic Chinese poetry has fo-
cused mostly on quartrains, four lines of 5 or 7 char-
acters with a rigid tonal pattern where two kinds of
tones are interleaved, and a rhyme scheme where the
majority of the lines in the same poem end with the
same vowel, but not the same character (Yan et al.,
2013; Zhang and Lapata, 2014; Yan, 2016).

The poetry form can be decided from the ini-
tial data (Gervás, 2000), while other systems gen-
erate poetry in more or less any form, depending
on a user-provided template, which might be strictly
structural (Gonçalo Oliveira, 2012) or a poem, pos-
sibly with some words stripped (Toivanen et al.,
2014). There are also systems focused on generat-
ing song lyrics, which have less traditional forms,
but where metre is key for matching the rhythm,
while other features should still be present. These
include melodies where stressed and weak beats are
identified (Gonçalo Oliveira et al., 2007; Ramakr-
ishnan A et al., 2009; Gonçalo Oliveira, 2015), pop
songs (Barbieri et al., 2012), or rap (Malmi et al.,
2016; Potash et al., 2015) where, besides rhyme,
assonance is modelled as the repetition of vowel
phonemes (e.g. in raps and tax).

4 Content features

Even though form ends up shaping content, it is not
enough for a poem to simply follow a recognisable
form of poetry. According to Manurung (2003), be-
sides poeticness, poetic text should hold two other
fundamental properties: it must obey linguistic con-
ventions, prescribed by a given grammar and lex-
icon (grammaticality); and it must convey a con-
ceptual message, meaningful under some interpre-
tation (meaningfulness). To some extent, following
syntactic rules is often a consequence of most of
the surveyed approaches, as they rely on text frag-
ments, lexical-syntactic patterns or language mod-
els acquired from human-produced text (see follow-
ing sections). On the other hand, meaningfulness
is less trivial to handle automatically. Given the in-
volved challenge, it is not always explicitly consid-
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ered and is often only softly satisfied, for instance,
by using words that belong to the same semantic do-
main. This section describes how different poetry
generators select their content in order to transmit a
meaningful message or, at least, to be, as much as
possible, semantically coherent.

Intelligent poetry generation systems often ex-
ploit a model of semantics, either a semantic knowl-
edge base, or a statistical model of distributional se-
mantics. The former is usually a more theoretical
view on linguistic knowledge, where words are con-
nected according to labelled relations, with different
meanings. Poetry generators have used knowledge
bases with verbs and their restrictions and ontolog-
ical categories (Ramakrishnan A and Devi, 2010);
semantic networks extracted from dictionaries, that
go beyond synonymy and hypernymy, and cover
other relations such as causation, property and oth-
ers (Gonçalo Oliveira, 2012); WordNet, a lexical
knowledge base (Colton et al., 2012; Agirrezabal et
al., 2013; Tobing and Manurung, 2015); and Con-
ceptNet, a common sense knowledge base (Das and
Gambäck, 2014). Those have been used not only
to restrict the generated words to a common seman-
tic domain, but also for increasing the paraphrasing
power, towards higher variation and better covering
of different metres.

Distributional models of semantics target how
language is actually used, in a collection of docu-
ments, and consider that words that occur in similar
contexts have similar meanings. These include vec-
tor space models, either based on words (Wong and
Chun, 2008; McGregor et al., 2016), also includ-
ing word embeddings learned from collections of
poems (Yan, 2016) or from Wikipedia (Ghazvinine-
jad et al., 2016), or based on sentences (Malmi et
al., 2016), both used to compute the semantic relat-
edness with the cosine similarity; or word associ-
ations (Netzer et al., 2009; Toivanen et al., 2012)
which, according to some authors, capture rela-
tions in poetic text better than WordNet-like lexical
knowledge bases.

In some systems, text is generated according to
a grammar for handling syntax, possibly also con-
sidering semantic features (Manurung, 2003). In
Gonçalo Oliveira (2012)’s system, the grammar is
tightly related to the semantics, as each rule trans-
mits a known semantic relation and can be instan-

tiated with any pair of words sharing relations of
that kind (e.g. vehicle-car or fruit-mango, for hy-
pernymy).

Yet, in order to enable some kind of interpreta-
tion, the poem must actually be about something or,
at least, be different for different stimuli, reflected in
its content. Stimuli can be given in different forms,
with different degrees of precision, namely: a list of
semantic predicates (e.g. love(John, Mary)) (Manu-
rung, 2003); one (Netzer et al., 2009; Toivanen et al.,
2013; Ghazvininejad et al., 2016) or more (Wong
and Chun, 2008; Gonçalo Oliveira, 2012; Zhang
and Lapata, 2014; Yan, 2016) keywords that will,
somehow, set a semantic domain and constraint the
generation space; a line of text (Das and Gambäck,
2014) or a sequence of lines (Malmi et al., 2016)
to be followed; a textual document, which can ei-
ther be a single sentence with a message (Gervás,
2001), or a longer text from a blog (Misztal and In-
durkhya, 2014) or newspaper (Dı́az-Agudo et al.,
2002; Colton et al., 2012; Rashel and Manurung,
2014; Toivanen et al., 2014; Tobing and Manurung,
2015; Gonçalo Oliveira and Alves, 2016).

In order to extract meaningful information to be
used in the poem, different systems process the in-
put document differently. For instance, Toivanen et
al. (2014) acquire novel associations from the docu-
ment (e.g. bieber and alcohol, in opposition to pop
and star), identified by contrast with well-known as-
sociations. Tobing and Manurung (2015) extract de-
pendency relations from the document and use them
to constrain the generated poem. They argue that,
though not a genuine semantic representation, de-
pendency relations are a useful abstraction of the
text and end up conveying its semantics. In fact,
some dependency relations include semantic rela-
tions (e.g. agent-of, subject-of, object-of ). A fi-
nal example (Gonçalo Oliveira and Alves, 2016) ex-
tracts concept maps from the input document, and
uses them as a semantic network.

Towards an improved interpretation, Colton et
al. (2012)’s system produces natural language com-
mentaries for each generated poem, providing some
generation context. A similar feature is presented
by Gonçalo Oliveira and Alves (2016) or Gonçalo
Oliveira et al. (2017). In this case, semantic relation
instances explaining the connection between the in-
put keywords and the words used can be provided
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either in raw format or, if a grammar exists for this
purpose, in natural language.

Additional semantic features captured by poetry
generators include sentiment (Gervás, 2000; Colton
et al., 2012; Gonçalo Oliveira et al., 2017), which
typically involves exploiting a polarity lexicon; or
emotion (Misztal and Indurkhya, 2014), in this case
achieved with the help of WordNet Affect.

Figurative language is often implicitly present
as a consequence of reusing material from human-
produced poetry, but its presence can also be ex-
plicitly handled, for instance, by exploiting similes
mined from Google n-grams (Colton et al., 2012).
Veale (2013) points out the importance of content-
features and presents a system more relaxed on form
but heavily influenced by figurative language. More
precisely, similes (e.g. politicians are crooks) are ex-
ploited for generating metaphors (e.g. he is a crook)
and conceptual blends (e.g. sweet silence).

Poetry generation systems handle a broad range of
features both at the formal and at the content level.
Dealing with so many constraints may actually turn
out to be computationally impractical (see e.g. To-
bing and Manurung (2015)). Yet, this also depends
on the techniques adopted for handling all the con-
strains, surveyed in the following section.

5 Artificial Intelligence Techniques

Early poetry generators (e.g. Queneau (1961) or
Oulipo (1981)) relied heavily on combinatory pro-
cesses applied to a set of human-created poems. On
the other hand, intelligent poetry generation sys-
tems consider semantics when selecting content and
take advantage of computational techniques that add
value to the generation process, with a more efficient
exploration of the space of possible generations, also
enabling to handle a larger number of features, of-
ten towards a predefined intention, and sometimes
resulting in poems with higher novelty. This sec-
tion enumerates some of those techniques, borrowed
from the domain of AI.

The technique of Case-Based Reasoning exploits
past solutions for solving new similar problems, in a
four-step approach (retrieve, reuse, revise, retain).
In the scope of poetry generation (Gervás, 2001;
Dı́az-Agudo et al., 2002), it has been instantiated
as follows: retrieve vocabulary and line examples

that suit fragments of a poem draft; reuse the part-of-
speech (POS) structure of the example lines for pro-
ducing new lines and combine them with the words
in the vocabulary; present the resulting draft to the
user, for revision; perform a linguistic analysis of the
revised poems and retain it for further generations.

Chart Parsing is a known technique that em-
ploys dynamic programming for parsing text ac-
cording to a context-free grammar. Chart Genera-
tion, used by some poetry generation systems (Ma-
nurung, 1999; Manurung, 2003; Tobing and Manu-
rung, 2015; Gonçalo Oliveira, 2012), is the inverse
of chart parsing. Given a grammar, a lexicon, and a
meaning (e.g. as a set of predicates), chart genera-
tion produces all syntactically well-formed texts that
convey the meaning. Charts store complete gener-
ated constituents (inactive edges) as well as incom-
plete (active edges), with dotted rules marking con-
stituent portions yet to be generated.

Poetry composition can be seen as an incremen-
tal task, where initial drafts go through several it-
erations, each ideally better than the previous, un-
til the final poem. The application of evolution-
ary algorithms to this task (Levy, 2001; Manurung,
2003) is thus natural. The basic idea is to generate
an initial population of poems by a simple method,
and then evolve it through several generations, to-
wards more suitable poems, assessed by a fitness
function that considers a set of relevant features for
poetry. Changes in the population are obtained by
the application of crossover and mutation operators.
Crossover creates new poems from two other poems
in the population. This can be achieved by adopt-
ing the syntax of the former but the words or the
rhyme of the latter (Levy, 2001), or by swapping
parts of the former with parts of the latter (Manu-
rung, 2003). Mutation may involve the replacement
of some words in all the poem, only in a certain
line, or changing the rhyme (Levy, 2001). It may
also consist of adding, deleting or changing contents
of the poem, possibly considering the target seman-
tics (Manurung, 2003).

Given the number of constraints involved in po-
etry generation, it is also natural to have this prob-
lem formulated as a Constraint Satisfaction ap-
proach (Toivanen et al., 2013; Rashel and Manu-
rung, 2014). For this purpose, a constraint satisfac-
tion solver explores the search space and produces
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solutions that match the input properties (how po-
ems can be like), represented as predicates that in-
dicate the poem structure and the vocabulary words
to be used. Different constraints and their types can
be set for different generations. Hard constraints are
mandatory (e.g. number of lines, syllables per line),
while soft constraints are optional (e.g. rhymes).

Language models have been used to generate po-
etic text, constrained by both a target style and a pre-
defined form. These include Markov models (Bar-
bieri et al., 2012) and models based on Deep Neu-
ral Networks (DNNs), including Recurrent Neural
Networks (RNNs). Given a sequence of words,
a RNN was used to predict the next word in rap
lyrics (Potash et al., 2015). Or given the line his-
tory, RNNs can be used for generating new lines in-
crementally, considering their respective phonetics,
structure and semantics (Zhang and Lapata, 2014;
Yan, 2016). There may be one neural network (NN)
for selecting the structure of lines and another for
guiding the generation of single words within a
line. Towards better poeticness, Yan (2016) goes
further and adds poem refinement iterations to the
previous process. The RNN language model may
also be guided by a Finite-State Acceptor that con-
trols rhyme and metre (Ghazvininejad et al., 2016).
Malmi et al. (2016) use a DNN and the RankSVM
algorithm to predict the next full line, from a knowl-
edge base of human-produced lyrics, considering
rhyme, structure and semantic similarity.

Support Vector Machines (SVMs), trained in a
poetry corpus, were also used to predict follow-
up lines with certain syllabic and rhyming proper-
ties (Das and Gambäck, 2014). And classic NNs
were also used to measure the fitness of poems gen-
erated by an evolutionary approach (Levy, 2001). In
the latter case, the NN was trained on human judg-
ments of creativity in a selection of limericks, half
by humans and another half randomly generated.

Misztal and Indurkhya (2014) adopted a Multi-
Agent approach where a set of artificial experts, fo-
cused on a particular aspect of poetry generation, in-
teract by sharing results on a blackboard. Experts
can contribute with words matching a given topic
or emotion (word-generating), arrange words in the
common pool into phrases (poem-making), or select
the best solutions according to given constraints and
heuristics (selection experts), among others.

Poetry generation has also been tackled as a Gen-
erative Summarization framework that incorporates
poetic features as constraints to be optimised (Yan
et al., 2013). Candidate poems are retrieved for a
set of keywords, they are segmented into constituent
terms and clustered given their semantics. Lines that
conform the structural constraints, each using terms
from the same cluster and with some correlation,
are then selected. Suitable term replacements are fi-
nally made iteratively, in order to improve structure,
rhyme, tonality and semantic coherence.

6 Reutilisation of Materials

To avoid the generation of poems completely from
scratch, most poetry generators take shortcuts and
rely on human-created text, usually poems, for in-
spiration. Different systems exploit the inspiration
set differently, generally for the acquisition of use-
ful knowledge or guidelines that will simplify how
certain features (e.g. form, syntax or even figura-
tive language) are handled, and also to help mod-
elling the produced poems towards recognisable po-
etry. This is also reflected on how the inspiration
contents are reused in the produced poems.

Some systems acquire full lines or fragments
from human-created poems (Queneau, 1961), rap
lyrics (Malmi et al., 2016), blog posts (Wong and
Chun, 2008), or tweets (Charnley et al., 2014), and
recombine them in new poems, considering features
such as metre, rhymes, presence of certain words or
semantic similarity. On the one hand, these solu-
tions minimize the issues of dealing with syntax and
do not require an underlying generation grammar or
template. On the other hand, from the point of view
of novelty, they are poor, as lines from known texts
can be spotted in the middle of the produced poems.
If precautions are not taken, this can even lead to
licensing issues.

Other systems operate on templates to be filled
with new words. Templates can be handcrafted and
cover variations of similes and key phrases from
newspapers (Colton et al., 2012), or they can be ex-
tracted automatically from text. The latter kind may
be based on full poems or on single lines, where
some words are replaced by others with similar
grammatical features, possibly further constrained
on metre, rhyme, POS or semantics. For instance,
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full poems can have content words stripped (Toiva-
nen et al., 2012; Toivanen et al., 2013; Toivanen et
al., 2014; Rashel and Manurung, 2014). Systems
that reuse full fragments may also include an addi-
tional step where certain words are replaced, in order
to better satisfy the target features (Yan et al., 2013).

Line templates can be extracted fragments where
a semantic relation must be held between stripped
words (e.g. dark <x> on a dangerous <y>,
where partOf(x, y)) (Gonçalo Oliveira, 2012;
Gonçalo Oliveira and Alves, 2016; Gonçalo Oliveira
et al., 2017), or sequences of POS-tags (e.g. NN-NN-
JJ-VB) (Gervás, 2000; Gonçalo Oliveira et al., 2007;
Agirrezabal et al., 2013). To some extent, POS-tag
templates can be seen as flat grammars.

A different way of exploiting the inspiration set
involves acquiring a lexicon with the most common
words used in this set, and using it for guiding the
generation process (Wong and Chun, 2008).

7 Evaluation

Poetry generation is becoming a mature research
field, which is confirmed by several works that go
beyond the production and exhibition of a few in-
teresting poems that, to some extent, match the tar-
get goals. Despite the subjective aspect that makes
poem evaluation far from trivial, it is more and more
common to explore different ways for assessing both
the obtained results and the generation process.

Claiming that the intended audience of poetry
consists of people, the evaluation of computer gen-
erated poetry has often resorted to human judges,
who assess produced poems according to a set of
predefined dimensions. For instance, although, to
some extent, the properties of poeticness, grammat-
icality and meaningfulness can be validated by the
methods applied (Manurung, 2003; Misztal and In-
durkhya, 2014), they can also be assessed by the
observation of the obtained results. Having this
in mind, some researchers (Yan et al., 2013; Das
and Gambäck, 2014; Zhang and Lapata, 2014; Yan,
2016) evaluated the output of their system based on
the opinion of human judges on a set of produced
poems, who answered questionnaires designed to
capture the aforementioned properties. Still rely-
ing on human opinions, other authors took conclu-
sions on the quality of their results with questions

that rated slightly different dimensions, though with
some overlap. Those include the typicality as a
poem, understandability, quality of language, mental
images, emotions, and liking (Toivanen et al., 2012);
or structure, diction, grammar, unity, message and
expressiveness (Rashel and Manurung, 2014).

Some of the previous systems ended up conduct-
ing a Turing test-like evaluation, where the scores
of the systems produced by their poems were com-
pared to those for human-created poems (Netzer et
al., 2009; Toivanen et al., 2012; Agirrezabal et al.,
2013; Rashel and Manurung, 2014). Despite also
relying on human evaluation, other researchers com-
pared poems produced only by their systems but us-
ing different parameters or strategies (Gervás, 2000;
Gonçalo Oliveira et al., 2007; Barbieri et al., 2012;
Yan et al., 2013; McGregor et al., 2016); or poems
produced by other systems with a very similar pur-
pose (Zhang and Lapata, 2014; Yan, 2016).

Established methods to evaluate human creativ-
ity, from the psychology domain, have also been
proposed to assess computational creativity, includ-
ing automatically generated poetry. van der Velde
et al. (2015) present a map of words related to cre-
ativity (e.g. unconventional, spontaneitiy, imagina-
tion, planning, craftmanship, art), obtained from an
association study. These words were clustered and
may be used to define relevant dimensions for eval-
uating creativity, for instance, in a poem, and in its
creation process. Another study employing methods
from psychology (Lamb et al., 2016) resorted to hu-
man experts for rating the creativity of poems, some
written by humans and others generated automati-
cally, by different creative systems. Judges were not
informed of this and, despite some consensus on the
best and worst poems, they disagreed on the remain-
ing, which made the authors unsure on the suitability
of their approach for computer-generated poetry.

There has been a huge discussion on the suitabil-
ity of the Turing test for evaluating computational
creativity approaches (Pease and Colton, 2011). The
main criticism is that it is focused on the resulting
products and not on the involved creative process,
which encourages the application of simpler pro-
cesses, some of which might be merely concerned
with tricking the human judge into thinking their
outputs were produced by a human.

The FACE descriptive model (Colton et al., 2011)

17



has been proposed to evaluate the creative process
and was used in the evaluation of poetry generation
systems (Colton et al., 2012; Misztal and Indurkhya,
2014). To be assessed positively by this model, a
creative system must create a concept (C), with sev-
eral examples (E), include an aesthetic measure (A)
for evaluating the concept and its examples, and pro-
vide framing information (F) that will explain the
context or motivation of the outputs. Yet, other ex-
periments (McGregor et al., 2016) suggest that fram-
ing, which can be provided as a natural language
commentary, does not make a big difference in hu-
man assessment of the creativity, meaningfulness or
general quality of computer-generated poems.

In many systems, the evaluation of certain fea-
tures is part of the process, as it happens for Misztal
and Indurkhya (2014)’s automatic experts, or with
the large number of systems that assess the metre,
rhymes and other properties of produced texts dur-
ing generation time. Few approaches have tried to
evaluate poetry generation systems or their results
automatically, and these often tackled less subjec-
tive dimensions of poems. Those include the appli-
cation of metrics typically used in the scope of auto-
matic summarization and machine translation, such
as ROUGE, to access the performance of a poetry
generator based on Generative Summarization (Yan
et al., 2013); or BLEU, to assess the ability to gen-
erate valid sequences of lines (Zhang and Lapata,
2014; Yan, 2016). ROUGE was also used to assess
variation in poems generated by the same system
with the same parameters (Gonçalo Oliveira et al.,
2017). Moreover, the perplexity of the learned lan-
guage model has been compared to human-produced
poetry with a similar style (Zhang and Lapata, 2014;
Yan, 2016); the average cosine similarity of the
lines in automatically-created haikus has been com-
pared to the same value for awarded haikus by hu-
mans, to conclude that semantic coherence is simi-
lar (Wong and Chun, 2008); and Pointwise Mutual
Information, computed on Wikipedia, has been used
to measure the association between seeds and words
effectively used (Gonçalo Oliveira, 2015; Gonçalo
Oliveira et al., 2017).

Other systems focused on measuring the novelty
of their results, especially those that reuse more ma-
terial or try to model an artist’s style. The main goal
is to generate poems that share some similarities

with the inspiration set, but are different from any
existing poem. Potash et al. (2015) compute the co-
sine similarity between the automatically generated
lines and the original lines by the target artist (the
lower cosine, the higher the novelty). To compute
similarity, the number of rhyming syllables is di-
vided by the total number of syllables (rhyme den-
sity) and the result is compared to the same number
for the lyrics of the target artist. Rhyme density is
also computed by Malmi et al. (2016) and, to some
extent, by Gonçalo Oliveira et al. (2017). In the lat-
ter case, it is given by the number of lines with an
end-rhyme divided by the total number of lines.

8 Final discussion

Many computational systems that tackle the com-
plexity of poetry generation from an AI perspective
have been developed and thoroughly described in
scientific literature. We can thus say that this topic,
with interest for the communities of Computational
Creativity and Natural Language Generation, is to-
day an established research field.

Intelligent poetry generators were surveyed in this
paper, around a set of relevant axis where alterna-
tive approaches have been explored. Poetry has been
automatically generated in different languages and
forms, considering different sets of features, and
through significantly different approaches. Poetry
generators have been developed with different goals
and intents, each with their stronger and weaker
points (though this is out of the scope of the current
paper), which adds to the subjectivity involved in the
evaluation of poetry, even for humans. This explains
the broad range of approaches explored for poetry
generation, though not one can be said to be better
than the others. Nevertheless, many researchers are
making progress towards the evaluation of the gener-
ation process and its impact on the obtained results.

We do hope that this paper can be used as a fu-
ture reference for people working or considering to
work on poetry generation. Many of the approaches
described have room for further exploration, not to
mention that several alternative features, constraints
or AI techniques are still left to be explored in this
scope. Some of which might result in surprisingly
interesting results, with potential applications in ed-
ucation or entertainment.
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Manex Agirrezabal, Iñaki Alegria, and Mans Hulden.
2016. Machine learning for metrical analysis of en-
glish poetry. In Proceedings of 26th International
Conference on Computational Linguistics: Techni-
cal Papers, pages 772–781, Osaka, Japan, December.
COLING 2016 Organizing Committee.

Gabriele Barbieri, François Pachet, Pierre Roy, and
Mirko Degli Esposti. 2012. Markov constraints
for generating lyrics with style. In Proceedings of
20th European Conference on Artificial Intelligence
(ECAI), volume 242 of Frontiers in Artificial Intelli-
gence and Applications, pages 115–120. IOS Press.

John Charnley, Simon Colton, and Maria Teresa Llano.
2014. The FloWr framework: Automated flowchart
construction, optimisation and alteration for creative
systems. In Proceedings of 5th International Confer-
ence on Computational Creativity, ICCC 2014, Ljubl-
jana, Slovenia, June.

Simon Colton and Geraint A. Wiggins. 2012. Compu-
tational creativity: The final frontier? In Proceedings
of 20th European Conference on Artificial Intelligence
(ECAI 2012), volume 242 of Frontiers in Artificial In-
telligence and Applications, pages 21–26, Montpellier,
France. IOS Press.

Simon Colton, John Charnley, and Alison Pease. 2011.
Computational creativity theory: The face and idea de-
scriptive models. In Proceedings of the 2nd Interna-
tional Conference on Computational Creativity, page
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Abstract

Automatic image description systems are com-
monly trained and evaluated on large image de-
scription datasets. Recently, researchers have
started to collect such datasets for languages
other than English. An unexplored question is
how different these datasets are from English
and, if there are any differences, what causes
them to differ. This paper provides a cross-
linguistic comparison of Dutch, English, and
German image descriptions. We find that these
descriptions are similar in many respects, but
the familiarity of crowd workers with the sub-
jects of the images has a noticeable influence
on description specificity.

1 Introduction

Vision and language researchers have started to col-
lect image description corpora for languages other
than English, e.g. Chinese (Li et al., 2016), German
(Elliott et al., 2016; Hitschler et al., 2016; Rajendran
et al., 2016), Japanese (Miyazaki and Shimizu, 2016;
Yoshikawa et al., 2017), French (Rajendran et al.,
2016), and Turkish (Unal et al., 2016). The main
aim of those efforts is to develop image description
systems for non-English languages and to explore the
related problems of cross-lingual image description
(Elliott et al., 2015; Miyazaki and Shimizu, 2016)
and machine translation in a visual context (Specia et
al., 2016; Hitschler et al., 2016). We view these new
corpora as sociological data that is in itself worth
studying. Our research stems from the following
question: To what extent do speakers of different
languages differ in their descriptions of the same

images? Considering this question, we developed
a (non-exhaustive) list of factors that may influence
the descriptions provided by crowd workers. Under-
standing the effect of these factors will enable us
to improve the data collection process, and help us
appreciate the challenges of natural language genera-
tion in a visual context:

1. Task design effects: There are many possible
approaches to collecting descriptions of images.
Previous research has re-used the Flickr8K (Ho-
dosh et al., 2013) template and methodology.
Baltaretu and Castro Ferreira (2016) showed
that task design may influence the form of
crowd-sourced descriptions.

2. (Perceived) audience: Speakers adapt the style
of their messages to their audience (Bell, 1984).
Knowing how the descriptions will be used may
affect the style or quality of the corpora.

3. Individual/Demographic factors: Individual
features, like the demographics or personal pref-
erences of the workers, may explain part of the
variation in the descriptions.

4. Differences in (background) knowledge:
Workers can only provide as much information
as they know. Besides educational factors, the
background knowledge of a person can be influ-
enced by where they currently live and where
they have previously lived.

5. Language differences: Languages differ in
how they package information, which may be
reflected in the descriptions. This is close
to, but separate from linguistic relativity (see
e.g. (Deutscher, 2010; McWhorter, 2014)).

21



6. Cultural differences: Culture may influence
the descriptions on a group level by affecting
the social perspective of a population.

This paper focuses on the last three factors in a
cross-linguistic corpus study of Dutch, German, and
English image descriptions. Our work is a starting
point for understanding the differences in descrip-
tions between languages. The focus on the last three
factors is a consequence of our corpus study: the first
two factors require manipulating the experimental
set-up, and the third factor requires data about the
crowd workers that is not known (and should ideally
also be controlled). As we will see in Sections 4 and
5, we can make claims about the last three factors
based on the workers’ language and geolocations.

We believe that studying differences between lan-
guages shows us which phenomena are robust across
languages and thus important to consider when im-
plementing and deploying models. Also, differences
between languages can inform us about the feasibil-
ity of approaches to image description in different
languages by translating existing English data (Li et
al., 2016; Yoshikawa et al., 2017).

Our analysis combines quantitative and qualitative
studies of a trilingual corpus of described images. We
use the Flickr30K (Young et al., 2014) for English,
Multi30K for German (Elliott et al., 2016), and a new
corpus of Dutch descriptions (Section 3). We build on
earlier work that studies the semantic and pragmatic
properties of English descriptions (van Miltenburg,
2016; van Miltenburg et al., 2016). Those works
study ethnicity marking, negation marking, and un-
warranted inferences about the roles of people. The
main finding of our analysis is that all of these proper-
ties are stable across Dutch, US English, and German
(Section 4). We also show how differences in back-
ground knowledge can affect description specificity
(Section 5). We make the Dutch corpus available
online and we also release software to explore image
description corpora with the descriptions in differ-
ent languages side-by-side to encourage future work
with different language families.1

2 Related work

We review work on the theory about the image de-
scription process, and work on automatic image de-

1See: https://github.com/cltl/DutchDescriptions

scription in other languages.
Describing an image. Erwin Panofsky’s (Panof-

sky, 1939) hierarchy of meaning was originally in-
tended as a guide for interpreting works of art. It has
since been applied by Shatford (1986) and Jaimes and
Chang (1999) in the context of indexing and search-
ing for images in libraries. The hierarchy consists of
three levels that build on each other.

1. Pre-iconography: giving a factual description
of the contents of an image, and an expressional
indication of the mood it conveys.

2. Iconography: giving a more specific descrip-
tion, informed by knowledge of the cultural con-
text in which the image is situated.

3. Iconology: interpreting the image, establishing
its cultural and intellectual significance.

This hierarchy is useful to think about for descrip-
tions of images (Hodosh et al., 2013). As Panofsky
(1939) notes, these levels require more knowledge
as we move up the hierarchy. If we apply this hier-
archy to the image description domain, we can say
that image description corpora typically cover the
first two levels. An important factor in the ‘quality’
of a description is the amount of cultural or back-
ground knowledge that informs the description. We
will explore the influence of this factor in Section 5.

Descriptions in other languages. Work on image
description in other languages generally focuses on
system performance rather than cross-linguistic dif-
ferences (Elliott et al., 2015; Li et al., 2016; Miyazaki
and Shimizu, 2016). Thus far, any differences have
only been anecdotally described.

Li et al. (2016) collected Chinese descriptions of
images in the Flickr8K corpus (Hodosh et al., 2013).
They highlight the differences between Chinese and
English descriptions using a picture of a woman tak-
ing a photograph. The English annotators describe
the woman as Asian, whereas Chinese annotators
describe her as middle-aged. The authors note that
“Asian faces are probably too common to be visually
salient from a Chinese point of view.”

Miyazaki and Shimizu (2016) collected Japanese
descriptions for a subset of the MS COCO dataset,
which mostly contains pictures taken in (or by peo-
ple from) Europe and the United States (Lin et al.,
2014). They note that in their pilot phase, the im-
ages appeared “exotic” to Japanese crowd workers,
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who would frequently use adjectives like foreign and
overseas. The authors actively tried to combat this
by modifying their guidelines to explicitly prevent
crowd workers using these phrases, but the observa-
tion remains that perspective can strongly influence
the nature of the descriptions.

In this paper we collect a new dataset of Dutch
image descriptions, but our work differs from previ-
ous work in two ways: (i) we aim to provide a more
systematic overview of the differences between de-
scriptions in three languages, and therefore (ii) we
do not empirically evaluate system performance in
reproducing the descriptions.

3 Collecting Dutch descriptions

We used Crowdflower to annotate 2,014 images from
the validation and test splits of the Flickr30K corpus
(Young et al., 2014) with five Dutch descriptions.

Following other work, our goal is to create a par-
allel corpus of image descriptions, using the images
as pivots. This requires us to stay as close to the
original task setup as possible, thus fixing the effect
of Task Design factor. We base our task on the tem-
plate used by (Hodosh et al., 2013) to collect English
descriptions, and by (Elliott et al., 2016) for German
descriptions. In this design, images are annotated in
batches of five images. The task for our participants
is to describe each of those images “in one complete,
but simple sentence.” Before starting on the task, we
ask participants to read the guidelines, and to study a
picture with example descriptions ranging from very
good to very bad. We include the instructions for our
task in the supplementary materials.

Participants. Crowdflower does not offer the op-
tion to select Dutch participants based on their native
language. Instead, we restricted our task to level 2
(experienced and reasonably accurate) workers in the
Netherlands. We had to continuously monitor the
task for ungrammatical descriptions in order to stop
contributors from submitting low-quality responses.

Other settings. Following (Elliott et al., 2016),
we set a reward for $0.25 per completed task (or
$0.05 per image), and required participants to spend
at least 90 seconds on each task, resulting in a theo-
retical maximum wage of $10 per hour. We initially
limited the number of judgments to 250 descriptions
per participant, but due to the small size of the crowd

we increased this limit to 500.
Results. A total of 72 participants provided 10,070

valid descriptions in 116 days, at a cost of $821.40.
We were surprised by the number of participants
who presumably used Google Translate to submit
their responses. These are identifiable through their
ungrammaticality, usually due to incorrectly inflected
verbs. An example is given in (1), with a literal
translation and original English description (verified
using Google Translate).

(1) Response generated with Google Translate.

a. *Een paar kussen (Description)
‘A couple of kisses’ (Translation)
A couple kisses (Original)

Altogether, we had to remove 60 participants due
to either submitting ungrammatical responses (60%),
Lorum Ipsum text (12%), random combinations of
characters (9%), non-Dutch responses (6%), or oth-
erwise low-quality responses (13%).

We conclude that crowdsourcing is a feasible way
to collect Dutch data, but it may still be faster to
collect image descriptions in the lab (in terms of time
to collect the data, not counting the time spent as an
experimenter overseeing the task). For large-scale
datasets, such as Flickr30K or MS COCO, the Dutch
crowdsourcing population seems to be too small to
collect descriptions for all the images in a reasonable
amount of time. This is a problem; with the current
data-hungry technology, low-resource languages and
languages with smaller pools of crowd workers are in
danger of being left behind. For example, Sprugnoli
et al. (2016) note that for Flemish, an example of
a small-pool language, they “were not able to get a
sufficient response from the crowd to complete the
offered transcription tasks.”

4 Characterizing English, German, and
Dutch image descriptions

We now examine the descriptions between languages
in more detail, focusing on the validation subset of
the Multi30K dataset (1,014 images, with 5,070 de-
scriptions per language).

4.1 General statistics
Table 1 shows the mean sentence length (in tokens
and words) for the three languages. The English de-
scriptions are the longest, followed by the Dutch and
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Tokens σ Words σ

Dutch 11.14 4.5 10.32 4.3
English 13.60 5.6 12.48 5.3
German 9.76 4.2 8.81 3.9

Table 1: Mean sentence length across languages.

the German ones. However, German has the longest
average word length (5.25 characters per word), fol-
lowed by Dutch (4.62) and English (4.12). This dif-
ference seems due to German and Dutch compound-
ing, which is confirmed by the number of word types:
German has 31% more types than English (5709 ver-
sus 4355). Dutch has 19% more (5193).

Definiteness. The five most frequent bigrams that
start a description (showing the typical subjects of
the images) are given in Table 2. The majority starts
with an indefinite article, which is in line with the
familiarity theory of definiteness: the function of def-
inite articles is to refer to familiar referents, whereas
indefinite articles are used for unfamiliar referents
(Christophersen, 1939; Heim, 1982). The distribution
of (in)definite articles follows from the fact that the
participants have never seen the images before, nor
any context for the image in which the referents could
be introduced. A corollary is that systems trained on
this data are more likely to produce indefinite than
definite articles, and need to be told when definites
should be used.

4.2 Replicating previous findings for negation
and ethnicity marking

Previous work has studied the use of negation and eth-
nicity marking in English image description datasets
(van Miltenburg et al., 2016; van Miltenburg, 2016)
We now attempt to replicate these findings in the
Dutch and German data.

Negations. van Miltenburg et al. (2016) per-
formed a corpus study to categorize all uses of (non-
affixal) negations in the Flickr30K corpus. Negations
are interesting in descriptions because they describe
images by saying what is not there. Negations may
be used because something in the picture is unex-
pected, goes against some social norm, or because
non-visible factors are relevant to describe the picture.
If annotators consistently use negations, this can be
seen as evidence that the negated information is part
of their shared background knowledge and is a strong

requirement for producing human-like descriptions.
We readily found examples of negations in both the
Dutch and the German data. Some examples are
given in (2) and (3), respectively.

(2) Examples from the Dutch descriptions

a. De kinderen dragen geen kleding.
‘The kids are not wearing any clothing.’

b. Vrouw snijdt broodje zonder te kijken(!)
‘Woman slices a bun without looking(!)’

(3) Examples from the German descriptions

a. Zwei Buben ohne T-Shirt setzen auf der Straße.
‘Two boys without T-shirt sitting on the street.’

b. Eine Ansammlung von Menschen [. . . ] schaut auf
ein Ereignis, das nicht im Bild ist.
‘A crowd of people is watching an event not shown
in the picture.’

In total, we found 11 Dutch and 20 German de-
scriptions containing explicit negations in the corpus,
while van Miltenburg et al. (2016) found 27 in En-
glish for the same images (excluding false positives).
This confirms that workers in different languages
mark negations at approximately the same rate, given
a sample size of 5,070 sentences. We found almost
no images that consistently attracted the use of nega-
tions in all three languages: we found only four ex-
amples of co-occurring negation between languages.
One image is described by speakers of all three lan-
guages using a negation (a man with two prosthetic
legs, described as having no legs), and there are three
other images (all of shirtless individuals) where both
English and German workers use negations.

Racial and ethnic marking. van Miltenburg
(2016) found that the descriptions in the Flickr30K
data have a skewed distribution of racial and ethnic
markers: annotators used terms like asian or black
much more often than white or caucasian. If we find
the same disproportionate use of ethnicity markers in
Dutch and German, then we can conclude that this
is not a quirk in the English data, but a systematic
linguistic bias (Beukeboom, 2014).

Indeed, we did find that non-white people were
often marked with adjectives such as black, dark-
skinned, Asian, Chinese. In Dutch and German,
white people were only marked to indicate a contrast
between them and someone of a different ethnicity
in the same image. The English data contains five
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Dutch Gloss Count

Een man A man 517
Een vrouw A woman 252
De man The man 105
Een jongen A boy 92
Twee mannen Two men 92

English Count

A man 760
A woman 367
A young 223
A group 211
Two men 127

German Gloss Count

Ein Mann A man 584
Eine Frau A woman 296
Zwei Männer Two men 120
Ein Junge A boy 108
Der Mann The man 93

Table 2: Top-5 most frequent bigrams at the start of a sentence, with their English translation.

Dutch German

English

17 18
12

11
35

33

15

Figure 1: Venn diagram of ethnicity markers by Dutch, English,

and German workers. Counts correspond to images.

exceptions to this rule, where white individuals were
marked without any people of another ethnicity being
present in the image. We do have to note, however,
that there are other ways to indirectly mark someone
as white, e.g. using adjectives like blonde or brunette.

Figure 1 shows a Venn-diagram of the use of
race/ethnicity markers in Dutch, English, and Ger-
man. We observe that English and German workers
use these markers slightly more often than Dutch
workers. However, we do not claim that this is evi-
dence that people living in Germany and the U.S.A.
are more racist than people living in the Netherlands.
Rather than trying to interpret the meaning of this
difference, we ask a different question: what drives
people to mention racial or ethnic features?

There are several reasons why people may mark
race/ethnicity in their descriptions. One common
theme is that annotators mark images where the peo-
ple are dressed in traditional outfits. Examples in-
clude traditional dancers from South-East Asia, and
Scotsmen wearing kilts. These items of clothing are
meant to signal being part of a group, and the annota-
tors picked up on this.

The distribution of the labels may be explained in
terms of markedness (Jakobson, 1972) and reporting
bias (Misra et al., 2016). In this explanation, white
is seen as the unmarked default, as it is the dominant
ethnicity in all three countries.2 The marker white

2The US population is 75% white, according to the 2010
census (Humes et al., 2011). The Dutch and German census

is only used to be consistent in the use of modifiers
within same sentence. This reasoning also explains
the observation by Miyazaki and Shimizu (2016) that
Japanese crowd workers often used the labels foreign
and overseas for the MS COCO images.

A final reason for crowd workers to mention eth-
nicity and skin color may be that the images are visu-
ally less interesting, but the description task still de-
mands that the workers provide a description. Work-
ers are thus pressured to find something worth men-
tioning about the image, because too general descrip-
tions might get their work rejected. This is a gen-
eral task effect that may have implications beyond
racial/ethnic marking.

Speculation. van Miltenburg (2016) also found
that that annotators often go beyond the content of
the images in their descriptions, making unwarranted
inferences about the pictures. If we find that Dutch
and German crowd workers also make such infer-
ences, we conclude that image descriptions in all
three languages are interpretations of the images that
may not necessarily be true.

We observed unwarranted inferences throughout
the Dutch and German data, especially about women
with infants, who were often seen as the mother. Fig-
ure 2 shows an image where both Dutch, English,
and German workers suggested the woman is the
grandmother. In the most extreme case, two KLM
stewards in pantsuits were described by a German
worker as well-dressed Lesben (‘lesbians’). It would
be undesirable for a model to associate all unseen
images of air stewards with lesbians. We expect that
having multiple descriptions alleviates this type of
extreme example, but there is an open question about
how to deal with more common types of speculation.

bureaus do not monitor ethnicity, and instead report that 77% of
the Dutch population is Dutch/Frisian (Centraal Bureau voor de
Statistiek, 2016) and 80% of the German population is German
(Statistisches Bundesamt, 2013).
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Figure 2: Image 4634063005. The older woman in the picture

was often seen as the grandmother.

5 Familiarity and cultural differences

As the speakers of Dutch, English, and German have
different backgrounds, some images may be more
familiar to one group than to the others. Familiar-
ity enables speakers to be more specific (but doesn’t
necessarily cause them to be more specific). We will
look at three kinds of examples (selected after in-
specting the full validation set), where differences
in familiarity lead to differences in the description
of named entities, objects, and sports. These exam-
ples are illustrative of a larger issue, namely that
descriptions in one language may not be adequate
for speakers of another language (even if they were
perfectly translated). We discuss this issue in §6.2.

5.1 Named entities
The Dutch, English, and German descriptions differ
in their use of place and entity names. We study two
cases: one image that is more likely to be familiar to
European workers (German and Dutch), and one that
is more likely to be familiar to US workers (English).

The Tuileries Garden. Figure 3 shows a scene
from the Tuileries Garden in Paris, a popular tourist
attraction. It may be more likely for a European
crowd worker to have visited this location than for an
American crowd worker. Three Dutch people indeed
included references to the actual location in their
description. One mentioned the Arc de Triomphe
in the background, one said that this picture is from
a square in Paris, and the most specific description
(correctly) identified the location:

(4) Een man zit aan de vijver van het Tuilleries park
in Parijs.
‘A man is sitting by the pond of the Tuileries park
in Paris.’

Neither the German nor the American workers
identified the location or the monuments by name

Figure 3: Image 6408975653. This picture was taken at the

Tuileries Garden in Paris, and shows the Luxor Obelisk and the

Arc de Triomphe.

Figure 4: Image 4727348655. This picture shows a man wear-

ing a Denver Broncos hat and jersey.

(though one American worker thought this picture
was taken at the Washington Monument). Instead
of mentioning the location, the English and German
workers describe the scene in more general terms.
Two examples are given in Example 5.

(5) a. A person in a white sweatshirt is sitting in a
chair near a pond and monument.

b. A man in a white hoodie relaxes in a chair by
a fountain.

These examples reveal a common strategy to han-
dle unfamiliarity: focus on something else you do
know. This undermines the idea that crowd-sourced
descriptions tell us what is relevant about the picture.

The Denver Broncos. Figure 4 shows a man wear-
ing a Denver Broncos hat and jersey. The Denver
Broncos are an American Football team, which is
not so well-known in Europe. Two American crowd
workers but neither the Dutch nor the German work-
ers identified the Broncos jersey. Three out of five
American workers also described the activity in the
image as tailgating, a typical North-American phe-
nomenon where people gather to enjoy an informal
(often barbecue) meal on the parking lot outside a
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Figure 5: Image 4897113571. This picture shows the back of a

street organ in the Netherlands.

sports stadium. As this concept is not so prevalent
in Dutch or German culture, there is no Dutch or
German word, idiom, or collocation to describe tail-
gating. Such ‘untranslatable’ concepts are called
lexical gaps. The presence of this gap means that
the Dutch and German workers can only concretely
describe the image without being able to relate the
depicted event to any more abstract concept.

5.2 Objects

Familiarity also plays a role in labeling objects. Con-
sider Figure 5, which shows (the backside of) a street
organ in a shopping street in the Netherlands. All
Dutch workers, as well as two German workers iden-
tified this object as a street organ, whereas the En-
glish workers are only able to provide very general
descriptions (Example 6).

(6) a. A yellow truck is standing on a busy street in
front of the Swarovski store.

b. A strange looking wood trailer is parked in
a street in front of stores.

c. An unusual looking vehicle parked in front
of some stores.

This example illustrates two strategies the crowd
may use to provide descriptions for unfamiliar ob-
jects: (1) signal the unfamiliarity of the object using
adjectives like strange and unusual looking. This
is similar to the finding by Miyazaki and Shimizu
(2016) that the Japanese crowd made frequent use of
terms like foreign and overseas for the Western im-
ages from MS COCO. (2) use a more general cover
term, like vehicle. Such terms may have a higher vi-
sual dispersion (Kiela et al., 2014), but they provide
a safe back-off strategy.

5.3 Sports

We found that unfamiliarity with different kinds of
sports leads to the misclassification of those sports.
We focus on three sports: American Football, Rugby,
and Soccer. Looking at images for these sports, we
compared how the three different groups referred
to them. We found that the German and Dutch
groups patterned together, deviating from the Ameri-
can crowd workers.

As expected, the Dutch and German workers make
the most mistakes categorizing American Football.
For all seven pictures of American Football, there is
at least one Dutch annotator who thinks it’s a game
of Rugby. For six of those, at least one German an-
notator made the same mistake. By contrast, workers
from the US made more mistakes identifying rugby
images. For all three pictures of Rugby, there is at
least one American calling it Soccer or Football. For
one of those images, a German annotator thought
it was American Football. All Soccer images were
universally recognized as Soccer.

6 Discussion

6.1 Description specificity

In Section 5 we observed that annotators differ in the
specificity of their descriptions due to their familiarity
with the depicted scenes or objects. One challenge
for image description systems is to find the right
level of specificity for their descriptions, despite this
variation. If a system can identify the exact category
of an object, it is probably more useful to produce
e.g. street organ rather than unusual looking vehicle.

Besides familiarity, there are also other factors
influencing label specificity. For example, cultures
may have differences in their basic level; i.e. how
specific speakers are generally expected to be (Rosch
et al., 1976; Matsumoto, 1995). For this reason, dog
is a more appropriate label than affenpinscher in most
situations, even though the latter is more specific.
Ideally, image description systems should recognize
when to use a more general term, and when to go
more into detail (Ordonez et al., 2015).

6.2 Limitations of translation approaches

One approach to image description in multiple lan-
guages is to use a translation system. For example,
Li et al. (2016) compare two strategies: early versus
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late translation. Using early translation, image de-
scriptions are translated to the target language before
training an image description system on the trans-
lated descriptions. Using late translation, an image
description system is trained on the original data, and
the output is translated. Li et al. (2016) show that the
former strategy achieves the best result, and argue
that it is a promising approach because it requires no
extra manual annotation.

Our observations in Section 5 show that there
are limits to what a translation-based approach can
achieve. While translation provides a strong base-
line, it can only capture those phenomena that are
familiar to the crowd providing the descriptions. The
street organ example shows that there exists a ‘knowl-
edge gap’ between Dutch and English. Dutch users
would certainly not be satisfied with street organs
being labeled as unusual looking vehicles. If the
translation-based approach is to be successful, future
research should find out how to bridge such gaps.

6.3 Limitations of this study

Our focus on Germanic languages from the Western
world does not allow us to make general statements
about how people describe images. A comparison
with taxonomically and culturally different languages
might help us uncover important factors that we have
missed in this study. A surprising example comes
from Baltaretu et al. (2016), who discuss how writing
direction (left-to-right versus right-to-left) affects the
way people process and recall visual scenes. This
may have implications for the way that images are
described by (or should be described for) speakers of
languages differing in this regard.

Finally, there are limits to what a corpus study
can show. The phenomena described here are pre-
sented with post-hoc explanations. Plausible as these
explanations may be, they are still hypotheses. We
think these hypotheses are useful guides in thinking
about image description, but they still remain to be
validated experimentally.

7 Conclusion

We studied a trilingually aligned corpus of described
images to learn about how crowd workers of differ-
ent languages described the same images. The main
finding was that earlier observations about negation

marking and ethnicity marking by English workers
also hold for Dutch and German. Dutch and Ger-
man workers also use negations in their image de-
scriptions, showing that this is a robust phenomenon.
Dutch and German workers also make unwarranted
inferences about the images, this shows that crowd
workers regularly include extra-visual information
in their descriptions. In addition, Dutch and Ger-
man workers also disproportionately mark non-white
people in their descriptions, showing that image de-
scription corpora carry biases that we need to take
into account when working with this data.

We also explored the role of familiarity in image
description. We found images in our corpus that
were easily described by workers of one language,
but unidentifiable to the workers of another language.
This has consequences for image description mod-
els trained on automatically translated training data:
some images will not be properly described for the
target audience. But the problem is more general.
The success of image description systems trained on
datasets of described images is limited by the knowl-
edge of the annotators, regardless of the language.
While the available data is useful for us to learn and
discuss what human-like descriptions should look
like, it can only take us so far. Full coverage sys-
tems that could tailor their descriptions to particular
audiences are still out of reach.

We hope this work provides a starting point for
conducting cross-linguistic comparisons of image
descriptions. Future work includes replicating our
analyses across more diverse families of languages,
modifying the task design to contrast the results with
our findings, and using our inspection tool to explore
other linguistic phenomena. We are also interested in
scaling up our analyses to larger corpora, which will
require the development of automated comparison
methods. We believe that these steps will bring us
closer to an initial understanding of the diversity in
image descriptions across different languages and
social groups.
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Abstract

We study the task of constructing sports news
report automatically from live commentary
and focus on content selection. Rather than
receiving every piece of text of a sports match
before news construction, as in previous relat-
ed work, we novelly verify the feasibility of
a more challenging setting to generate news
report on the fly by treating live text input as
a stream. We design scoring functions to ad-
dress different requirements of the task and
use stream substitution for sentence selection.
Experiments suggest that our proposed frame-
work can already produce comparable results
compared with previous work that relies on a
supervised learning-to-rank model.

1 Introduction

Live text commentary services are available on the
web and are becoming increasingly popular for s-
ports fans who do not have access to live video
streams due to copyright reasons. Some people may
also prefer live texts on portable devices. The emer-
gence of live texts has produced huge amount of text
commentary data. Currently there exists very few s-
tudies about utilizing this rich data source.

On the other hand, manually-written sports news
for game reporting usually share the same informa-
tion and vocabulary as live texts for the correspond-
ing sports game. Sports news and commentary texts
can be treated as two different sources of descrip-
tions for the same sports events. It is tempting to in-
vestigate whether we can utilize the huge amount of
live texts to automatically generate sports news for
sports game reporting. Building an automatic sports

news generation system will largely relax the burden
of sports news editors, making them free from repet-
itive efforts for writing while producing sports news
more efficiently and covering more sports games.

As a promising starting point, one recent s-
tudy (Zhang et al., 2016) successfully demonstrated
that it is technically feasible to generate sports news
from given live text commentary scripts. They treat
the task as a special kind of document summariza-
tion and adapt supervised learning-to-rank models
to learn preference for which sentences should be
extracted for construction.

However, sports news providers demand more on
automatic generation, from a practical point of view.
Taking this to the extreme, a sports news reporter
typically starts writing early following the game pro-
ceeding, without even having seen an entire game
played to the final minute. Manually written match
reports usually get uploaded within a few minutes
after the game, which is rather speedy. An automatic
writer should likewise avoid long wait times until the
game finished before the writing procedure. A more
natural way to view the problem is to treat commen-
tary texts as stream data, which come in to the sys-
tem one by one as input. Unfortunately, previously
used strategies cannot fulfill such requirements.

In this work we proposed a simple framework as
a response to stream data requirements. By studying
the properties of the task, we design scoring schemes
to address different aspects of the problem. To ex-
tract the subset of commentary texts that maximize
the score when the data come in stream, while con-
sidering a possible overall length budget constraint,
we design an efficient stream substitution algorithm
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that requires only single pass of data, based on a pri-
ority queue implementation. The overall framework
forms a rather simple, efficient, practical approach
that produces results comparable to the supervised
learning-to-rank framework used by previous stud-
ies that involves rather heavy feature engineering, as
shown on a real world dataset containing Chinese
commentary texts.

2 Task Formulation

Following Zhang et al. (2016), we can also treat
the task of constructing sports news from commen-
tary texts as a special type of extractive summariza-
tion: extracting sentences from commentary scripts
to form a news report for the described sports game.
Formally, given the commentary texts for a sport-
s match, containing a collection of candidate sen-
tences U = {s1, s2, . . . , sn}, the goal is to extract
a subset of sentences S ∈ U to form a summary
report for the match. For experimental comparison,
we require the total length of selected extraction not
to exceed a pre-specified length budget B measured
by the total number of Chinese characters.

Compared with generic document summarization,
the candidate sentence processed here has a richer
structure. Other than commentary text, it also con-
tains the time when the currently described action
or event happens, along with a current scoreline.
See Table 1 for an example segment of commen-
tary texts that we used for experiments, consisting of
texts crawled from easily available sports live texts.1

Time Scoreline Commentary Texts

21’ 1-0
The flag is up for
a foul from Costa.

22’ 2-0 2-0! Goal for Everton!

22’ 2-0
The substitute Naismith
scored twice to establish

the two-goal lead for his team.
Table 1: Example excerpt of commentary data format

More importantly, in this work we emphasize that
our data are assumed to come in stream, provided
in a real-time fashion. In other words, we receive

1We will be using the data collected by previous work which
contain Chinese texts only. For succinctness we only show cor-
responding English translations here in this paper.

commentary sentences one by one during the sports
game playing, without seeing the description of fu-
ture events. The goal here is to perform sentence ex-
traction simultaneously, with the hope that once the
game finishes, we immediately get the news report
right in the first second to ensure that the automatic
writer is faster than a human author.

As an additional comment, this setting directly
blocks the possibility to apply standard document
summarization methodologies as they often involve
global optimization or sentence graph ranking, re-
quiring global information that cannot be well cap-
tured by a partial stream of data.2 The effective
approaches based on learning-to-rank models used
in (Zhang et al., 2016) cannot be adapted here either.
Instead, structurally simpler frameworks should be
used, such as element-wise regression or classifica-
tion, direct function evaluation, etc. Since it is non-
trivial to address the length budget as well as some
other possible requirements when training a super-
vised learning model, we opt for an even more sim-
pler way of designing characterizing functions to ad-
dress different aspect of the task, followed by a prop-
erly designed stream algorithm for content selection.

3 Our Proposed Approach

The framework of the approach proposed in this pa-
per has a rather simple nature. Once a piece of com-
mentary data comes, the system immediately per-
forms a scoring function evaluation for it, and store
the top scoring pieces of text in memory, while con-
forming to the total length budget. See Figure 1 for
an overview illustration of the framework we lever-
age in this study.

3.1 Sentence Scoring
The way to describe sports events in commentary is
different from that in a written news report. There
are multiple aspects that should be taken into con-
sideration if we would like to use commentary sen-
tences to construct sports news.

3.1.1 Importance of described actions
The most straightforward criterion for deciding

whether to preserve a sentence for news construc-
2Exceptions mainly include methods that are based on sin-

gleton predictions by simply ignoring structural dependencies
or relative preferences.
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Figure 1: Overview of the framework

tion is to quantify the amount of importance for
the described actions or events in the sports game.
In sports events, actions are mostly described us-
ing verbs, nouns and compound nouns. Therefore,
we count the main importance calculations on such
types of words only for an efficient approximate pro-
cessing. Specifically, we define indicator words to
be all valid nouns and verbs that are not in the stop
words list. Such words characterize the main indica-
tive information described in the sentence, typically
covering actions, events and locations (e.g. specif-
ic area of the pitch or arena). Note that here proper
nouns such as team names or player names should be
excluded, since almost every piece of commentary
sentence contains such proper nouns, making these
words not discriminative for our local decisions of
sentence extraction.

For a given sentence s, we use I(s) to denote the
collection of the indicator words, i.e. all valid nouns
and verbs contained in sentence s excluding proper
nouns. The question is how to find those words that
are more important and more indicative, and have
a strong tendency to be selected to compose news
reports.

We separately characterize two aspects: the ten-
dency to be described in news reports, as well as
individual importance. We rely on simple corpus
statistics to address the estimation problem of each.
Specifically, for tendency estimation we first align
descriptions in live commentary texts to the corre-
sponding human written news, utilizing the time s-
tamps as well. We mark the frequency count of in-
dicator words that can be aligned to manual news as
Caligned(w), and use Ctotal(w) to denote the total

frequency of w appearing in the live texts. For im-
portance estimation, we crawled another collection
of sports news, without any need to be aligned to any
commentary texts. We simply use the logarithm of
frequency counts3 of an indicator word appeared in
manually written news, as an importance indicator.

In summary, the importance score for an indicator
word w is defined as

imp(w) =
Caligned(w)
Ctotal(w)

logCnews(w), (1)

In Table 2 we list a proportion of the top scoring
indicator words (translated from original Chinese
data) as calculated by the aforementioned method.
We can observe that the words that are assigned to
be indicator words are indeed intuitive as they cap-
ture the most important events, motions, or key lo-
cations in some cases, during a soccer game. In the
implementation a few manual modifications of indi-
cators have been made to promote more reasonable
selection.

shoot (shè) shot (shèmén) substitution
find score penalty area

change goal red card
threat one-on-one top corner
Table 2: Example top scoring indicator words

3.1.2 Description style
Descriptive languages in sports commentary and

news report are different in general. However, they
also share some commonalities since they are de-
scribing the same events. For selecting sentences to
form news reports, we may tend to preserve those
that are close to the description of news already.
With the minimum amount of post-editing they can
almost be directly used for news construction.

To find sentences that are close to news descrip-
tions style, we make use of the additionally crawled
data used for calculating individual importance of
indicator words, as described earlier. Specifically,
we use log bigram frequency to conceptually sim-
ulate an effect of a n-gram language model. In
this step we also exclude proper nouns as usual, to

3We do not use raw counts since they are in greater scale and
the differences between words are huge and too sensitive to the
specific corpus.
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exclude pairs that are not generalizable to games
played between different teams and different play-
ers. A bit more formally, we write bigram(s) for
a given sentence s to denote the description quality
characterized by news bigrams:

bigram(s) =
∑

b∈bigrams(s)

logCnews(b) (2)

In Table 3 we also show the top scoring bigrams to
depict what kinds of local wording choices are typ-
ically used in sports news. The bigrams are formed
with Chinese words, therefore they may not corre-
spond to English bigrams formally. We fill some
commonly appearing compositions in parentheses in
order to show the use of bigrams with more clarity.

inside the penalty area the shot was (saved)
was shown (the yellow card) the shot from

hit the (bar/post) minutes later
just wide was over

Table 3: Example top scoring bigrams

Note that such scoring scheme may also partially
characterize the preservation of important informa-
tion from a slightly different angle, leading to pos-
sibly overlapping effects with the previous aspec-
t as we described. Bigrams counts have been used
to capture concept importance in previous work on
summarization as well (Gillick et al., 2008; Gillick
et al., 2009). In the implementation a few noisy bi-
grams have been manually filtered to promote more
reasonable selection.

3.1.3 Closeness to key changes
For every type of sport there exist certain types of

key events that should definitely be reported in the
news, possibly in slightly more details. Take soc-
cer for example, the most important change during
a game is the scoreline change, triggered by goal s-
coring events. It is appropriate to assign related de-
scriptions with higher sentence scores.

We characterize the closeness of a sentence at
time t to the latest scoreline change point t′ as:

sc(t, t′) = exp(−|t− t
′|2

2σ2
), (3)

where σ is a width parameter for controlling the s-
cale of difference. A larger σ assign less preference

for those who are close to the scoreline change point,
but not as close enough. For simplicity we directly
set σ = 1 in this work.

3.1.4 Sentence scoring function in sum
Taking all three aspects we just described togeth-

er, we form the scoring function for a given sentence
s using a simple summation as follows:

f(s) = bigram(s)+
∑

w∈I(s)

imp(w)+sc(s.time, t′),

(4)
where each term has been described in earlier sub-
sections, addressing different aspects for the task re-
spectively.

The overall target is then to select a subset S of
sentences from the total commentary set U , under
a length budget. The score of a subset S is simply
f(S) =

∑
s∈S f(s).

3.2 Stream Data Selection

Our ultimate goal is to select commentary texts that
maximize the total score as defined in the previous
section, aiming at keeping the most important, rep-
resentative pieces of information. It is intuitive and
easy to verify that when ignoring the third closeness
term (3), the remaining bigram scores and indicator
importance scores actually satisfy the submodularity
property,4 i.e. for ∀S ⊆ T ⊆ U \ u, we have:

f(S ∪ {u})− f(S) ≥ f(T ∪ {u})− f(T ). (5)

As a result, our objective function consists of a sub-
modular proportion along with a bounded term, as
sc() ≤ 1, which contributes a small, controllable
proportion to the total score. Therefore we can treat
our objective function as near-submodular.

There exist some studies exploring the strategies
to approximately optimize a submodular function in
stream data settings, also without seeing the entirety
while only a small, constant proportion of memo-
ry usage is allowed. For example, the sieving ap-
proach proposed in (Badanidiyuru et al., 2014) pro-
vides an efficient streaming algorithm that has a con-
stant factor of 1/2 − ε of approximation guaran-
tee to the optimal solution, while only requiring a

4They are in fact modular, i.e. both f and −f are submod-
ular.
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data-independent size of memory and a single pass
through the data stream.

Most off-the-shelf algorithms for submodular
maximization in stream data settings are designed
for cases where cardinality constraints are involved,
i.e. restricting the total selected number by requir-
ing |S| ≤ k where k is a predefined constant integer.
This setting is different with what we care about in
this work: a knapsack constraint

∑
s∈S length(s) ≤

B restricting the total length.
As a result, we develop a new stream algorithm

called heap substitution that fits our target well and
finds a good approximate solution. The algorithm
can be treated as an adapted version of an earlier
work (Krause and Gomes, 2010), which may not be
optimal in a theoretical sense, but can achieve very
good approximate solution. The nature of our algo-
rithm is simple: keep a priority queue (implemented
using a heap) for the currently selected sentences to
be preserved. Once the budget constraint could be
violated by introducing the current commentary sen-
tence, we push it to the priority queue and pop out
the sentence that is evaluated with the least amoun-
t of score in the queue. The algorithm is listed in
pseudocode in Algorithm 1.

Algorithm 1 The heap substitution algorithm
Input:

Sentences {si} coming in stream; predefined
budget B

Output:
The sentence set S in the sports news;

1: Initialize S = ∅ stored in a minimal heap
2: if f(si) > 0 then
3: if |S ∪ {si}| ≤ B then
4: S = S ∪ {si}
5: else
6: Push si onto the heap S
7: Pop the top (minimum score) element of S
8: end if
9: end if

10: return S

As far as we know, currently there exist no s-
tudy for stream submodular maximization under
such knapsack constraints. As theoretical analysis
is not the major focus of this work, we leave it as
a future work to generalize the algorithm to more

generic scenarios beyond sports news construction.
Meanwhile, there exist additional stream algorithm-
s with better theoretical or practical properties for
cardinality constrained submodular maximization.
The modified (multi-)sieve streaming algorithm de-
scribed in (Badanidiyuru et al., 2014) can be served
as an example. These algorithms may also be adapt-
ed, but perhaps technically more demanding for this
study. We leave such further variants and compar-
isons to future work study.

4 Experiments

4.1 Data

There are not many datasets available for the partic-
ular stream data setting studied in this paper. How-
ever, generic datasets for sports news construction
actually suffice for our purpose, as long as we treat
the texts as stream data and simply ignore future ob-
servations during calculation and prediction, while
consuming a tiny proportion of memory usage. To
form direct comparison with previous work, we sim-
ply use the same dataset as constructed in (Zhang et
al., 2016). The authors find Chinese commentary
text rather easy to acquire and crawled 150 football
matches on Sina Sports Live, each assigned with t-
wo manually written news reports for the purpose of
training or evaluation.

Following previous work, we perform cross-
validation during evaluation to utilize the dataset
more sufficiently and to draw more reliable conclu-
sions. Specifically, we randomly divide the dataset
into three parts with equal sizes, each contains 50
pairs of live texts and gold-standard news. Each time
we set one of them as the test set and use the remain-
ing two parts for training, or specific types of corpus
statistics as used in our method. We will mainly re-
port the averaged results from all three folds.

4.2 Evaluation Metrics

Similar to the evaluation for traditional summariza-
tion tasks, we use the ROUGE metrics (Lin and
Hovy, 2003) to automatically evaluate the quality of
produced summaries given the gold-standard refer-
ence news. The ROUGE metrics measure summary
quality by counting the precision, recall and F-score
of overlapping units, such as n-grams and skip gram-
s, between a candidate summary and the reference
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summaries.
Specifically, we report the F-scores of the follow-

ing metrics in the experimental results: ROUGE-
1 (unigram-based), ROUGE-2 (bigram-based) and
ROUGE-SU4 (based on skip bigrams with a max-
imum skip distance of 4). Note that the ROUGE s-
cores are computed for each document set, and then
the scores are averaged. We use the ROUGE-1.5.5
toolkit to perform the evaluation.

Note that the results are slightly different with
those reported in (Zhang et al., 2016). As we un-
derstand, in that work the ROUGE overlaps are cal-
culated based on a rather weak word segmentation
tool that breaks many named entities into separated
characters or subwords, which boosts the ROUGE
quantities slightly larger than expected and may in-
correctly reflect the preference between each other.
The ROUGE distance between system outputs and
gold standard manually written news, which should
be treated as an upper bound, is somewhat close. In
this work the evaluation is based on another popu-
lar Chinese word segmentation toolkit called Jieba,5

that performs word segmentation results with satis-
factory level of accuracy, when provided external s-
ports dictionary.

We also conduct manual evaluation in this study.
Specifically, we use the pyramid method (Nenkova
and Passonneau, 2004) and modified pyramid scores
as described in (Passonneau et al., 2005) to manually
evaluate the summaries generated by different meth-
ods. We randomly sample 20 games from the data
set and manually annotate facts on the gold-standard
news. The annotated facts are mostly describing
specific events happened during the game. Each fact
is treated as a Summarization Content Unit (SCU)
(Nenkova and Passonneau, 2004). The number of
occurrences for each SCU in the gold-standard news
is regarded as the weight of this SCU.

Two types of scores for peers were computed
from the peer annotations. Both scores are a ratio of
the sum of the weights of the SCUs found in the gen-
erated summary (OBServed) to the sum for an ideal
gold-standard news (MAXimum). If the number of
SCUs of a given weight i that occur in a summary
is Oi, the sum of the weights of all the SCUs in a

5https://github.com/fxsjy/jieba/

summary is:

OBS =
n∑

i=1

i×Oi

In the original pyramid scoring, the number of SCUs
used in computing MAX is the same as the number
used to compute OBS. The score is defined as the
ratio OBS/MAX . In a more commonly used mod-
ified score, MAXM is computed instead of MAX
using the average number of SCUs found in all gold-
standard news and the score is defined as the ratio
OBS/MAXM . This modified version avoids as-
signing high scores to summaries that have retrieved
very few SCUs. We conform to the modified version
during pyramid evaluation.

4.3 Baselines
The most straightforward baseline is directly
performing singleton regression or classification.
Specifically, the support vector machine (SVM) and
support vector regression (SVR) model serve as
strong supervised baselines. We utilize the LIBSVM
implementation6 (Chang and Lin, 2011) with the
RBF kernel for classification/regression. We reim-
plemented the features described in (Zhang et al.,
2016) which turn out to be effective for this task. As
in stream data settings, features that depends on fu-
ture observations are not used.

We also generate results from batch processing
systems for reference. Specifically, we implement-
ed graph-based document summarization approach
including centroid-based summarization (Radev et
al., 2000) and the well-known LexRank (Erkan and
Radev, 2004). We also rebuilt the learning-to-rank
system followed with a probabilistic greedy selec-
tion procedure, as used by (Zhang et al., 2016) based
on random forests of LambdaMART rankers, and
observed similar results as the authors reported. The
produced results have been verified to be similar to
those reported in their paper, if using the same word
segmentation procedure.

4.4 Results
Table 4 lists the results for different output system-
s. The results of this work is significantly differ-
ent (p < 0.01) with all baseline systems but LTR,

6http://www.csie.ntu.edu.tw/ cjlin/libsvm/

36



with the difference between LTR and the proposed
method only at the significant level of 0.1. Bonfer-
roni adjustment (Bonferroni, 1936; Bland and Alt-
man, 1995) has been considered when calculating
p-values for multiple comparisons.

From the table we can observe that our pro-
posed method for stream settings clearly outperfor-
m graph-based baseline approaches as well as the
singleton-prediction baselines of SVR and SVM,
while producing comparable or better results com-
pared with the state-of-the-art learning-to-rank sys-
tem which involves heavy feature engineering.

Since SVR and SVM baselines are trained on la-
bels derived from ROUGE values, they may not
learn the discriminative behaviors between those
features that lead to preservation or those that are not
suitable to be preserved for news construction. Our
proposed scoring function is able to address this is-
sue by direct word-level control, therefore yielding
better results. Note that conceptually the same issue
exists in the learning-to-rank system as well and as a
result one may observe that there exist a significant
improve from the proposed method, in terms of the
pyramid score.

Graph-based summarization approaches have
been shown not suitable for the task of commentary
based sports news construction. The results in this
work also corroborate such observations.

Table 5 shows an example output7 of extract-
ed sentences by our method for the Everton vs
Manchester City game played in the English Premier
League at season 2015-2016. We can observe that
our system is able to capture most of the possible key
moments during the game, with a tiny proportion of
less important descriptions. There also exist some
more difficult problems which we do not focus in
this study. For example, the second sentence clear-
ly has a problem of zero anaphora, without clearly
stating who is performing the long shot.

4.5 Ablation Analysis

To test the contribution of each component in the
scoring scheme, we form combinations by removing
each group of scoring respectively. Table 6 shows
the results, with “-” denotes experiments without the
corresponding group.

7We omit part of the extracted descriptions in the middle due

(Preview) Man City won only one out of
the last six away games at Goodison Park.
(2’) A long range effort is blocked.
(3’) Corner for Man City. The ball is crossed
to the middle and headed out by the defender.
...
(60’) Sterling dribbles to the penalty area,

throughs the ball to Kolarov,
and Kolarov finds the net from a tight angle.
(63’) Kone’s shot in the box is blocked.
...
(89’) A clever pass from Yaya Toure to the box,
Nasri moves forward, lobs the keeper to score.

(FT) The game finishes at 0-2.
Table 5: Example output for the Everton vs Man City game

System R-1 R-2 R-SU4 Pyramid
All 0.33247 0.10223 0.13478 0.80759
-bigram 0.31262 0.09412 0.11628 0.77310
-import. 0.30759 0.08660 0.11744 0.65241
-closen. 0.31148 0.09064 0.11749 0.79034

Table 6: Score ablation results

We can observe that removing any of the three
components degrades the overall performance. The
results also suggest that the indicator word scores
contribute the most. This is natural since the indica-
tor part of score has some form of supervision from
calculating statistics on aligned training data.

5 Related Work

5.1 Sports News Generation

To the best of our knowledge, generation of sports
news by utilizing commentary texts is not a well-
studied task in related fields. Very few related work
can be backtracked other than the study of (Zhang et
al., 2016) which treats the task as single document
summarization and develop a supervised learning-
to-rank framework to show the feasibility of this
task. A few earlier studies attempted to generate s-
ports report from structured data such as event tables
(Lareau et al., 2011) and ontology-based knowledge
base (Bouayad-Agha et al., 2011; Bouayad-Agha et
al., 2012), based on predefined templates. There ex-
ist some related studies that focused on generating
textual summaries for sports events from status up-

to space limit.
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System ROUGE-1 ROUGE-2 ROUGE-SU4 Pyramid
Centroid 0.26201 0.05150 0.08146 0.32483
LexRank 0.24456 0.03533 0.06609 0.29034
SVR 0.30502 0.07371 0.10532 0.42828
SVM 0.30934 0.07482 0.10681 0.46276
LTR 0.32489 0.09464 0.12319 0.56621
This work 0.33247 0.10223 0.13478 0.80759
Gold-standard 0.40802 0.12924 0.16407 0.88219

Table 4: Evaluation results of different approaches

dates in Twitter (Nichols et al., 2012; Kubo et al.,
2013; Tagawa and Shimada, 2016). There also ex-
ists earlier work from study groups that do not fo-
cus on text analysis or language processing, study-
ing generation of sports highlight frames from sport-
s videos, focusing on a very different type of data
(Tjondronegoro et al., 2004).

5.2 Submodular Maximization

As we mentioned earlier, the designed scoring func-
tion is near submodular. Maximization of sub-
modular functions is a well-studied topic in ma-
chine learning and algorithmic analysis, It has
been applied to many tasks such as documen-
t summarization (Lin and Bilmes, 2010), sensor
placement (Krause et al., 2006) network infer-
ence (Gomez Rodriguez et al., 2010) and many more
applications, with the aim of balancing the coverage
or quality measures of selected items while encour-
aging diversity in selection.

5.3 Stream Data Processing

Stream data settings are becoming popular due to the
fact that it is natural in many tasks where enormous
amount of data are coming one by one (Gaber et al.,
2005). For maximizing submodular functions, there
already exist a number of stream algorithms (Krause
and Gomes, 2010; Badanidiyuru et al., 2014; Kumar
et al., 2015). The heap substitution algorithm we
designed in this work resembles the algorithm de-
veloped in (Krause and Gomes, 2010) that address-
es cardinality constraints. In the task settings for
this study the budget is limited in sentences lengths
measured by total number of characters, which leads
to a knapsack constraint rather than cardinality con-
straints that are easier to deal with.

5.4 Document Summarization

The approach of selecting sentences to construct
news reports can be treated as a special kind of docu-
ment summarization (Nenkova et al., 2011). Among
the large number of papers in summarization litera-
ture, some of them are based on simple definitions
of sentence scoring with different components ad-
dressing different requirements in specific task set-
tings (Yih et al., 2007; Christensen et al., 2013; Mac-
donald and Siddharthan, 2016, for instance), which
is similar to this paper. The main difference between
document summarization and the task in this study
is the way to characterize importance.

6 Conclusion

We study the task of constructing sports news in real
time, treating live commentary texts as stream input.
The nature of this setting blocks the use of prefer-
ence learning or global optimization. As a result,
we proposed a more straightforward procedure to
perform online evaluation and prediction. We de-
velop a simple heap substitution algorithm to decide
which texts should be preserved, subject to a prede-
fined length constraint. Experiments show that our
proposed method works well on real world datasets
and yields comparable results to the state-of-the-art
learning-to-rank framework.
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Abstract
We present a flexible Natural Language Gen-
eration approach for Spanish, focused on the
surface realisation stage, which integrates an
inflection module in order to improve the nat-
uralness and expressivity of the generated lan-
guage. This inflection module inflects the
verbs using an ensemble of trainable algo-
rithms whereas the other types of words (e.g.
nouns, determiners, etc) are inflected using
hand-crafted rules. We show that our approach
achieves 2% higher accuracy than two state-
of-art inflection generation approaches. Fur-
thermore, our proposed approach also predicts
an extra feature: the inflection of the impera-
tive mood, which was not taken into account
by previous work. We also present a user eval-
uation, where we demonstrate that the pro-
posed method significantly improves the per-
ceived naturalness of the generated language.

1 Introduction
Improving the naturalness and expressivity of the
generated language is key in the area of Natural Lan-
guage Generation (NLG), which aims to automati-
cally generate text from non textual inputs. Specif-
ically, one way to address it is by enriching the
language through its morphology. Existing NLG
systems are usually applied to non-morphologically
rich languages, such as English, where the morpho-
logical realisation (i.e. the production of well in-
flected sentences or words through the use of words’
morpho-syntactic properties) of words during the
generation can be done using hand-written rules or
existing libraries such as SimpleNLG (Gatt and Re-
iter, 2009). However, the use of this type of rules

in morphologically rich languages, such as Spanish
or German, can be expensive and lead to incorrect
inflection of a word, thus generating ungrammatical
or meaningless texts.

We propose a flexible and domain independent
NLG approach for Spanish, focused on the surface
realisation stage, which integrates an inflection mod-
ule. This inflection module incorporates an ensem-
ble of trainable algorithms to automatically inflect a
sentence by learning the inflection of Spanish verbs
in conjunction with some hand-crafted rules for in-
flecting others types of words.

Our contributions to the field are as follows: we
propose a flexible NLG approach for Spanish, fo-
cused on the surface realisation stage, which in-
cludes a novel and efficient inflection module that
tackles the challenge of inflection generation using
an ensemble of algorithms together with some hand-
crafted rules; we contribute a high-quality dataset
which includes instances of Spanish verbs for all
the grammatical moods (in contrast with the cur-
rent inflection approaches which do not tackle the
imperative mood); our inflection module achieves
2% higher accuracy than the state-of-the-art meth-
ods; and finally, the proposed method achieves sig-
nificant improvement of the perceived naturalness of
the generated language in terms of coherence, gram-
maticality and post-editing.

In the next section (Section 2), we refer to the re-
lated work on inflection generation in general and
on inflection within NLG systems. In Section 3,
we describe our overall surface realisation approach
which consists of three modules, including the pro-
posed inflection module for NLG. In Section 4, we
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present the experimental setup for testing the in-
flection module both with automatic metrics against
state-of-the-art approaches and with a user evalua-
tion, and in Section 5, we discuss the results. Fi-
nally, in Section 6, directions for future work are
discussed.

2 Related Work

An NLG system comprises a wide range of modules,
commonly grouped into a pipeline of three broad
stages: document planning, microplanning and sur-
face realisation (Reiter and Dale, 2000). The latter is
responsible for generating the output text in natural
language, which includes the morphological realisa-
tion in order to make the generated language more
natural and expressive.

Most of the existing NLG systems usually work
with English where the morphological realisation
does not represent a problem because of its simplic-
ity. It can be addressed using existing libraries as
in Khan et al. (2015) where the SimpleNLG soft-
ware (Gatt and Reiter, 2009) is used to generate sen-
tences from predicate argument structures. On the
other hand, previous work has addressed the mor-
phology employing information extracted from lex-
icons (Androutsopoulos et al., 2013) or has not in-
cluded it (Ballesteros et al., 2015).

The grammatical richness of the Spanish lan-
guage is a challenge for NLG. Existing methods
to automatically learn/predict the inflection of the
verbs for morphologically rich languages have used
supervised or semi-supervised learning (Durrett and
DeNero, 2013; Ahlberg et al., 2014; Nicolai et al.,
2015; Faruqui et al., 2016) to learn morphologi-
cal rules on word forms in order to inflect the de-
sired words. Other approaches have relied on lin-
guistic information, such as morphemes and phonol-
ogy (Cotterell et al., 2016); morphosyntactic disam-
biguation rules (Suárez et al., 2005); and graphical
models (Dreyer and Eisner, 2009).

Recently, the morphological inflection has been
also addressed at SIGMORPHON 2016 Shared Task
(Cotterell et al., 2016) where, given a lemma with
its part-of-speech, a target inflected form had to be
generated (Task 1). This task was addressed through
several approaches, including align and transduce
(Alegria and Etxeberria, 2016; Nicolai et al., 2016;

Liu and Mao, 2016); recurrent neural networks
(Kann and Schütze, 2016; Aharoni et al., 2016;
Östling, 2016); and linguistic-inspired heuristics ap-
proaches (Taji et al., 2016; Sorokin, 2016). Over-
all, recurrent neural networks approaches performed
better, being (Kann and Schütze, 2016) the best per-
forming system in the shared task, obtaining around
98%. For the purpose of this task, a dataset in 10
languages, including Spanish1, was provided. This
dataset consisted of examples of word forms with its
corresponding morphosyntactic descriptions.

Finally, the work described here differs from ex-
isting statistical surface realisation methods which
use phrase-based or n-grams learning (e.g., (Kon-
stas and Lapata, 2012; Angeli et al., 2010)) since
they do not include morphological inflection. In
this respect, our work is more similar to (Dušek and
Jurčı́ček, 2013), where the inflected word forms are
learnt through multi-class logistic regression by pre-
dicting edit scripts; and (Bohnet et al., 2010) where
a statistical morphology generator (evaluated for En-
glish, Spanish, German and Chinese) was employed
as a part of a support-vector-machines based surface
realiser from semantic structures.

3 Surface Realisation Approach

This section describes the overall surface realisation
approach for Spanish. The approach is divided in
three modules as shown in Figure 1: (1) vocabulary
selection, (2) generation of related sentences and (3)
inflection generation.

The vocabulary selection module chooses the vo-
cabulary that is used for text generation. This vo-
cabulary is then used to generate a set of related
sentences in lemma forms with the chosen content
words (i.e. all of the words contained in the sen-
tences are lemmas). This content is then used to
generate related sentences in lemma form that also
contain terms included in the previous sentence. Fi-
nally, the inflection module inflects all the content of
the sentences generated into inflected sentences, that
will be the final output of the approach.

1The dataset also includes the imperative mood, however
it does not include examples for all the tenses for a concrete
verb. For instance, which corresponding, for the verb “abaco-
rar” there are only 2 examples which corresponding to the first
person plural of the present of indicative. Therefore, we opted
to create a wide-coverage dataset for this work.
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Figure 1: Diagram of the surface realisation approach divided

in 3 modules: vocabulary selection, generation of related sen-

tences and inflection generation.

3.1 Vocabulary Selection

As mentioned, the proposed approach mainly fo-
cuses on the surface realisation stage. Therefore, the
content and the vocabulary needed to generate a sen-
tence are determined by the input corpora and input
seed feature. In general, a seed feature is an abstract
object (which can be anything such as a topic, a sen-
timent, etc.) that is used to guide the generation
process in relation to the most suitable vocabulary
and content that the generated text will contain for a
given domain (Barros and Lloret, 2015). The aim of
the generated sentences is to meet the requirements
expressed with this seed feature (e.g. to contain the
maximum number of words for a specific phoneme,
or to generate an opinionated sentence (Barros and
Lloret, 2017)).

In this work, we selected phonemes (i.e. a small
set of units different for each language, considered
to be the basic distinctive units of speech by which
morphemes, words, and sentences are represented)
as the seed feature employed during the generation
process. This approach will be useful in the con-
text of assistive technologies for users with language
impairments (e.g. dyslalia2) and the choice of the
seed features is based on the end system. The gener-
ated sentences will contain the maximum number of
words with the phoneme employed as the seed fea-
ture. These words are obtained from a part of the
training corpus and stored into a bag of words that
is used during the generation process. For example,
for phoneme /d/, the bag of words could contain the
words delfı́n-dolphin- or dormir-to sleep. The vo-
cabulary contained in the bag of words is used to

2A disorder in phoneme articulation which implies the in-
ability to correctly pronounce certain phonemes or groups of
phonemes.

guide the sentences to be generated as it will be ex-
plained in the next section.

3.2 Generation of Related Sentences

This module generates a set of related sentences
whose words are in lemma form by choosing the
words of a sentence using over-generation and rank-
ing techniques (Barros and Lloret, 2016). Starting
from a training corpus, an input seed feature and a
bag of words with the vocabulary, a factored lan-
guage model is learnt over it. Factored language
models (FLM) are an extension of language models,
proposed by Bilmes and Kirchhoff (2003), where
a word is viewed as a vector of k factors such that
wt ≡ {f1

t , f
2
t , . . . , f

K
t }. These factors can be any-

thing, including lemmas, stems, words or any other
lexical, syntactic or semantic features. Our ap-
proach uses the lemmas and Part-of-Speech (POS)
tags as factors, due to the variability that they can
bring to the generated sentences. The words cho-
sen for generation will be in a lemma form, there-
fore, they are able to be further inflected to improve
the naturalness and expressivity of the generated lan-
guage. Furthermore, for the purpose of this research,
a simple grammar (based on the basic structure that
divides a sentence into subject, verb and object),
shown in Figure 2, is used to guarantee the appear-
ance of some elements in the generated sentence.

S→ NP VP
NP→ D N
VP→ V NP

Figure 2: Basic clause structure grammar.

In order to generate a set of related sentences with
related content, we first generate independently a
sentence by employing over-generation techniques,
where a set of candidate sentences is generated
based on the probabilities given by the FLM and the
seed feature selected. The generation process priori-
tises the selection of words from the bags of words
in order to ensure that the generated sentences will
contain the maximum number of words related with
the input seed feature.

These candidate sentences are subsequently
ranked in order to select one, based on the sentence
probability. The probability of a sentence is com-
puted by the chain rule where the probability can be
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calculated as the product of the probability of all the
words:

P (w1, w2...wn) =
n∏

i=1

P (wi|w1, w2...wi−1) (1)

As suggested in Isard et al. (2006), the probability
of a word is determined as the linear combination of
FLMs, where a weight λi was assigned for each of
them:

P (fi|f i−1
i−2 ) =

λ1P1(fi|f i−1
i−2 )1/n + · · ·+ λnPn(fi|f i−1

i−2 )1/n
(2)

where f is the selected factors from the different
FLMs and the total sum of the weights is 1.

After one sentence is generated, we perform pos-
tagging, syntactic parsing and semantic parsing to
identify different linguistic components of the sen-
tence content (e.g. the subject, the object, name en-
tities, etc.). To generate a sentence with related con-
tent, one of the identified linguistic components is
chosen to influence the generation of the next sen-
tence. This linguistic component is included in the
sentence replacing the same type of linguistic com-
ponent included in the next related sentence or it is
used as a guide to select the content of the bag of
words. For example, if the sentence generated by
this module is “mi padre tocar el suelo”(my father
to touch the ground), after performing the analysis
of its content, this module would identify as linguis-
tic components the subject (“mi padre”- my father)
and the object (“el suelo” - the ground) of the sen-
tence. The module would choose one of the two
identified linguistic components, and would gener-
ate a sentence related to “mi padre”(my father) or a
sentence related to “el suelo”(the ground).

Then, the remaining sentences are generated
based on the probabilities estimated by the FLM,
the input seed feature and the information extracted
from the linguistic component.

3.3 Inflection Generation
After the set of related sentences are generated by
the previous module, they are inflected by the last
module integrated within the surface realisation ap-
proach (Barros et al., 2017). At this stage, we only
address the inflection of Spanish verbs using super-
vised learning because of their complexity. The in-
flection of other simpler word types (e.g. determin-

ers, noun, adjectives, etc.) is done through a rule-
based approach in order to ensure the gender and
number concordance. In order to learn the inflec-
tion of Spanish verbs, we first created a dataset con-
taining all the necessary information to inflect the
verbs. The dataset was constructed by consulting
the Real Academia Española3 and the Enciclopedia
Libre Universal en Español4. The dataset is com-
posed of the following features: (1) ending, (2) end-
ing stem, (3) penSyl, (4) person, (5) number, (6)
tense, (7) mood, (8) suff1, (9) suff2, (10) stemC1,
(11) stemC2, (12) stemC3 (see also Table 1).

We considered that a word can be divided into
three parts: (1) the ending (in Spanish the verbs are
classified by their ending); (2) ending stem (i.e. the
closest consonant to the ending); and (3) penSyl (i.e.
the previous syllable of the ending formed by the
whole syllable or its dominant vowel is extracted),
as shown in Figure 3.

Suff1 and suff2 are the inflection predicted for the
suffix of the verb form; and stemC1, stemC2 and
stemC3, refer to the inflection predicted for the stem
of the verb form.

Figure 3: Division of the Spanish verb to begin and its inflec-

tion for the first singular person of the present tense and in the

subjunctive mood.

We trained an ensemble of individual models for
each of the features with a potential inflection value.
We used the WEKA (Frank et al., 2016) implemen-
tation of the Random Forest algorithm to train the
models for the stemC3 and stemC2 features, and the
Random Tree algorithm to train the models for the
suff1, suff2 and stemC1 features. We then predicted
all the possible inflections given a verb in its base
form, i.e., all the tenses for each mood in Spanish.
For accomplishing this task, we first analysed the
base form to extract the necessary features for the

3http://www.rae.es/diccionario-panhispanico-de-
dudas/apendices/modelos-de-conjugacion-verbal

4http://enciclopedia.us.es/index.php/Categorı́a:Verbos

44



Feature Description
(1) ending ending of the verb that can be “-ar”, “-er” and “-ir”, used to classify the verbs in 1st, 2nd,

and 3rd conjugation respectively.
(2) ending stem the closest consonant or group of letters to the ending, being part of the same syllable of

the ending
(3) penSyl the previous syllable of the ending, consisting of the whole syllable or the dominant vowel
(4) person grammatical distinction between references to participants in an event, which can be 1st

(the speaker), 2nd (the addressee) and 3rd (others) person
(5) number grammatical category that expresses count distinctions, which can be singular (one) or

plural (more than one)
(6) tense category that expresses time reference, in Spanish there are 17 different verb tenses
(7) mood grammatical features of the verbs used for denoting modality (statement of facts, of desire,

of commands, etc.), in Spanish there are three different moods
(8) suff1 one of the possible inflections for the ending
(9) suff2 one of the possible inflections for the ending
(10) stemC1 one of the possible inflections for the stem
(11) stemC2 one of the possible inflections for the stem
(12) stemC3 one of the possible inflections for the stem

Table 1: Detailed description of features. A specific verb tense in Spanish can have more than one valid inflection, being necessary

to predict each variant of the tense.

inflection, and then we predicted its predicted inflec-
tion using the models. Finally, the predicted inflec-
tions were employed to replace the features previ-
ously identified in the base form, leading to the re-
construction of the base form into the desired inflec-
tion, as it can be seen in Figure 4.

Figure 4: Reconstruction of the verb elegir (to choose) with the

features predicted by the models.

4 Experiments

We performed two experiments: first, we tested the
inflection module by comparing it against the state-
of-the-art in order to ensure the accuracy for this
task. Secondly, we generated and inflected the sen-
tences using the whole surface realisation approach
in order to test whether the quality of the generated
sentences improved.

4.1 Experiments on Inflection Generation

For the first experiment, we compared our inflec-
tion module (RandFT) with two very competitive
baselines by Durret13 (Durrett and DeNero, 2013)
and Ahlberg14 (Ahlberg et al., 2014), by measuring
the accuracy of their output for Spanish verb inflec-
tions under the same conditions. This experiment
was done to validate the performing of the inflection
module.

In order to compare our system with both base-
lines, we employed the test set of examples (200
different verbs) which was made available by Dur-
rett and DeNero (2013), since this test-set included
verbs with both irregular and regular forms. This test
set does not include any of the entries used within
our training dataset. For the experiments, we gener-
ated all the verb inflections for the 200 base forms.

Furthermore, the aforementioned baselines do not
predict all the grammatical moods that exist in the
Spanish language. Both baselines are only able to
predict the indicative and subjunctive mood, but not
the imperative one, which is complex especially for
irregular forms. To tackle this, we used an additional
test-set to evaluate this grammatical mood. We cre-
ated the additional test-set by employing informa-
tion from the Freeling’s lexicon for the imperative
forms of these 200 verbs (Padró and Stanilovsky,
2012).
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4.2 Experiments on End-to-end NLG

For the second experiment, we integrated the inflec-
tion unit with the surface realisation approach de-
scribed in Section 3 in order to test if the quality
of the generated sentences improved. For this pur-
pose, we generated a set of three related sentences
for each Spanish phoneme (i.e. there are a total of 27
phonemes in Spanish). These sentences have related
topics that will appear within the set so that the di-
rect object of a sentence is used as the subject of the
following sentence, obtaining a preliminary set of
related sentences. We compared our realisation ap-
proach against a random baseline, where a random
verb tense was assigned for each of the sentences
forming the set. We set our proposed approach to a
fixed tense, either present or indicative. These sen-
tences were ranked according to the approach de-
scribed in section 3.2 being the linear combination
of FLM as follows: P (wi) = λ1P (fi|fi−2, fi−1) +
λ2P (fi|pi−2, pi−1) + λ3P (pi|fi−2, fi−1), where f
refers to a lemma, p refers to a POS tag, and λi are
set λ1 = 0.25, λ2 = 0.25 and λ3 = 0.5. These val-
ues were empirically determined by testing different
values and comparing the results obtained.

For this experiment, we used a collection of
Hans Christian Andersen tales, automatically gath-
ered from Ciudad Seva5, as a corpus. In order to
train the FLM, used during the generation, we em-
ployed SRILM (Stolcke, 2002), a software that al-
lows to build and apply statistical language mod-
els, which includes and implementation of FLM. In
addition, we use Freeling language analyser (Padró
and Stanilovsky, 2012) to tag the corpus with lexical
information as well as to perform the analysis of the
generated sentences.

5 Evaluation and Results

This section describes the results obtained with the
experimentation carried out. First, the results ob-
tained from the comparison of our inflection mod-
ule in order to validate its performance are shown.
Then, the results obtained from the integration of
this module within the end-to-end NLG approach
are described.

5http://ciudadseva.com/autor/hans-christian-
andersen/cuentos/

5.1 Results for the Inflection Module
The results obtained are shown in Table 2, where
we compared the inflection of the same verb tenses
as Durret and Ahlberg using the test-set described
in the previous section. Our inflection module,
which includes an ensemble of classifiers (RandFT),
trained with our generalised dataset for Spanish, ob-
tained a higher overall accuracy (but not signifi-
cantly) with respect to the state-of-the-art baselines
systems.

Approach
Correctly
predicted
verb tables

Correctly
predicted
verb forms

RandFT 99% 99.98%
Durret13 97% 99.76%
Ahlberg14 96% 99.52%

Table 2: Accuracy of predicting inflection of verb tables and

individual verb forms given only the base form, evaluated with

an unseen test set of 200 verbs. For the imperative mood, our

system achieves 100% accuracy, however the baselines do not

predict the imperative form.

Base form–Inflected form

contar–cuenta; errar–yerra; haber–he; hacer–
haz; oler–huele; ir–ve; oı́r–oye; decir–di

Table 3: Variability of inflection in the imperative mood for the

2nd person singular of the present.

In addition, our model can correctly perform the
inflection of the imperative mood, which was not in-
cluded in the baseline systems. This grammatical
mood, which forms commands or requests, contains
unique imperative forms among the irregular Span-
ish verbs, as shown in Table 3. For this experiment,
our system achieves 100% accuracy when evaluated
on the additional test-set.

5.2 Results for the Generated Text
We also performed a user evaluation with three eval-
uators in order to discern if the inclusion of the in-
flection module improved the naturalness and ex-
pressivity of the language.

Each evaluator was shown 27 sets of sentences
with different kinds of inflections (i.e. without in-
flecting the sentences, with a fixed inflection and
with a random inflection, as described in Section
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Figure 5: Number of sentences scored for each rating of the 5-pt Likert scale regarding the coherence, the grammatical errors and

the ease of correction. The minimum values for the coherence indicate a lack of meaning of the sentences whereas the maximum

values indicate a correct full meaning for a sentence. For the grammatical errors ratings, the minimum values represent a high

number of errors in the sentences and the higher values indicate a lack of errors in the sentences. Finally, the minimum ease of

correction values refers to a huge number of changes required to correct or improve the sentences while the maximum values

indicates otherwise.

4.2) and had to overall rate each set using a 5-pt
Likert scale, in terms of coherence, the grammati-
cal errors an the post-editing. The coherence, which
is very difficult to determine automatically being its
analysis performed manually, refers to the meaning
of the generated sentence, so that a sentence with
no meaning would be rated with a 1 and a sentence
with a full meaning would be rated with a 5. In con-
trast, the grammatical errors indicate the amount of
errors in the sentence (i.e. fewer errors indicate a bet-
ter sentence). The post-editing (ease of correction)
refers to the amount of changes necessary to con-
vert a sentence with many errors into one with no
errors. In this sense, the lower values for the post-
tagging indicates the need to make a lot of changes
to the sentence whereas the higher values refers to
not perform changes to the sentence. All the sen-
tences contained in the sets were different since they
were generated with each of the Spanish phonemes.

A summary of the results obtained can be seen in
the Table 4. The results of inflecting a sentence in

Inflection
Type

Coherence Grammar
errors

Post-
editing

Mean Mode Mean Mode Mean Mode
Without 2.65* 2 2.73* 3 2.75* 3
Fixed 3.36* 3 3.57* 3 3.54* 4
Random 3.31* 5 3.51* 4 3.48* 4

Table 4: Results of the means and the modes of the 5-pt Lik-

ert scale with respect to the coherence, grammatical errors and

ease of correction, of the inflected generated sentences. * de-

notes significance with p < 0.01.

contrast to not inflecting it are better, indicating that
the quality of the generated sentences improved.

Figure 5 summarises the number of set of sen-
tences (i.e. one set per phoneme) derived from the
evaluation of the ratings mentioned before. As can
be seen in the figure, the sentences without inflection
are less coherent than the inflected sentences (both
fixed and random inflection). In terms of grammati-
cality and ease of correction (post-tagging), the non-
inflected sentences score lower than the inflected
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sentences. These ratings in concordance to the re-
sults given in Table 4 demonstrate the improvement
of the quality obtained after applying inflection to
the generated sentences. In contrast, the ratings ob-
tained from the fixed inflection and random inflec-
tion are quite similar, standing out the ratings of this
last one in coherence. This is due to the fact that the
inflection of the verb is the only thing that can be
random or fixed in the sentence; however a sentence
can be meaningful with more than one verb tense.
For instance, consider the following two sentences:
“I am in the ground” and “I was on the ground”.
Both are meaningful, and grammatically correct.

Phoneme: /n/
Without Inflection
Cuánto cosa tener nuestro pensamiento.
(How much thing to have our thinking.)
Cuánto pensamiento tener nuestro corazón.
(How much thought to have our heart.)
Cuánto corazón tener nuestro pensamiento.
(How much heart to have our thinking.)

Fixed Inflection
Cuánta cosa tiene nuestro pensamiento.
(How much thing our thinking has.)
Cuánto pensamiento tiene nuestro corazón.
(How much thought our heart has.)
Cuánto corazón tiene nuestro pensamiento.
(How much heart our thinking has.)

Random Inflection
Cuánta cosa tiene nuestro pensamiento.
(How much thing our thinking has.)
Cuánto pensamiento tuviere nuestro corazón.
(How much thought our heart had.)
Cuánto corazón tenga nuestro pensamiento.
(How much heart our thinking had.)

Figure 6: Example of a generated set of sentences for the

phoneme /n/ without inflection, with a fixed inflection (e.g. in

present of indicative) and with random inflection (first sentence

in present of indicative, second sentence in present of subjunc-

tive and third sentence in past imperfect of subjunctive).

Some examples of the inflection of an automati-
cally generated set of sentences by the described ap-
proach are shown in Figure 6.

5.3 Discussion
With the experimentation carried out, on the one
hand, the inflection module obtained almost 100%
of accuracy, being able to inflect almost all the verbs
in Spanish. On the other hand, the introduction of an
inflection module in a surface realisation approach
improves the generated language. This inflection ap-
proach could be further used in phrase-based NLG
systems (i.e. systems trained to generated text based
on n-grams rather than linguistic rules), in order to
enhance the naturalness, grammaticality and coher-
ence of the generated text. However, at this stage,
while the NLG without the inflection module is lan-
guage independent, the inflection module is only
able to learn the inflection for Spanish verbs.

6 Conclusion and Future Work

This paper presented a flexible and domain indepen-
dent NLG approach for Spanish focused on the sur-
face realisation stage. Within the NLG approach,
a robust light-weight supervised inflection module
to obtain the inflected form of any Spanish verb for
any of its moods (indicative, subjunctive and imper-
ative) was integrated. This inflection module ob-
tained accuracy close to 100%, outperforming ex-
isting state-of-the-art approaches. In addition, the
integration of this inflection module within a sur-
face realisation approach improves the quality of the
generated sentences, adding naturalness and expres-
sivity to the generated language. In the future, we
plan to learn the inflection for other types of words
(not only verbs), seeking for a whole sentence in-
flection model. Moreover, we will test this inflection
approach to other languages.
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Javier Losada Garcı́a, and Francisco Javier Carreras
Riudavets. 2005. Spanish morphosyntactic disam-
biguator. In Proceedings of the Association for Com-
puters and the Humanities and the Association for Lit-
erary and Linguistic Computing, pages 201–204.

Dima Taji, Ramy Eskander, Nizar Habash, and Owen
Rambow. 2016. The columbia university - new york
university abu dhabi sigmorphon 2016 morphological
reinflection shared task submission. In Proceedings of
the 14th SIGMORPHON Workshop on Computational
Research in Phonetics, Phonology, and Morphology,
pages 71–75. Association for Computational Linguis-
tics.

50



Proceedings of The 10th International Natural Language Generation conference, pages 51–60,
Santiago de Compostela, Spain, September 4-7 2017. c©2017 Association for Computational Linguistics

What is the Role of Recurrent Neural Networks (RNNs) in an Image
Caption Generator?

Marc Tanti Albert Gatt
Institute of Linguistics

and Language Technology
University of Malta

marc.tanti.06@um.edu.mt
albert.gatt@um.edu.mt

Kenneth P. Camilleri
Deptartment of Systems
and Control Engineering

University of Malta
kenneth.camilleri@um.edu.mt

Abstract

In neural image captioning systems, a recur-
rent neural network (RNN) is typically viewed
as the primary ‘generation’ component. This
view suggests that the image features should
be ‘injected’ into the RNN. This is in fact the
dominant view in the literature. Alternatively,
the RNN can instead be viewed as only en-
coding the previously generated words. This
view suggests that the RNN should only be
used to encode linguistic features and that only
the final representation should be ‘merged’
with the image features at a later stage. This
paper compares these two architectures. We
find that, in general, late merging outper-
forms injection, suggesting that RNNs are bet-
ter viewed as encoders, rather than generators.

1 Introduction

Image captioning (Bernardi et al., 2016) has
emerged as an important testbed for solutions to the
fundamental AI challenge of grounding symbolic
or linguistic information in perceptual data (Har-
nad, 1990; Roy and Reiter, 2005). Most caption-
ing systems focus on what Hodosh et al. (2013) re-
fer to as concrete conceptual descriptions, that is,
captions that describe what is strictly within the im-
age, although recently, there has been growing inter-
est in moving beyond this, with research on visual
question-answering (Antol et al., 2015) and image-
grounded narrative generation (Huang et al., 2016)
among others.

Approaches to image captioning can be divided
into three main classes (Bernardi et al., 2016):

1. Systems that rely on computer vision tech-
niques to extract object detections and features
from the source image, using these as input to
an NLG stage (Kulkarni et al., 2011; Mitchell
et al., 2012; Elliott and Keller, 2013). The lat-
ter is roughly akin to the microplanning and
realisation modules in the well-known NLG
pipeline architecture (Reiter and Dale, 2000).

2. Systems that frame the task as a retrieval prob-
lem, where a caption, or parts thereof, is identi-
fied by computing the proximity/relevance of
strings in the training data to a given image.
This is done by exploiting either a unimodal
(Ordonez et al., 2011; Gupta et al., 2012; Ma-
son and Charniak, ) or multimodal (Hodosh et
al., 2013; Socher et al., 2014) space. Many
retrieval-based approaches rely on neural mod-
els to handle both image features and linguis-
tic information (Ordonez et al., 2011; Socher et
al., 2014).

3. Systems that also rely on neural models, but
rather than performing partial or wholesale
caption retrieval, generate novel captions us-
ing a recurrent neural network (RNN), usu-
ally a long short-term memory (LSTM). Typi-
cally, such models use image features extracted
from a pre-trained convolutional neural net-
work (CNN) such as the VGG CNN (Simonyan
and Zisserman, 2014) to bias the RNN towards
sampling terms from the vocabulary in such a
way that a sequence of such terms produces
a caption that is relevant to the image (Kiros
et al., 2014b; Kiros et al., 2014a; Vinyals et
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al., 2015; Mao et al., 2015a; Hendricks et al.,
2016).

This paper focuses on the third class. The key
property of these models is that the CNN image fea-
tures are used to condition the predictions of the best
caption to describe the image. However, this can be
done in different ways and the role of the RNN de-
pends in large measure on the mode in which CNN
and RNN are combined.

It is quite typical for RNNs to be viewed as ‘gen-
erators’. For example, Bernardi et al. (2016) suggest
that ‘the RNN is trained to generate the next word
[of a caption]’, a view also expressed by LeCun et
al. (2015). A similar position has also been taken in
work focusing on the use of RNNs as language mod-
els for generation (Sutskever et al., ; Graves, 2013).
However, an alternative view is possible, whereby
the role of the RNN can be thought of as primar-
ily to encode sequences, but not directly to generate
them.

(a) Conditioning by injecting the image means in-
jecting the image into the same RNN that processes
the words.

(b) Conditioning by merging the image means merg-
ing the image with the final state of the RNN in a
“multimodal layer” after processing the words.

Figure 1: The inject and merge architectures for
caption generation. The RNN’s previous state going
into the RNN is not shown. Legend: RNN - Recur-
rent Neural Network; FF - Feed Forward layer.

These two views can be associated with different
architectures for neural caption generators, which
we discuss below and illustrated in Figure 1. In one
class of architectures, image features are directly in-
corporated into the RNN during the sequence encod-
ing process (Figure 1a). In these models, it is natural
to think of the RNN as the primary generation com-
ponent of the image captioning system, making pre-

dictions conditioned by the image. A different archi-
tecture keeps the encoding of linguistic and percep-
tual features separate, merging them in a later mul-
timodal layer, at which point predictions are made
(Figure 1b). In this type of model, the RNN is func-
tioning primarily as an encoder of sequences of word
embeddings, with the visual features merged with
the linguistic features in a later, multimodal layer.
This multimodal layer is the one that drives the gen-
eration process since the RNN never sees the image
and hence would not be able to direct the generation
process.

While both architectural alternatives have been at-
tested in the literature, their implications have not, to
our knowledge, been systematically discussed and
comparatively evaluated. In what follows, we first
discuss the distinction between the two architectures
(Section 2) and then present some experiments com-
paring the two (Sections 3 and 4). Our conclusion is
that grounding language generation in image data is
best conducted in an architecture that first encodes
the two modalities separately, before merging them
to predict captions.

2 Background: Neural Caption
Generation Architectures

In a neural language model, an RNN encodes a pre-
fix (for example, the caption generated so far) and
either itself predicts the next item in the sequence
with the help of a feed forward layer or else it passes
the encoding to the next layer which will make the
prediction itself. This new item is added to the prefix
at the next iteration to predict another item, until an
end-of-sequence symbol is reached. Typically, the
prediction is carried out using a softmax function to
sample the next item according to a probability dis-
tribution over the vocabulary items, based on their
activation. This process is illustrated in Figure 2.

One way to condition the RNN to predict image
captions is to inject both visual and linguistic fea-
tures directly into the RNN, depicted in Figure 1a.
We refer to this as ‘conditioning-by-inject’ (or in-
ject for short). Different types of inject architectures
have become the most widely attested among deep
learning approaches to image captioning (Chen and
Zitnick, 2015; Donahue et al., 2015; Hessel et al.,
2015; Karpathy and Fei-Fei, 2015; Liu et al., 2016;
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Figure 2: How RNNs work: each state of the
RNN encodes a prefix, which incorporates the out-
put word derived from the previous state. In prac-
tice the neural network does not output a single word
but a probability distribution over all known words
in the vocabulary. Legend: FF - feedforward layer;
<beg> - the start-of-sentence token; <end> - the
end-of-sentence token.

Yang et al., 2016; Zhou et al., 2016).1 Given train-
ing pairs consisting of an image and a caption, the
RNN component of such models is trained by expo-
sure to prefixes of increasing length extracted from
the caption, in tandem with the image.

An alternative architecture – which we refer to
as ‘conditioning-by-merge’ (Figure 1b) – treats the
RNN exclusively as a ‘language model’ to encode
linguistic sequences of varying length. The lin-
guistic vector resulting from this encoding is subse-
quently combined with the image features in a sepa-
rate multimodal layer. This amounts to viewing the
RNN as primarily an encoder of linguistic informa-
tion. This type of architecture is also attested in the
literature, albeit to a lesser extent than the inject ar-
chitecture (Mao et al., 2014; Mao et al., 2015a; Mao
et al., 2015b; Song and Yoo, 2016; Hendricks et al.,
2016; You et al., 2016). A limited number of ap-
proaches have also been proposed in which both ar-
chitectures are combined (Lu et al., 2016; Xu et al.,
2015).

Notice that both architectures are compatible with
the inclusion of attentional mechanisms (Xu et al.,
2015). The effect of attention in the inject architec-

1See Tanti et al. (2017) for an overview of different versions
of the inject architecture and a systematic comparison among
models. In this paper we focus on parallel-inject.

ture is to combine a different representation of the
image with each word. In the case of merge, a dif-
ferent representation of the image can be combined
with the final RNN state before each prediction. At-
tentional mechanisms are however beyond the scope
of the present work.

The main differences between inject and merge
architectures can be summed up as follows: In an in-
ject model, the RNN is trained to predict sequences
based on histories consisting of both linguistic and
perceptual features. Hence, in this model, the RNN
is primarily responsible for image-conditioned lan-
guage generation. By contrast, in the merge archi-
tecture, RNNs in effect encode linguistic represen-
tations, which themselves constitute the input to a
later prediction stage that comes after a multimodal
layer. It is only at this late stage that image features
are used to condition predictions.

As a result, a model involving conditioning by in-
ject is trained to learn linguistic representations di-
rectly conditioned by image data; a merge architec-
ture maintains a distinction between the two repre-
sentations, but brings them together in a later layer.

Put somewhat differently, it could be argued that
at a given time step, the merge architecture pre-
dicts what to generate next by combining the RNN-
encoded prefix of the string generated so far (the
‘past’ of the generation process) with non-linguistic
information (the guide of the generation process).
The inject architecture on the other hand uses the full
image features with every word of the prefix during
training, in effect learning a ‘visuo-linguistic’ rep-
resentation of each word. One effect of this is that
image features can serve to further specify or dis-
ambiguate the ‘meaning’ of words, by disambiguat-
ing tokens of the same word which are correlated
with different image features (such as ‘crane’ as in
the bird versus the construction equipment). This
implies that inject models learn a larger vocabulary
during training.

The two architectures also differ in the number
of parameters they need to handle. As noted above,
since an inject architecture combines the image with
each word during training, it is effectively han-
dling a larger vocabulary than merge. Assume that
the image vectors are concatenated with the word
embedding vectors (inject) or the final RNN state
(merge). Then, in the inject architecture, the number
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of weights in the RNN is a function of both the cap-
tion embedding and the images, whereas in merge,
it is only the word embeddings that contribute to the
size of this layer of the network. Let e be the size
of the word embedding, v the size of the vocabulary,
i the image vector size and s the state size of the
RNN. In the inject case, the number of weights in
the RNN is w ∝ (e+ i)× s, whereas it is w ∝ e× s
in merge. The smaller number of weights handled
by the RNN in merge is offset by a larger number of
weights at the final softmax layer, which has to take
as input the RNN state and the image, having size
∝ (s+ i)× v.

A systematic comparison of these two architec-
tures would shed light on the best way to con-
ceive of the role of RNNs in neural language gen-
eration. Apart from the theoretical implications
concerning the stage at which language should be
grounded in visual information, such a comparison
also has practical implications. In particular, if it
turns out that merge outperforms inject, this would
imply that the linguistic representations encoded in
an RNN could be pre-trained and re-used for a vari-
ety of tasks and/or image captioning datasets, with
domain-specific training only required for the fi-
nal feedforward layer, where the tuning required to
make perceptually grounded predictions is carried
out. We return to this point in Section 6.1.

In the following sections, we describe some ex-
periments to conduct such a comparison.

3 Experiments

To evaluate the performance of the inject and merge
architectures, and thus the roles of the RNN, we
trained and evaluated them on the Flickr8k (Ho-
dosh et al., 2013) and Flickr30k (Young et al.,
2014) datasets of image-caption pairs. For the pur-
poses of these experiments, we used the version
of the datasets distributed by Karpathy and Fei-Fei
(2015)2. The dataset splits are identical to that used
by Karpathy and Fei-Fei (2015): Flickr8k is split
into 6,000 images for training, 1,000 for validation,
and 1,000 for testing whilst Flickr30k is split into
29,000 images for training, 1,014 images for vali-
dation, and 1,000 images for testing. Each image

2http://cs.stanford.edu/people/karpathy/
deepimagesent/

(a) The merge architecture.

(b) The inject architecture.

Figure 3: An illustration of the different architec-
tures that are tested in this paper. The numbers or
letters at the bottom of each box refer to the vector
size output of a layer. ‘x’ is an arbitrary layer size
that is varied in the experiments and ‘v’ is the vocab-
ulary size which is also varied in the experiments.
‘Dense’ means fully connected layer with bias.

in both datasets has five different captions. 4,096-
element image feature vectors that were extracted
from the pre-trained VGG CNN (Simonyan and Zis-
serman, 2014) are also available in the distributed
datasets. We normalised the image vectors to unit
length during preprocessing.

Tokens with frequency lower than a threshold in
the training set were replaced with the ‘unknown’
token. In our experiments we varied the threshold
between 3 and 5 in order to measure the perfor-
mance of each model as vocabulary size changes.
For thresholds of 3, 4, and 5, this gives vocabulary
sizes of 2,539, 2,918, and 3,478 for Flickr8k and
7,415, 8,275, 9,584 and for Flickr30k.

Since our purpose is to compare the performance
of architectures, we used the ‘barest’ models pos-
sible, with the fewest number of hyperparameters.
This means that complexities that are usually intro-
duced in order to reach state-of-the-art performance,
such as regularization, were avoided, since it is dif-
ficult to determine which combination of hyperpa-
rameters do not give an unfair advantage to one ar-
chitecture over the other.

We constructed a basic neural language model
consisting of a word embedding matrix, a basic
LSTM (Hochreiter and Schmidhuber, 1997), and a
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softmax layer. The LSTM is defined as follows:

in = sig(xnWxi + sn−1Wsi + bi) (1)

fn = sig(xnWxf + sn−1Wsf + bf ) (2)

on = sig(xnWxo + sn−1Wso + bo) (3)

gn = tanh(xnWxc + sn−1Wsc + bc) (4)

cn = fn � cn−1 + in � gn (5)

sn = on � tanh(cn) (6)

where xn is the nth input, sn is the hidden state after
n inputs, s0 is the all-zeros vector, cn is the cell state
after n inputs, c0 is the all-zeros vector, in is the
input gate after n inputs, fn is the forget gate after
n inputs, on is the output gate after n inputs, in is
the input gate after n inputs, gn is the modified input
used to calculate cn after n inputs,Wαβ is the weight
matrix between α and β, bα is the bias vector for α,
� is the elementwise vector multiplication operator,
and ‘sig’ refers to the sigmoid function. The hidden
state and the cell state always have the same size.

In the experiments, this basic neural language
model is used as a part of two different architec-
tures: In the inject architecture, the image vector
is concatenated with each of the word vectors in a
caption. In the merge architecture, it is only con-
catenated with the final LSTM state. The layer sizes
of the embedding, LSTM state, and projected image
vector were also varied in the experiments in order
to measure the effect of increasing the capacity of
the networks. The layer sizes used are 128, 256, and
512. The details of the architectures used in the ex-
periments are illustrated in Figure 3.

Training was performed using the Adam optimi-
sation algorithm (Kingma and Ba, 2014) with de-
fault hyperparameters and a minibatch size of 50
captions. The cost function used was sum cross-
entropy. Training was carried out with an early stop-
ping criterion which terminated training as soon as
performance on the validation data started to de-
teriorate (validation performance is measured after
each training epoch). Initialization of weights was
done using Xavier initialization (Glorot and Bengio,
2010) and biases were set to zero.

Each architecture was trained three separate
times; the results reported below are averages over
these three separate runs.

To evaluate the trained models we generated cap-
tions for images in the test set using beam search

with a beam width of 3 and a clipped maximum
length of 20 words. The MSCOCO evaluation code3

was used to measure the quality of the captions
by using the standard evaluation metrics BLEU-
(1,2,3,4) (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005), CIDEr (Vedantam et al., 2015),
and ROUGE-L (Lin and Och, 2004). We also calcu-
lated the percentage of word types that were actually
used in the generated captions out of the vocabulary
of available word types. This measure indicates how
well each architecture exploits the vocabulary it is
trained on.

The code used for the experiments was imple-
mented with TensorFlow and is available online4.

4 Results

Table 1 reports means and standard deviations over
the three runs of all the MSCOCO measures and the
vocabulary usage. Since the point is to compare
the effects of the architectures rather than to reach
state-of-the-art performance, we do not include re-
sults from other published systems in our tables.

Across all experimental variables (dataset, vocab-
ulary, and layer sizes), the performance of the merge
architecture is generally superior to that of the in-
ject architecture in all measures except for ROUGE-
L and BLEU (ROUGE-L is designed for evaluating
text summarization whilst BLEU is criticized for its
lack of correlation with human-given scores). In
what follows, we focus on the CIDEr measure for
caption quality as it was specifically designed for
captioning systems.

Although merge outperforms inject by a rather
narrow margin, the low standard deviation over the
three training runs suggests that this is a consistent
performance advantage across train-and-test runs. In
any case, there is clearly no disadvantage to the
merge strategy with respect to injecting image fea-
tures.

One peculiarity is that results on Flickr8k are
better than those on Flickr30k. This could mean
that Flickr8k captions contain less variation, hence
are easier to perform well on. Preliminary results
on the larger dataset MSCOCO (Lin et al., 2014)
(currently in progress) show CIDEr results over 0.7

3https://github.com/tylin/coco-caption
4https://github.com/mtanti/rnn-role
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% Vocabulary CIDEr METEOR ROUGE-L
Layer Vocab. Merge Inject Merge Inject Merge Inject Merge Inject

128 2539 14.730 (0.40) 10.555 (0.34) 0.460 (0.01) 0.431 (0.01) 0.192 (0.00) 0.183 (0.00) 0.445 (0.00) 0.430 (0.00)
128 2918 13.719 (0.49) 8.876 (0.24) 0.456 (0.00) 0.431 (0.00) 0.191 (0.00) 0.185 (0.00) 0.437 (0.00) 0.434 (0.00)
128 3478 11.223 (0.35) 8.175 (0.31) 0.458 (0.01) 0.433 (0.01) 0.192 (0.00) 0.187 (0.00) 0.442 (0.00) 0.432 (0.00)
256 2539 15.439 (0.84) 11.448 (0.71) 0.462 (0.01) 0.456 (0.01) 0.192 (0.00) 0.189 (0.00) 0.439 (0.00) 0.436 (0.00)
256 2918 13.697 (0.19) 10.430 (0.34) 0.456 (0.01) 0.451 (0.01) 0.190 (0.00) 0.189 (0.00) 0.438 (0.00) 0.440 (0.00)
256 3478 11.252 (0.51) 8.405 (0.39) 0.470 (0.01) 0.449 (0.02) 0.191 (0.00) 0.189 (0.00) 0.439 (0.00) 0.437 (0.00)
512 2539 15.741 (0.40) 12.761 (0.81) 0.452 (0.01) 0.464 (0.00) 0.191 (0.00) 0.192 (0.00) 0.437 (0.00) 0.442 (0.00)
512 2918 13.114 (0.75) 10.155 (0.42) 0.469 (0.01) 0.457 (0.00) 0.193 (0.00) 0.189 (0.00) 0.440 (0.00) 0.437 (0.00)
512 3478 11.501 (0.49) 8.587 (0.50) 0.458 (0.01) 0.439 (0.01) 0.192 (0.00) 0.188 (0.00) 0.439 (0.00) 0.434 (0.00)

(a) Flickr8k: % of vocabulary used, CIDEr, METEOR and ROUGE-L results.

BLEU-1 BLEU-2 BLEU-3 BLEU-4
Layer Vocab. Merge Inject Merge Inject Merge Inject Merge Inject

128 2539 0.600 (0.00) 0.592 (0.01) 0.410 (0.00) 0.405 (0.01) 0.272 (0.00) 0.270 (0.01) 0.179 (0.00) 0.177 (0.00)
128 2918 0.595 (0.01) 0.590 (0.00) 0.405 (0.01) 0.406 (0.00) 0.267 (0.01) 0.271 (0.00) 0.175 (0.00) 0.178 (0.00)
128 3478 0.608 (0.01) 0.586 (0.01) 0.416 (0.01) 0.401 (0.01) 0.276 (0.01) 0.268 (0.01) 0.182 (0.01) 0.178 (0.01)
256 2539 0.594 (0.00) 0.591 (0.00) 0.407 (0.01) 0.408 (0.00) 0.269 (0.01) 0.276 (0.00) 0.176 (0.01) 0.184 (0.00)
256 2918 0.596 (0.01) 0.596 (0.01) 0.405 (0.01) 0.413 (0.01) 0.265 (0.00) 0.278 (0.01) 0.172 (0.00) 0.184 (0.00)
256 3478 0.601 (0.00) 0.596 (0.01) 0.411 (0.00) 0.409 (0.01) 0.272 (0.01) 0.274 (0.01) 0.179 (0.01) 0.181 (0.01)
512 2539 0.597 (0.01) 0.603 (0.00) 0.406 (0.01) 0.419 (0.00) 0.267 (0.01) 0.283 (0.00) 0.176 (0.01) 0.188 (0.00)
512 2918 0.593 (0.01) 0.589 (0.01) 0.404 (0.01) 0.409 (0.00) 0.268 (0.00) 0.277 (0.00) 0.177 (0.00) 0.185 (0.00)
512 3478 0.597 (0.01) 0.587 (0.00) 0.407 (0.01) 0.405 (0.00) 0.270 (0.01) 0.272 (0.00) 0.178 (0.00) 0.180 (0.01)

(b) Flickr8k: BLEU-n scores.

% Vocabulary CIDEr METEOR ROUGE-L
Layer Vocab. Merge Inject Merge Inject Merge Inject Merge Inject

128 7415 6.253 (0.06) 5.255 (0.02) 0.362 (0.01) 0.339 (0.01) 0.174 (0.00) 0.169 (0.00) 0.417 (0.00) 0.415 (0.00)
128 8275 5.402 (0.20) 4.939 (0.08) 0.376 (0.00) 0.351 (0.00) 0.174 (0.00) 0.171 (0.00) 0.420 (0.00) 0.417 (0.00)
128 9584 4.793 (0.01) 4.090 (0.18) 0.378 (0.00) 0.355 (0.00) 0.175 (0.00) 0.171 (0.00) 0.420 (0.00) 0.419 (0.00)
256 7415 6.150 (0.18) 5.597 (0.11) 0.363 (0.00) 0.361 (0.01) 0.174 (0.00) 0.173 (0.00) 0.414 (0.00) 0.420 (0.00)
256 8275 5.559 (0.08) 5.410 (0.10) 0.364 (0.01) 0.359 (0.00) 0.174 (0.00) 0.173 (0.00) 0.416 (0.00) 0.417 (0.00)
256 9584 4.873 (0.07) 4.309 (0.18) 0.364 (0.01) 0.359 (0.01) 0.175 (0.00) 0.173 (0.00) 0.416 (0.00) 0.420 (0.00)
512 7415 6.330 (0.56) 5.732 (0.32) 0.365 (0.01) 0.367 (0.01) 0.173 (0.00) 0.173 (0.00) 0.416 (0.00) 0.422 (0.01)
512 8275 5.619 (0.09) 5.221 (0.49) 0.370 (0.00) 0.369 (0.01) 0.174 (0.00) 0.174 (0.00) 0.419 (0.00) 0.422 (0.00)
512 9584 4.887 (0.16) 4.309 (0.25) 0.357 (0.01) 0.360 (0.01) 0.172 (0.00) 0.172 (0.00) 0.414 (0.00) 0.417 (0.00)

(c) Flickr30k: % of vocabulary used, CIDEr, METEOR and ROUGE-L results.

BLEU-1 BLEU-2 BLEU-3 BLEU-4
Layer Vocab. Merge Inject Merge Inject Merge Inject Merge Inject

128 7415 0.601 (0.01) 0.595 (0.01) 0.403 (0.01) 0.400 (0.01) 0.268 (0.01) 0.265 (0.01) 0.179 (0.01) 0.175 (0.01)
128 8275 0.605 (0.01) 0.604 (0.00) 0.411 (0.01) 0.409 (0.00) 0.276 (0.01) 0.275 (0.00) 0.185 (0.00) 0.183 (0.00)
128 9584 0.610 (0.01) 0.605 (0.00) 0.414 (0.01) 0.411 (0.00) 0.278 (0.00) 0.275 (0.01) 0.186 (0.00) 0.184 (0.01)
256 7415 0.593 (0.01) 0.606 (0.00) 0.400 (0.01) 0.412 (0.00) 0.268 (0.01) 0.277 (0.00) 0.179 (0.01) 0.186 (0.01)
256 8275 0.594 (0.01) 0.603 (0.01) 0.402 (0.01) 0.409 (0.00) 0.269 (0.01) 0.275 (0.00) 0.180 (0.00) 0.183 (0.00)
256 9584 0.596 (0.01) 0.614 (0.01) 0.404 (0.00) 0.419 (0.01) 0.270 (0.00) 0.283 (0.00) 0.181 (0.00) 0.189 (0.00)
512 7415 0.598 (0.02) 0.617 (0.01) 0.404 (0.02) 0.422 (0.01) 0.270 (0.01) 0.285 (0.00) 0.181 (0.01) 0.191 (0.00)
512 8275 0.603 (0.00) 0.609 (0.01) 0.406 (0.00) 0.419 (0.01) 0.271 (0.00) 0.284 (0.01) 0.181 (0.00) 0.191 (0.00)
512 9584 0.596 (0.00) 0.609 (0.01) 0.399 (0.00) 0.414 (0.01) 0.265 (0.00) 0.278 (0.01) 0.177 (0.00) 0.185 (0.00)

(d) Flickr30k: BLEU-n scores.

Table 1: Results on the captions generated using the inject and merge architectures. Values are means over
three separately retrained models, together with the standard deviation in parentheses. Legend: Layer - the
layer size used (‘x’ in Figure 3); Vocab. - the vocabulary size used.

which means that either Flickr8k is too easy or
Flickr30k is too hard when compared to the much
larger MSCOCO.

The best-performing models are merge with state
size of 256 on Flickr8k, and merge with state size
128 on Flickr30k, both with minimum token fre-
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quency threshold of 3. Inject models tend to im-
prove with increasing state size, on both datasets,
while the relationship between the performance of
merge and the state size shows no discernible trend.
Inject therefore does not seem to overfit as state size
increases, even on the larger dataset. At the same
time, inject only seems to be able to outperform the
best scores achieved by merge if it has a much larger
layer size. Therefore, in practical terms, inject mod-
els have to have larger capacity to be at par with
merge. Put differently, merge has a higher perfor-
mance to model size ratio and makes more efficient
use of limited resources (this observation holds even
when model size is defined in terms of number of
parameters instead of layer sizes).

Given the same layer sizes and vocabulary, the
number of parameters for merge is greater than for
inject. The difference becomes greater as the vo-
cabulary size is increased. For a vocabulary size of
2,539 and layer size of 512, merge has about 3%
more parameters than inject whilst for a vocabulary
size of 9,584 and layer size of 512, merge has about
20% more parameters. However, the foregoing re-
marks concerning over- and under-fitting also apply
when the difference between the number of parame-
ters is small. That is, the difference in performance
is due at least in part to architectural differences, not
just to differences in number of parameters.

Merge models use a greater proportion of the
training vocabulary on test captions. However, the
proportion of vocabulary used is generally quite
small for both architectures: less than 16% for
Flickr8k and less than 7% for Flickr30k. Overall, the
trend is for smaller proportions of the overall train-
ing vocabulary to be used, as the vocabulary grows
larger, suggesting that neural language models find
it harder to use infrequent words (which are more
numerous at larger vocabulary sizes, by definition).
In practice, it means that reducing training vocabu-
laries results in minimal performance loss.

Overall, the evidence suggests that delaying the
merging of image features with linguistic encodings
to a late stage in the architecture may be advan-
tageous, at least as far as corpus-based evaluation
measures are concerned. Furthermore, the results
suggest that a merge architecture has a higher ca-
pacity than an inject architecture and can generate
better quality captions with smaller layers.

5 Discussion

If the RNN had the primary role of generating cap-
tions, then it would need to have access to the image
in order to know what to generate. This does not
seem to be the case as including the image into the
RNN is not generally beneficial to its performance
as a caption generator.

When viewing RNNs as having the primary role
of encoding rather than generating, it makes sense
that the inject architecture generally suffers in per-
formance when compared to the merge architecture.
The most plausible explanation has to do with the
handling of variation. Consider once more the task
of the RNN in the image captioning task: During
training, captions are broken down into prefixes of
increasing length, with each prefix compressed to a
fixed-size vector, as illustrated in Figure 2 above.

In the inject architecture, the encoding task is
made more complex by the inclusion of image fea-
tures. Indeed, in the version of inject used in our
experiments – the most commonly used solution in
the caption generation literature5 – image features
are concatenated with every word in the caption.
The upshot is (a) a requirement to compress caption
prefixes together with image data into a fixed-size
vector and (b) a substantial growth in the vocabu-
lary size the RNN has to handle, because each im-
age+word is treated as a single ‘word’. This prob-
lem is alleviated in merge, where the RNN encodes
linguistic histories only, at the expense of more pa-
rameters in the softmax layer.

One practical consequence of these findings is
that, while merge models can handle more variety
with smaller layers, increasing the state size of the
RNN in the merge architecture is potentially quite
profitable, as the entire state will be used to remem-
ber a greater variety of previously generated words.
By contrast, in the inject architecture, this increase
in memory would be used to better accommodate in-
formation from two distinct, but combined, modali-
ties.

5We are referring to architectures that inject image features
in parallel with word embeddings in the RNN. In the literature,
when this type of architecture is used, the image features might
only be included with some of the words or are changed for
different words (such as in attention models).
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6 Conclusions

This paper has presented two views of the role of
the RNN in an image caption generator. In the first,
an RNN decides on which word is the most likely
to be generated next, given what has been generated
before. In multimodal generation, this view encour-
ages architectures where the image is incorporated
into the RNN along with the words that were gen-
erated in order to allow the RNN to make visually-
informed predictions.

The second view is that the RNN’s role is purely
memory-based and is only there to encode the se-
quence of words that have been generated thus far.
This representation informs caption prediction at a
later layer of the network as a function of both the
RNN encoding and perceptual features. This view
encourages architectures where vision and langauge
are brought together late, in a multimodal layer.

Caption generation turns out to perform worse, in
general, when image features are injected into the
RNN. Thus, the role of the RNN is better conceived
in terms of the learning of linguistic representations,
to be used to inform later layers in the neural net-
work, where predictions are made based on what has
been generated in the past together with the image
that is guiding the generation. Had the RNN been
the component primarily involved in generating the
caption, it would need to be informed about the im-
age in order to know what needs to be generated;
however this line of reasoning seems to hurt perfor-
mance when applied to an architecture. This sug-
gests that it is not the case that the RNN is the main
component of the caption generator that is involved
in generation.

In short, given a neural network architecture that
is expected to process input sequences from mul-
tiple modalities, arriving at a joint representation,
it would be better to have a separate component to
encode each input, bringing them together at a late
stage, rather than to pass them all into the same RNN
through separate input channels. With respect to
the question of how language should be grounded
in perceptual data, the tentative answer offered by
these experiments is that the link between the sym-
bolic and perceptual should be established late, once
encoding has been performed. To this end, recur-
rent networks are best viewed as learning represen-

tations, not as generating sequences.

6.1 Future work

The experiments reported here were conducted on
two separate datasets. One concern is that results on
Flickr8k and Flickr30k are not entirely consistent,
though the superiority of merge over inject is clear
in both. We are currently extending our experiments
to the larger MSCOCO dataset (Lin et al., 2014).

The insights discussed in this paper invite future
research on how generally applicable the merge ar-
chitecture is in different domains. We would like
to investigate whether similar changes in architec-
ture would work in sequence-to-sequence tasks such
as machine translation, where instead of condition-
ing a language model on an image we are condi-
tioning a target language model on sentences in a
source language. A similar question arises in image
processing. If a CNN were conditioned to be more
sensitive to certain types of objects or saliency dif-
ferences among regions of a complex image, should
the conditioning vector be incorporated at the begin-
ning, thereby conditioning the entire CNN, or would
it be better to instead incorporate it in a final layer,
where saliency differences would then be based on
high-level visual features?

There are also more practical advantages to merge
architectures, such as for transfer learning. Since
merge keeps the image separate from the RNN, the
RNN used for captioning can conceivably be trans-
ferred from a neural language model that has been
trained on general text. This cannot be done with an
inject architecture since the RNN would need to be
trained to combine image and text in the input. In fu-
ture work, we intend to see how the performance of
a caption generator is affected when the weights of
the RNN are initialized from those of a general neu-
ral language model, along lines explored in neural
machine translation (Ramachandran et al., 2016).
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Abstract

Describing people and characters can be very
useful in different contexts, such as computa-
tional narrative or image description for the vi-
sually impaired. However, a review of the ex-
isting literature shows that the automatic gen-
eration of people descriptions has not received
much attention. Our work focuses on the de-
scription of people in snapshots from a 3D en-
vironment. First, we have conducted a survey
to identify the way in which people describe
other people under different conditions. We
have used the information extracted from this
survey to design several Referring Expression
Generation algorithms which produce similar
results. We have evaluated these algorithms
with users in order to identify which ones gen-
erate the best description for specific charac-
ters in different situations. The evaluation has
shown that, in order to generate good descrip-
tions, a combination of different algorithms
has to be used depending on the features and
situation of the person to be described.

1 Introduction

In every conversation, human beings refer to peo-
ple, objects, places and situations, and we need to
be able to describe them accurately so that the hearer
knows who or what we are referring to. In order to
be able to automatically create descriptions that can
be useful in real life situations – such as generat-
ing descriptions for the visually impaired – where

∗ This research is supported by the IDiLyCo project
(TIN2015-66655-R) funded by the Spanish Ministry of Econ-
omy, Industry and Competitiveness.

the complexity of the information needed to gener-
ate them is noteworthy, we first need to tackle spe-
cific aspects of these problems that bring light to the
more general problem we intend to solve.

In this work we focus on the description of peo-
ple in snapshots from a 3D environment, consid-
ering that feature extraction can be perfectly per-
formed. Whereas most approaches to image descrip-
tion work with real world images, we have opted for
3D images because they allow us to easily manip-
ulate the entities and their features in order to test
different hypothesis, and we can create more com-
plex situations to test our algorithms. In addition,
we only focus on the description of people. Except
for the TUNA corpus (Gatt et al., 2007; Deemter et
al., 2012), which contained a set of close-up pho-
tographs of people, and the algorithms that used it
in the TUNA Challenges (Gatt and Belz, 2010), to
the best of our knowledge there are no works only
focusing on people when describing visual images
taken in real environments. The insights obtained in
our work can improve the generation of descriptions
for images where people are detected, as the exam-
ples presented by other studies show how references
to people do not work in the same way as references
to other entities do.

As a first step towards the implementation of a
REG algorithm for describing people in 3D environ-
ments, we have explored the performance of classic
REG algorithms for the task. We chose two well-
known algorithms that can be easily configured de-
pending on the the type of entities to be described:
the Greedy (Dale, 1992) and the Incremental Algo-
rithms (Dale and Reiter, 1995).
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As these algorithms require a predefined list of
attributes that define the referent’s appearance, we
carried out a small study in order to determine the
attributes that people include when describing peo-
ple in real-life images (section 3). Then, we im-
plemented the algorithms (and some variations) tak-
ing into account the obtained results (section 4), and
asked people to judge the quality of their output
when generating descriptions of characters in a 3D
environment (section 5).

For both evaluations, we have taken an approach
similar to the one in (Koller et al., 2010), which con-
sists of an internet-based evaluation that allows for
lower costs (it becomes unnecessary to summon a
group of subjects to try out the system in a specific
place). Users could easily access each survey using
a link we provided, and they could do this at any
time and from any place.

2 Related Work

A referring expression is a description created with
the intention of distinguishing a certain object or
person (referent) from a number of other objects or
people (distractors). It must identify the referent un-
ambiguously, effectively ruling out all the distrac-
tors. Therefore, any sentence that meets these cri-
teria can be called a referring expression. However,
not all of them can be considered equally good. It is
usually considered that an effective referring expres-
sion should only contain information that the user
knows or can easily perceive, and preferably infor-
mation that is perceptually salient. In addition, over-
specification could be desirable when extra informa-
tion can help the listener to find the target more eas-
ily (Paraboni and van Deemter, 2014).

2.1 Classical Referring Expression Generation
Algorithms

The task of Referring Expression Generation (REG)
has been explored for over forty years (Krahmer and
van Deemter, 2012). Although there are many other
approaches to solve this problem (graph-based al-
gorithms, constraint-based algorithms or description
logics), in this work we have chosen to focus on two
classical algorithms and the incorporation of rela-
tions into them. These algorithms are appropriate for
our work because they are oriented to general pur-

pose settings and therefore are easily configurable
for different domains and situations.

The Greedy Algorithm (Dale, 1989; Dale, 1992)
creates a reference by iteratively selecting the at-
tribute with the highest discriminatory power which
rules out most of the distractors. The algorithm con-
tinues working until there are no distractors left, or
there are no attributes left (in which case the refer-
ring expression cannot successfully identify the ref-
erent). Since there is no backtracking, sometimes
one of the attributes that has been included may be-
come redundant as a result of the combination of
other attributes used afterwards. For this reason the
algorithm does not truly offer minimal referring ex-
pressions, but it does focus on the most salient prop-
erties of the referent.

The Incremental Algorithm (Reiter and Dale,
1992; Dale and Reiter, 1995) has been one of the
most influential REG algorithms so far. It builds
referring expressions incrementally, similarly to the
Greedy Algorithm. The difference between the two
is that the Incremental Algorithm has a list of at-
tributes in a pre-established order, and in each itera-
tion it picks the first one from the list that rules out
at least one distractor. This method is more likely
to lead to overspecification of the referring expres-
sion, since the algorithm does not allow backtrack-
ing. The order of the attributes is crucial, in this case
the algorithm cannot select salient properties by it-
self, so this list should be chosen with care depend-
ing on the context or scene.

In addition to merely mentioning the properties
of the referent, several algorithms have incorporated
relations to other objects or people into their refer-
ring expressions, the first of which was the Rela-
tional Algorithm (Dale and Haddock, 1991). Since
then, relations have been incorporated into other al-
gorithms, but they are very often considered infe-
rior to properties belonging to the referent itself, and
are used only as a last resort when its attributes are
not enough to distinguish it (Krahmer and Theune,
2002). However, there is also research that proves
that people tend to use relations in their descriptions
even when they are not necessary (Viethen and Dale,
2008). Works like the ones by Kelleher and Kruijff
(2005) deal with the determination of the best land-
marks to use in a referring expression depending on
context.
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2.2 Automatic Description of Visual
Information

The automatic generation of image descriptions is a
problem that has received a large amount of interest
in recent years from both computer vision and natu-
ral language generation communities.

An extensive survey on this topic can be found
in (Bernardi et al., 2016). The authors divide the
existing approaches into two main groups based on
the models used. Direct generation models follow
a classical pipeline: they first extract image infor-
mation in terms of entities, relations between them,
etc., and then this information is used by a natural
language generation algorithm to generate the final
image description. Retrieval models attack the prob-
lem by searching for images that are similar to the
one to be described and then building the final de-
scription based on the descriptions of the retrieved
images. Because our work consists in the descrip-
tion of characters in an interactive setting, we are
more interested in direct generation models where a
previously available database of image and descrip-
tions is not required.

Although direct generation models have the ad-
vantage of being able to produce novel descriptions
without relying on a previously existing corpus of
descriptions, they rely heavily on the quality of the
conceptual information extracted from the original
image. In order to tackle this issue, some authors
have started to separate both problems and study the
generation of image descriptions assuming that vi-
sual image recognizers have already achieved close
to perfection identification of information in images
(Elliott and Keller, 2013; Yatskar et al., 2014; Wang
and Gaizauskas, 2015).

3 Identification of Features Used in
Descriptions

We conducted a survey in order to identify what fea-
tures are relevant for individuals when they have to
describe other people. A total of 71 evaluators took
part in this survey. They were presented with pho-
tographs taken in our university canteen which con-
tained a high number of people (an example can be
seen in Figure 1) and they had to complete two sets
of tasks.

3.1 Part 1: Identifying People

In this part of the survey, the participants were pro-
vided with four pictures of the canteen, each of
them accompanied by a description, and they were
asked to “Find the person described at the top of the
screen”.

In the first scene, the participants were asked to
identify a boy with a black t-shirt. In this picture,
four boys were dressed in black, but two of them
were wearing coats instead of t-shirts. Any of the
other two were considered as a correct answer. 32%
of the people chose a boy wearing a black coat, who
was the most visible person in the scene and the clos-
est one to the observer. 49% chose either of the two
boys wearing a black t-shirt (28% and 21%, respec-
tively) and 7% did not know the answer. From these
answers we concluded that people are more likely to
notice someone who is closer to them, and that the
color of a person’s clothes is more important that the
type of the clothes.

In the second scene, the participants were asked
to identify a boy leaning against a wall. We intended
to find out if it would be easier for the participants
to identify a person when they are very close to an
important area in the room. 94% chose the right in-
dividual. He is at the edge of the photo and he is not
very visible, but he is the only one leaning on the
wall. The conclusion in this scene is that, since the
wall is an important part of the room, people’s eyes
are drawn to it quickly, making it easy for them to
find the person they are looking for.

In the third scene, the participants were asked to
identify a person sitting next to a window. This time,
as well as choosing a person that is next to an impor-
tant area of the room, we picked someone who was
further away from the user, to see if this had any ef-
fect on the participants reactions. 96% of the partic-
ipants chose the right boy. By mentioning a relevant
element such as the window, people’s attention seem
to automatically go towards that area and ignore the
rest of the picture, so it is easier for them to find the
person who fits the description.

In the fourth scene, the participants were asked
to identify a girl with black hair. We chose a per-
son furthest away from the viewer, and we decided
to pick one of the only two girls with dark hair in
the whole photograph. 69% of the people chose the
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Figure 1: Sample scene used in the first study

correct girl, even though, out of all the girls, she was
the one that was the furthest away from the observer.
23% chose a girl with dark (not black) hair, closer to
the observer than the right girl. Two people chose
a blond girl at the front of the photo, and two more
did not know the answer. From these answers we
can see that people tend to focus on what they see
first. For this reason, it may be a good idea to pro-
vide more details than necessary when describing a
person that is further away.

3.2 Part 2: Describing People

In this part of the survey, participants were provided
with several pictures and were asked to “Describe
the person number N” (see Figure 1).

In the first scene, the participants had to describe
a boy working with his laptop. 66% of the partici-
pants mentioned his posture in some way (e.g. lean-
ing on the table, working with his laptop), and 36%
mentioned his clothes. We can conclude that, in this
case, since the referent was in a very particular pos-

ture (hands crossed beneath his chin and looking at
his laptop), the users have a tendency to include this
as the main part of their description. There is only
one other person in the photograph with a laptop,
and nobody else visible with their hands under their
chin. For this reason his posture stands out as a very
descriptive feature.

In the second scene, they had to describe a wait-
ress of the canteen. Overall, 59% of the participants
mentioned her clothes, and 41% mentioned her pro-
fession. We can infer that, when someone is recog-
nizable by their type, this can be descriptive enough
and we may not need to mention anything else.

In the third scene, the target boy was barely vis-
ible. 8% of the participants gave an exhaustive de-
scription of everything they could see, but a lot of
people described him by his clothes (53%) even
though there are other boys close in the picture who
are wearing clothes of a similar description (white t-
shirt with dark details). Even when there are several
people in a scene wearing similar clothes, people of-
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ten tend to include information about those clothes
in their description.

In the fourth scene, 21% of the participants de-
scribed the target person as the boy with the red shirt,
and did not mention anything else, even though there
is another boy that could also fit in that description.
A few people also noticed his posture (24%) and the
fact that he is within a group of people. This rein-
forces what we concluded in the first part of the sur-
vey: when people see someone who fits a descrip-
tion, they do not look any further to check if that
description may apply to someone else.

In the fifth scene, the target boy is sitting with
a group of friends and is wearing a red shirt, so
his description might be very similar to one of his
friends. This time, 31% of the people described his
posture as well as his clothes, and said that he is talk-
ing to the boy next to him. 14% of the participants
described only his clothes, but they mentioned that
his top has long sleeves, in contrast to his friends t-
shirt. Even when the color of their clothes alone is
not enough to distinguish a person, if it stands out
enough, users tend to mention only that.

In the sixth scene, the target boy’s face is not vis-
ible, the color of his clothes does not stand out, and
there seems to be nothing particularly eye-catching
about him. In this case, 73% of the people described
his posture (he is sitting facing away from the ob-
server), and most mentioned that he is sitting next
to a girl. Some even described the girl’s clothes, be-
cause they stand out more than his. Here we can see
that when a person does not stand out very much,
people tend to notice something nearby that stands
out more (in this case the girl he is sitting with, but
it could also be a window, a door or an object like a
laptop, as seen in previous scenes).

3.3 Results
This study provided us with two important insights.
The first one was that distance (from the viewer and
to landmarks) influences the identification of refer-
ents. We could observe in the survey that the test
subjects sometimes focused on the people who were
nearer to them in the scene, and if a distractor looked
similar to the referent, even if not all the attributes
in the description matched, they would settle for
this distractor. It also seemed that referring expres-
sions that include information about nearby objects

or people were easier to understand.
The second insight obtained from the study was

a list of preferred attributes when describing people
in crowded environments. The type of the person
(e.g. boy, girl, waitress) was mentioned very often,
in an average of 73.11% of the description. The next
most used attribute was the colour of the top gar-
ment, and the last attribute which stood out was pos-
ture (used on average in 57.31% of the descriptions).
Interestingly, the test subjects only mentioned im-
portant areas of the room 13.91% of the time, and
described nearby people a little more often, 17.21%
of the time.

Finally, based on the results we have obtained, we
have seen that, rather than giving the shortest and
most efficient description possible, people often give
more information than is needed. This makes it eas-
ier for us to find the right person quickly.

4 Implementation of Classic Algorithms

With the results obtained from the previous study
we could implement algorithms that do not choose
the included attributes arbitrarily, but based on the
opinions of real test subjects. Some of the attributes
mentioned by the evaluators were not used because
they are either too subjective (attitude, personality,
age, height, weight) or cannot be appreciated in an
image (shoe type and colour). The resulting priori-
tized list of attributes for the Greedy and Incremen-
tal Algorithms is therefore the following (from most
to least priority): (1) type; (2) top colour; (3) pos-
ture; (4) beard; (5) hair colour; (6) top type; (7) hair
type/length; (8) bottom colour; (9) bottom type.

In light of the results of the previous survey, we
decided to include information about whether the
referent is close to or far away from the observer in
order to distinguish the referent faster. Considering
the size of the room used in the scenes, we divided
the space into two halves. The distance in the en-
vironment was measured from the observer to each
character, so the character who was furthest away
dictated the maximum distance that would be con-
sidered, and this would be divided by two to create a
halfway division. Every character who was between
the observer and the division would be considered
near, and the rest would be considered far. Since
this is not strictly a physical attribute of the referent
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it was not included in the Greedy Algorithm. For
example, distance could potentially discard a large
amount of people in the Greedy Algorithm while not
being clearly visible to the observer if they are all in
a group but some of them are standing further back.
Distance was mentioned only in the Incremental Al-
gorithm and it was added at the end of the descrip-
tion.

In addition to the Greedy and Incremental Algo-
rithms, we also included the Exhaustive Algorithm
as a baseline, which offers a full description of the
referent including all its features. This last type of
referring expression can be overspecified or non-
distinguishing, so it is not ideal for describing the
referent. The sentence structure in the Exhaustive
Algorithm, taking into account the previously prior-
itized list of attributes, is:

The Type with HairType HairColour hair
[and a Beard], with the TopColour Top-
Type and BottomColour BottomType.

Finally, in order to take into account objects or
people near the referent, we implemented two re-
lational algorithms to be used in combination with
the three previously mentioned. Therefore, the ref-
erent was described using one of the three previous
algorithms and additional information about relevant
people or objects was included in case there was any.

The Nearby Objects Algorithm checks if there are
any significant areas or objects near the referent and
mentions the closest one. The referent can be de-
scribed using either of the three basic algorithms,
which leaves us with three different versions of the
Nearby Objects Algorithm.

The Nearby People Algorithm works in a similar
way, but the distance required to consider a person
next to the referent is a little longer than in the pre-
vious case, since people tend to keep slightly further
away from other people than from objects (although
this distance is known to be culture dependent).

Therefore, the final algorithms were the Exhaus-
tive Algorithm (EA), the Incremental Algorithm
(IA), the Greedy Algorithm (GA), Nearby Objects
with Exhaustive Algorithm (NOEA), Nearby Ob-
jects with Incremental Algorithm (NOIA), Nearby
Objects with Greedy Algorithm (NOGA), Nearby
People with Exhaustive Algorithm (NPEA), Nearby
People with Incremental Algorithm (NPIA) and

Nearby People with Greedy Algorithm (NPGA).
Out of these nine algorithms, NOEA and NPEA
have been excluded from the evaluation, since the
EA algorithm was included only as a baseline and
some preliminary tests pointed out that the descrip-
tions provided by NOEA and NPEA algorithms did
not improve the ones provided by the other algo-
rithms. On the contrary, overspecification decreased
the quality of these descriptions.

5 Evaluation of Classic Algorithms

After implementing all the algorithms, we tested
them in order to find out if there was one that worked
better than the rest in all situations or which one
worked best depending on the situation.

In this survey, we showed the participants snap-
shots of the university canteen taken in a 3D virtual
environment built using the Unity 3D engine. The
characters’ clothes and postures were modified to
imitate the ones in the pictures (see Figures 1 and
2). The use of a 3D environment aids in the per-
sonalization of the scene, facilitating experiments in
which any number of people and objects can be rep-
resented. This way we were also able to appreciate
the differences between the descriptions given for a
photograph of a real scene, and a scene developed in
a 3D virtual environment.

A total of fifty-two participants completed this
survey: 54% were women and 46% were men; most
of them (67%) were between eighteen and thirty
years old, 17% were between thirty and forty years
old, 4% were under eighteen, and 12% were over
forty.

The structure of the survey and the order of the
questions were carefully planned so they did not in-
fluence the users’ opinions. We wanted them to offer
their own descriptions first, before reading and judg-
ing the descriptions generated by the algorithms. We
have also considered the effort and amount of time
that they will have to spend on the survey, so they
will not be tempted to leave it unfinished and we can
get as many answers as possible.

Because both the way in which the test subjects
describe someone in the 3D scene and their ability
to recognize the target character given a referring
expression were intended to be analyzed, this survey
was divided in two parts.
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Figure 2: Sample scene used in the second study

In the first part, each test subject was asked to de-
scribe a certain person from three different scenes.
The goal was to examine whether their answers
would be very different when faced with a 3D en-
vironment as opposed to photographs.

The results show that type, top color, top type
and posture still were the most used attributes, and
they were mentioned even more often than during
the first survey. The difference between inclusion of
the color of the top garment and its type increased
slightly, confirming that the color is a more salient
attribute. The inclusion of nearby people and nearby
objects approximately doubled in both cases, possi-
bly due to the simplified representation of the room
and the characters. In the case of the nearby people,
we could see that it is not always the closest person
that gets mentioned, but the person that stands out
the most among the closest ones.

The use of hair color decreased slightly, and hair
type/length was rarely used, possibly because there
were not many variations of hairstyles in the scene.

Even though two of the referents had a beard, the
test subjects only mentioned it in 5.77% of the de-
scriptions, much less than in the first survey and con-
trary to our hypothesis. This may be either due to the
quality of the characters used or simply because the
beard is not a very salient attribute.

Overall, the results showed a similar order in the
preferred attributes, with relations to large areas and
other people gaining more importance, and small de-
tails being used less.

For the second part of the survey, the test subjects
were shown four scenes (see Figure 2), each of them
with several referring expressions for one referent,
created and linguistically realized by our algorithms.
Then, they had to rate each of the descriptions on a
five point Likert scale, the lowest value being “very
bad” and the highest “very good”. Not all the algo-
rithms were rated in all the scenes, either because
they did not provide any useful information (e.g.
there were no nearby objects in scene 1, so NOGA
and NOIA were discarded), or because they gener-
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EA GA IA NOGA NOIA NPGA NPIA
Scene 1 2.647 2.019 3.372 - - - 4.673

Scene 2 1.901 1.843 2.176 2.941 2.960 2.285 3.115

Scene 3 2.940 3.784 - 4.140 3.882 - -

Scene 4 - 2.411 2.500 4.215 - 3.200 -

Table 1: Average scores obtained by the algorithms

ated results equivalent to those of other algorithms
(e.g. NOIA and NOGA in scene 4). The following
example shows the descriptions generated for Figure
2:

• Greedy (GA): “The girl sitting down”

• Incremental (IA): “The girl in the white tank
top who is sitting down. She is near.”

• Exhaustive (EA): “The girl with medium length
brown hair, with the white tank top and blue
trousers.”

• Nearby Objects with Greedy (NOGA): “The
girl sitting down near the window.”

• Nearby Objects with Incremental (NOIA):
“The girl in the white tank top who is sitting
down. She is near. She is near the window.”

• Nearby People with Greedy (NPGA): “The girl
sitting down next to the boy in the dark blue
sweater.”

• Nearby People with Incremental (NPIA): “The
girl in the white tank top who is sitting down.
She is near. She is next to the boy in the dark
blue sweater.”

The obtained results are shown in Table 1, where
the average score for the descriptions generated by
the algorithms in each of the four scenes are shown.
Relational algorithms have proved to have very high
ratings. This suggests that, at least for the particular
scenes and situations shown to the participants, re-
lational algorithms which include nearby people or
objects can be very useful if there are distractors or
objects that stand out and can be related to the in-
tended referent.

The results from the second survey also showed
that users do not benefit from the inclusion of the
beard or information about the referent’s bottom gar-
ment or shoes, so we eliminated these from the at-
tributes list. In scenarios in which people wear very
unusual clothing this may not be a correct decision,
but since we are working with characters with ca-
sual attire, the bottom half of their clothes are not
different enough from each other to stand out. Ad-
ditionally, many characters are sitting down or are
partially covered and some parts of their clothes are
often not visible to the observer.

6 Conclusions and Future Work

In the present work, we have described a user driven
approach to automatically generate character de-
scriptions in 3D environments. We have conducted
two different surveys that have allowed us to iden-
tify, on the one hand, what attributes are more rele-
vant for people when they describe another person,
and on the other hand, what kind of description they
understand better depending on the specific features
and situation of the target subject of the description.

In our aim to build an algorithm that describes
people in different, static, situations, the next step
we must take is to design an strategy that, for a given
scene, identifies the relevant features of the subject
to be described and selects the most appropriate al-
gorithm, among the studied ones, to generate a suit-
able description of this person.

In the long run, we intend to generate descrip-
tions in closer to real life situations, where both the
observer and the elements of the scene, either ob-
jects or people, can move and change, so that these
changes have to be taken into account in order to
modify the contents of the description in real time.
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Abstract

Co-PoeTryMe is a web application for poetry
composition, guided by the user, though with
the help of automatic features, such as the gen-
eration of full (editable) drafts, as well as the
acquisition of additional well-formed lines,
or semantically-related words, possibly con-
strained by the number of syllables, rhyme, or
polarity. Towards the final poem, the latter can
replace lines or words in the draft.

1 Context

PoeTryMe (Gonçalo Oliveira, 2012) is a platform
for automated poetry generation from a set of ini-
tial parameters, such as the poetry form, the lan-
guage (English, Portuguese or Spanish), a set of seed
words or a surprise factor. A semantic network and
a grammar are combined to produce semantically-
coherent lines, using the seeds or words related to
them, grouped according to the given poetry form,
with the corresponding number of syllables, and of-
ten with rhymes.

This was originally an autonomous procedure,
without user interaction but providing the initial pa-
rameters. Yet, after using PoeTryMe, creative writ-
ers and other interested people expressed their wish
to make changes in the resulting poems or to inter-
act with the system and take part in the creative pro-
cess. Some even confessed to have generated several
poems, keeping only some of the lines and, from
their manual selection, created a new poem, more
in line with their intents. Although the obtained re-
sults are generally ok, intention-related aspects can
always be improved (Gonçalo Oliveira et al., 2017),

not to mention that assessing the quality of poetry is
a subjective task and may diverge from user to user.

This was our main motivation for developing Co-
PoeTryMe, a creativity-support application that en-
ables the user to interact with some of the mod-
ules that constitute PoeTryMe. As it happens in
the Poetry Machine (Kantosalo et al., 2014) and jG-
noetry1, specifically for poetry, or DeepBeat (Malmi
et al., 2016) and LyriSys (Watanabe et al., 2017),
for song lyrics, Co-PoeTryMe enables the collabo-
ration between humans and a computational system
towards the co-creation of poems. Co-PoeTryMe
takes advantage of the architecture of PoeTryMe
and its unique functionalities, and adopts a rational
hands-on design, with few decorative elements, aim-
ing to make the process of poetry composition visu-
ally more interesting.

2 Co-Creative Poetry Composition

Developing Co-PoeTryMe was eased by the modu-
lar architecture of PoeTryMe and its web API, that
enables the production of full poems with a pre-
defined structure; single lines, given a set of seed
words; or words, semantically or structurally con-
strained. Co-PoeTryMe is a web-based application,
developed in JavaScript, and thus portable, as it does
not require the installation of additional software,
only a browser and a working Internet connection.

Co-PoeTryMe is based on several visual mod-
ules, each covering a specific group of functionali-
ties, and only visible when the actions they provide
are available. Modules are placed around a cen-
tral module that displays the current draft and en-

1http://www.eddeaddad.net/jgnoetry/

70



Figure 1: Poem edition and word generation.

ables its edition (Figure 1). To start co-creating, the
user can: (i) write a poem right away; (ii) import
an existing poem draft from a text file; (iii) use the
Drafts module, in the left-hand side, for generating
a draft, given a target language (English, Portuguese
or Spanish), a predefined or custom poetry form, a
surprise factor (0-4), and a list of seed words for set-
ting the semantic domain.

Once the central module has content, full lines
or words can be selected to be edited, swapped,
or to be used as input for the generation of new
words or lines. Selecting a line reveals the Lines
module (Figure 2, left), which enables the gener-
ation of alternative lines, using one of the given
seeds and with a target number of syllables. Se-
lecting a word reveals the Words module (Figure 1,
left), which can be used for the acquisition of words
combining a subset of the following constraints:
semantically-related (synonym, hypernym or hy-
ponym, co-hyponyn, antonym, or other), rhyming,
or same number of syllables as the target word; or
with a certain polarity (positive or negative). Re-
trieved words appear in the Generated module, on
the right-hand side. They can be added or swapped
with any word in the draft, or moved to the Bank,
below, in order to be used later. Words that were
once part of the draft appear in the Trash module. A
similar set of modules exists for the lines.

The top module has utility buttons for selecting
the application language (English or Portuguese),
showing or hiding tooltips, importing or exporting
a draft, sharing in social networks, undo, redo, as
well as tool for visualizing the changes made from
the initial draft to its current state (Figure 2).

Poem composition results from user interaction
with the available modules and their underlying in-

Figure 2: Line generation and visualizing the changes.

teraction with PoeTryMe’s API.

3 Conclusion

Co-PoeTryMe was developed to meet the wishes of
PoeTryMe users, who can now play with the avail-
able functionalities, hopefully towards the creation
of better poems. Co-PoeTryMe is freely available to
be used by anyone, on the Web2.
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Commonly, the output of a referring expression
generation system is written text which is, typically,
presented to a human user as a one-shot expression.
Consequently, the majority of existing REG systems
interact with users in a very rigid and strictly turn-
based fashion: only after the system has fully com-
pleted and delivered the result of the REG process,
the user is able to read it and react accordingly. A lot
of human referential communication, however, hap-
pens in situated interaction and via spoken language.
Theoretically, it is well known that this change in
modality fundamentally changes human production
of referring expressions: Given the real-time con-
straints of situated interaction, a speaker often has
to start uttering before she has found the optimal
expression, but at the same time, she can observe
the listener’s reaction while speaking and extend,
adapt, or correct her referring expressions accord-
ingly (Clark and Wilkes-Gibbs, 1986; Clark and
Krych, 2004). Practically, spoken and interactive
REG has been rarely studied empirically or imple-
mented in realistic systems, but see (DeVault et al.,
2005; Staudte et al., 2012; Striegnitz et al., 2012;
Fang et al., 2014).

We present Refer-iTTS, a system that is meant
to support research on real-time spoken REG and
builds upon recent approaches to REG from real-
world images (Kazemzadeh et al., 2014; Zarrieß and
Schlangen, 2016). We use the recently proposed
words-as-classifiers (WAC) model for generation
from low-level visual inputs and integrate it with
InproTk (Baumann and Schlangen, 2012b), an open-
source framework for incremental dialogue process-
ing (http://wwwhomes.uni-bielefeld.

de/dschlangen/inpro/). Importantly,
InproTk features an incremental text-to-speech
synthesis implementation (iTTS) (Baumann and
Schlangen, 2012a) allowing for fine-grained, in-
cremental manipulation of the audio signal (e.g.
interruption, pausing, resumption, continuation).

We will show an interactive demonstration of the
following set-up: the system presents an image with
several objects in a visual scene on the screen and
the user’s task is to click on the object referred to.
While generating and synthesizing the RE, the sys-
tem continuously observes the non-verbal reactions
of the user (i.e. her mouse movements) and adapts
the generated utterances to these actions in an incre-
mental fashion. At the same time, the system tries
to be as cooperative as possible: if the user shows
no reaction for a certain amount of time, the previ-
ous expression is expanded, i.e. the system splits its
referring expression over several utterances, which
is usually known as “reference in installments”, cf.
(Zarrieß and Schlangen, 2016).

Figure 1 illustrates the architecture of Refer-iTTS,
which conceptually follows the framework of the In-
cremental Unit (IU) model (Schlangen and Skantze,
2009), and two example interactions. User actions
and the system’s generation and synthesis decisions
happen concurrently, coordinated and monitored by
an action manager (AM) module. Thus, besides
decisions related to content planning and realiza-
tion (e.g. attribute selection and ordering), a spoken
installment-based REG system has to make a num-
ber of high-level decisions related to the delivery
and timing of its own output. Using the Zarrieß and
Schlangen (2016)’s generator, the system orders its
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Figure 1: Two example interactions with Refer-iTTS, user actions (mouse movements and clicks are shown as red points and

rectangles on the image), system decisions made by the NLG, AM (Action Manager) and SYN (synthesis) module are shown in

rounded rectangles that correspond to incremental units (IUs) in InproTk, arrows between IUs indicate grounded-in links

installments according to its internal confidence, i.e.
it first commits a phrase referring to the location, and
then a phrase referring to the object’s category. As
shown in Figure 1, the Action Manager then decides
when to initiate a new synthesis process for the next
installment phrase (NEXT), when to interrupt the on-
going formulation of an installment phrase, e.g. in
case the user clicks on an objects while the synthesis
is speaking (INTERRUPT) or when to provide FEED-
BACK that reacts to a user click or action. This archi-
tecture allows for highly dynamic interaction with a
user.
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Abstract

For situated agents to effectively engage in
natural-language interactions with humans,
they must be able to refer to entities such
as people, locations, and objects. While
classic referring expression generation (REG)
algorithms like the Incremental Algorithm
(IA) assume perfect, complete, and acces-
sible knowledge of all referents, this is not
always possible. In this work, we show how
a previously presented consultant framework
(which facilitates reference resolution when
knowledge is uncertain, heterogeneous and
distributed) can be used to extend the IA to
produce DIST-PIA, a domain-independent
algorithm for REG under uncertain, hetero-
geneous, and distributed knowledge. We also
present a novel framework that can be used
to evaluate such REG algorithms without
conflating the performance of the algorithm
with the performance of classifiers it employs.

1 Introduction

For situated agents to effectively engage in natural-
language interactions with humans, they must be
able to refer to those entities of interest to their in-
terlocutors, such as people, locations, and objects.
This task, known as referring expression generation
(REG) is typically split into two sub-tasks: content
determination (deciding which properties to use to
describe a target), and linguistic realization, (choos-
ing which words to use to communicate those prop-
erties) (Krahmer and Van Deemter, 2012). In keep-
ing with tradition, we refer to content determination
algorithms as REG algorithms.

Traditionally, REG algorithms make use of a do-
main (comprised of target referent m and a set of
distractors X), where each entity in that domain is
represented by an attribute set of properties and re-
lations that hold for that entity (Dale and Reiter,
1995). The most traditionally successful such al-
gorithm has been Dale and Reiter’s Incremental Al-
gorithm (IA), which additionally takes a preference
ordering P in which attributes are to be considered.

A variety of factors prevent many situated agents
from using algorithms from this tradition. Crucially,
to check whether an entity has a certain attribute, IA
simply checks whether that attribute is a member of
that entity’s attribute set, producing a clear and un-
ambiguous answer. But for many agents, it is imper-
ative to represent the uncertainty of knowledge. The
knowledge bases (KBs) of these agents may thus be
unable to definitively state whether or not a given
attribute holds for a given entity.

While there have been previous approaches to
generating referring expressions (REs) under un-
certainty, those algorithms have been explicitly de-
signed to refer to objects in visual scenes, and
as such are tightly integrated with visual classi-
fiers (Zarrieß and Schlangen, 2016; Roy, 2002; Meo
et al., 2014). This is problematic for least two rea-
sons: First, intelligent agents may need to generate
REs for a much wider class of entities than those
appearing in a visual scene (e.g., agents, locations,
ideas, utterances), which may not be possible if an
REG algorithm is tightly coupled with visual classi-
fiers. Second, due to this tight coupling, the evalu-
ation of these algorithms conflates the performance
of the REG algorithms themselves with the perfor-
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mance of the visual classifiers they employ. For
these reasons, previous algorithms for generating
REs under uncertainty have only been evaluated rel-
ative to different versions of themselves, and not to
other algorithms or to humans. We believe it is im-
portant to be able to talk separately about the design,
efficacy, and integration of REG algorithms and the
design, efficacy, and integration of property classi-
fiers used by those algorithms. In this paper we
present an REG algorithm that is not tightly inte-
grated with specific property classifiers, but is easily
extensible to allow for arbitrary property classifiers
to be utilized within a general framework.

In addition to these two primary concerns, we
raise a third, specific to the realities of modern inte-
grated agent architectures. In many integrated agent
architectures, such as DIARC (Scheutz et al., 2013)
and ROS (Quigley et al., 2009), information may be
distributed across a number of architectural compo-
nents, rather than being stored in a single centralized
KB, meaning that no central attribute set can be ex-
pected to be ready and available for use by an REG
algorithm. While there has been much research on
merging disparate knowledge bases (Lin, 1996; Lib-
eratore and Schaerf, 1998; Konieczny, 2000), this is
not always feasible or even desirable in integrated
architectures (Williams and Scheutz, 2016).

In this paper, we address three main research chal-
lenges. First and most crucially, we address the need
for REG algorithms that take into account the gener-
ator’s uncertainty regarding entities’ attributes, and
which are not tied to a particular domain (e.g., vis-
ible objects). Second, we address the lack of a rig-
orous evaluation framework for systematically eval-
uating such algorithms, in a way that allows REG
algorithms in this class to be compared to both each
other and to humans. Finally, we address the need
for such algorithms to take into account the realities
of the distributed knowledge representation schemes
used by modern integrated agent architectures.

To address these challenges, we present DIST-
PIA: an IA-inspired REG algorithm designed to
operate within our previously presented consultant
framework (Williams and Scheutz, 2016), which
provides access to uncertain, heterogeneous, and
distributed knowledge. Furthermore, we present a
novel two-stage evaluation framework in which hu-
man participants first assess the uncertainty that var-

ious attributes hold within a domain and to gen-
erate novel REs, and then evaluate the effective-
ness of REs created from both human- and machine-
generated sets of properties within that domain.

2 Previous Work

“Referring” has been referred to as the “fruit fly”
of language due to the amount of study it has at-
tracted (Van Deemter, 2016). The bulk of such study
has focused on the content determination stage of
REG. As previously noted, classic REG algorithms
(e.g., Full Brevity, the Greedy Algorithm (Dale,
1989), and the aforementioned Incremental Algo-
rithm (Dale and Reiter, 1995)) operate under a
number of simplifying assumptions (such as certain
knowledge on the part of both speaker and listener)
that are not tenable in realistic interaction scenarios.

In this section, we will not attempt to survey the
full scope of REG algorithms developed in the past
few decades (for an excellent primer, we recommend
Van Deemter (2016)’s recent book on the subject),
but will instead focus on REG algorithms that have
relaxed the constraint of certain knowledge.

Horacek (2005) presents an algorithm that rea-
sons about the certainty that a listener will be able to
recognize that a target referent has certain attributes,
choosing an utterance that minimizes recognition
failure. This is an example of audience design in
which the listener’s knowledge and capabilities are
taken into account. Horacek’s algorithm does not,
however, take into account the uncertainty of the
agent’s knowledge, which we argue must be taken
into account before audience design is considered.

In the graph-based approach presented by
Sadovnik et al. (2013), computer vision classifiers
are used to assess both the uncertainty of the agent’s
knowledge as well as for audience design. If
Sadovnik’s algorithm cannot generate an RE that
is sufficiently likely to disambiguate the target, it
is re-run using the attributes of both the target and
one of its neighbors. While this approach relaxes
the assumption of completely certain knowledge, it
imposes others, as it is specifically tailored to use
vision-based techniques alone. Furthermore, by
giving equal weight to the attributes of target and
anchors, the algorithm generates REs that curiously
under-describe the target relative to anchors (e.g.,
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“The person on the right of a person who is not
Asian and has eye glasses and is smiling and has
bangs and whose mouth is not closed”).

Finally, Fang et al. (2013) (see also (Fang et al.,
2015)) present an approach which more systemati-
cally handles attributes by expanding a hypergraph
of properties until the selected properties disam-
biguate the target referent. When choosing how to
expand this hypergraph, Fang chooses the attribute
of minimal cost, taking into account the uncertainty
of the agent’s knowledge as well as the preference
of that attribute (in the sense used by the IA). While
this approach moves in the right direction, it once
again assumes the exclusive use of computer vision
classifiers, that all entities are objects in a visual
scene, and that information about all such entities
is stored in a single, centralized data structure.

3 Consultant Framework

We previously presented a framework of “con-
sultants” that allows information about entities to
be assessed when knowledge is uncertain, hetero-
geneous, and distributed (Williams and Scheutz,
2016). Specifically, each consultant c facilitates
access to one KB k, and must be capable of at least
four functions:

1. providing a set cdomain of atomic entities from k,
2. advertising a list cconstraints of constraints that can

be assessed with respect to entities from cdomain,
3. assessing constraints from cconstraints with respect

to entities from cdomain, and
4. adding, removing, or imposing constraints from
cconstraints on entities from cdomain.

While these capabilities were designed to facil-
itate reference resolution, they can also facilitate
REG, which requires a set of distractors to rule out
(Capability 1), a list of constraints that can be used to
rule out those distractors (Capability 2), and a means
of checking whether those constraints do in fact rule
out distractors (Capability 3).

Recall, however, that the IA considers constraints
according to a preference ordering. For example, it
may be more preferable to use an entity’s type to
describe it than to use its color, more preferable to
use color rather than size, and so on. To use the
aforementioned consultant framework for REG, we
thus require a more specific second capability:

2. advertising a list cconstraints of constraints that can
be assessed with respect to entities from cdomain,

and that is ordered by descending preference.
With this modification, we now have a framework

which provides access to uncertain knowledge from
different domains and of heterogeneous representa-
tion which is distributed throughout a robot architec-
ture, and which is configured to interface well with
the IA. In the next section, we describe how we have
similarly modified the IA in order to take advantage
of this framework.

4 Algorithm and Walkthrough

In this section, we present DIST-PIA, the Dis-
tributed, Probabilistic Incremental Algorithm1,
a modified version of the Incremental Algo-
rithm (IA) (Dale and Reiter, 1995). For each
property p in the list of properties attributed to
the target referent, IA checks whether p is not
attributed to any distractors; if so, p is added to the
list of properties to communicate, and the ruled-out
distractors are removed from the set of distractors.
This process terminates when all distractors are
eliminated or there are no properties left to consider.

When information is uncertain and distributed
across multiple KBs, however, the assumptions
made by the IA are unlikely to hold. It is unlikely,
for example, that the set of properties that hold for
each entity will have been helpfully precomputed.
As such, an REG algorithm operating under un-
certain and distributed knowledge cannot rely on
simple set-membership checks, but must instead
explicitly check how probable it is that an entity has
a particular property.

In this section, we present DIST-PIA, the Dis-
tributed, Probabilistic Incremental Algorithm which
uses the aforementioned consultant framework to do
just that. And we provide a walkthrough of this al-
gorithm in an example scenario. Each step of this
walkthrough is summarized in a row of Tab. 1 and
denoted in the walkthrough in bold (e.g., (1)).

To illustrate the behavior of DIST-PIA, we will
use an architectural configuration with three dis-
tributed consultants C for representing people (p),
locations (l), and objects (o). If DIST-PIA (DP here-
after) is required, using this architecture, to refer to
entitym = p5, it will begin by creating an empty de-

1A preliminary description of this algorithm also appears
in (Williams and Scheutz, 2017a).

77



Notation
C A set of consultants {c0, . . . , cn}
cΛm The set of formulae {λ0, . . . , λn} advertised by the

consultant c ∈ C responsible for m.
M A robot’s world model of entities {m0 . . .mn} found

in the domains provided by C.
D The incrementally built up description, comprised of

mappings from entities M to sets of pairs (λ,Γ) of
formulae and bindings for those formulae.

DM The set of entitiesm ∈M for which sub-descriptions
have been created.

dM The set of entitiesm ∈M involved in sub-description
d.

P The set of candidate (λ,Γ) pairs under consideration
for addition to a sub-description.

Q The queue of referents which must be described.
X The incrementally pruned set of distractors

Algorithm 1 DIST-PIA(m,C)
1: D = new Map() // The Description
2: Q = new Queue(m) // The Referent Queue
3: while Q 6= ∅ do
4: // Consider the next referent
5: m′ = pop(Q)
6: // Craft a description d for it
7: d = DIST-PIA-HELPER(m′, C)
8: D = D ∪ {m→ d}
9: // Find all entities used in d

10: for all m′′ ∈ dM \ keys(D) do
11: // And add undescribed entities to the queue
12: push(Q,m′′)
13: end for
14: end while
15: return D

scription D = ∅ and a queue of referents to describe
Q = {p5} (Tab. 1 Row (1); Algorithm 1, Lines 1-
2). Because there are still referents left to describe
(Line 5), DP calls on its helper function DIST-PIA-
HELPER (DPH hereafter) to craft a sub-description
for p5, which is popped off of Q (Line 7).

DPH begins by asking the consultant respon-
sible for p5 for a set of distractors X (e.g.,
{p1, p2, p3, p4}) and a set of properties P to con-
sider (e.g., cΛ

m = jim(X-p), jill(X-p), man(X-p),
woman(X-p), lives-in(X-p,Y-l)), each of which
DPH pairs with an empty set of bindings (Algo-
rithm 2, Lines 1- 4). From this list, DPH pops
the first unconsidered property (i.e., jim(X − p))
and its (empty) set of bindings. jim(X − p) has
exactly one unbound variable, so DPH will use (2)
consultant p’s apply method (as per Capability 3) to

Algorithm 2 DIST-PIA-HELPER(m,C)
1: d = ∅ // The Sub-Description
2: X = M \m // The Distractors
3: // Initialize a set of properties to consider: those advertised

by the consultant c responsible for m
4: P = [∀λ ∈ cΛm : (λ, ∅)]
5: // While there are distractors to eliminate or properties to

consider
6: while X 6= ∅ and P 6= ∅ do
7: (λ,Γ) = pop(P )
8: // Find all unbound variables in the next property
9: V = find_unbound(λ,Γ)

10: if |V |> 1 then
11: // If there’s more than one, create copies of that prop-

erty under all possible variable bindings that leaving
unbound exactly one variable of the same type as the
target referent

12: for all Γ′ ∈ cross_bindings(λ,Γ, C) do
13: // And push them onto the property list
14: push(P, (λ,Γ′))
15: end for
16: // Otherwise, if it is sufficiently probable that the

property applies to the target referent...
17: else if apply(cm, λ,Γ ∪ (v0 → m)) > τdph then
18: // And it’s sufficiently probable that it does not apply

to at least one distractor...
19: X̄ = [x ∈ X | apply(cx, λ,Γ∪ (v0 → x)) > τdph]
20: // Then bind its free variable to the target referent,

and add it to the sub-description...
21: if X̄ 6= ∅ then
22: // And remove any eliminated distractors
23: d = d ∪ (λ,Γ ∪ (v0 → m))
24: X = X \ X̄
25: end if
26: end if
27: end while
28: return d

ask how probable it is that jim(X−p) applies to p5.
Suppose the returned probability is above threshold
τdph (e.g., 60%). Because the chosen property does
indeed apply to the target referent, DPH uses the
same method to determine whether it also applies
to any distractor x in X . Suppose this is only the
case for p2. The remaining distractors {p1, p3, p4}
(3) will be removed from X and (4) jim(p5) will
be added to sub-description d (Lines 17- 26).

DPH will then repeat this process with other prop-
erties. Suppose it is insufficiently probable that
jill(X − p) holds (5): it will be ignored. Suppose
it is sufficiently probable that man(X − p) holds
(6), but that it is also sufficiently probable that it ap-
plies to the lone remaining distractor, p2 (7): it will
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# Act Description m Sub-description Distractors Property Property List
1 P ∅ p5 ∅ {p1, p2,

p3, p4}
∅ {jim(X-p), jill(X-p),man(X-p),

wom(X-p), l-in(X-p, Y -l)}
2 A ∅ p5 ∅ {p1, p2,

p3, p4}
jim(X-p) {jill(X-p),man(X-p), wom(X-p),

l-in(X-p, Y -l)}
3 E ∅ p5 ∅ {p2} jim(X-p) {jill(X-p),man(X-p), wom(X-p),

l-in(X-p, Y -l)}
4 d ∅ p5 {jim(p5)} {p2} ∅ {jill(X-p),man(X-p), wom(X-p),

l-in(X-p, Y -l)}
5 A ∅ p5 {jim(p5)} {p2} jill(X-p) {man(X-p), wom(X-p), l-in(X-p, Y -l)}
6 A ∅ p5 {jim(p5)} {p2} man(X-p) {wom(X-p), l-in(X-p, Y -l)}
7 E ∅ p5 {jim(p5)} {p2} man(X-p) {wom(X-p), l-in(X-p, Y -l)}
8 A ∅ p5 {jim(p5)} {p2} wom(X-p) {l-in(X-p, Y -l)}
9 B ∅ p5 {jim(p5)} {p2} l-in(X-p, Y -l){l-in(X-p, l1), l-in(X-p, l2), l-in(X-p, l3)}
10 A ∅ p5 {jim(p5)} {p2} l-in(X-p, l1) {l-in(X-p, l2), l-in(X-p, l3)}
11 E ∅ p5 {jim(p5)} ∅ l-in(X-p, l1) {l-in(X-p, l2), l-in(X-p, l3)}
12 d ∅ p5 {jim(p5),

l-in(p5, l1)}
∅ ∅ {l-in(X-p, l2), l-in(X-p, l3)}

13 D {jim(p5), l-in(p5, l1)} ∅ ∅ ∅ ∅ ∅
14 P {jim(p5), l-in(p5, l1)} l1 ∅ {l2, l3} ∅ {som(X-l), cam(X-l),mass(X-l),

in(X-l, Y -l)}
15 A {jim(p5), l-in(p5, l1)} l1 ∅ {l2, l3} som(X-l) {cam(X-l),mass(X-l), in(X-l, Y -l)}
16 E {jim(p5), l-in(p5, l1)} l1 ∅ ∅ som(X-l) {cam(X-l),mass(X-l), in(X-l, Y -l)}
17 d {jim(p5), l-in(p5, l1)} l1 {som(l1)} ∅ ∅ {cam(X-l),mass(X-l), in(X-l, Y -l)}
18 D {jim(p5), l-in(p5, l1),

som(l1)}
∅ ∅ ∅ ∅ ∅

Table 1: WALKTHROUGH SUMMARY.
Column Two summarizes action taken: Prepare, Assess, Eliminate, Bind, d-append, or D-append.
Some predicates are abbreviated, and predicate/binding tuples are rewritten as bound predicates.

be ignored. Suppose it is insufficiently probable that
woman(X − p) holds (8): it will be ignored. Fi-
nally, DPH will consider lives-in(X − p, Y − l).
Unlike the previous properties, this has two unbound
variables. DPH will thus use (9) cross_bindings
to create a set of candidate variable bindings for
this property, each of which leaves exactly one vari-
able for which p is responsible unbound. Suppose l
knows of locations l1, l2, and l3: cross_bindings
will return (lives-in(X − p, Y − l), {Y → ls1}),
(lives-in(X−p, Y −l), {Y → ls2}), and (lives-in(X−
p, Y − l), {Y → ls3}) , each of which will be added
onto P for DPH to consider. (Lines 10- 15).

Suppose it is sufficiently probable (10) that
(lives-in(X − p, l1)) applies to p5 but not to the
lone remaining distractor (p2), allowing p2 to be
ruled out (11). lives-in(X − p, Y − l) will be
added (12) to d and {p2} will be removed from
X . Since X is now empty, the sub-description
p5 → {jim(p5), lives-in(p5, l1)} will be re-
turned (13) to DP (Line 28). Notice that this
sub-description refers to an entity (l1) which itself

needs to be described. Accordingly, l1 will be added
to Q (14), and because it is the only entity on the
queue, immediately popped and sent back to DPH .

As before, DPH begins by asking the consul-
tant responsible for l1 for a set of distractors X
(e.g., {p2, l3}) and a set of properties P to con-
sider (e.g., cΛ

m = somerville(X-l), cambridge(X-
l), massachusetts(X-l), in(X-l,Y-l)), which it con-
siders one at a time. Suppose it is sufficiently
probable that somerville(X − l) applies to l1 (15)
but not to distractors l2 or l3 (16): it will be
added (17) to d, {l2, l3} will be removed from
X , and l1 → {somerville(l1)} will be returned
(18) to DP. Finally, since Q is empty, DP will
return {p5 → {jim(p5), lives-in(p5, l1)}, l1 →
{somerville(l1)}} (Algorithm 1, Line 15). It will
be the responsibility of the next component of the
natural language pipeline to translate this into an RE
along the lines of “Jim, who lives in Somerville”2.

2The integration of DIST-PIA with the remaining natural
language components of our robot architecture is described in
our other recent work (Williams and Scheutz, 2017b).
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5 Evaluation

Traditional REG evaluation metrics (e.g., Dice (Gatt
et al., 2007) and MASI (Passonneau, 2006)) compare
algorithm- and human-chosen attributes by mea-
suring the distance (e.g., set difference) between
machine- and human-generated attribute sets. Re-
cently, however, this methodology has come under
criticism, as the semantic similarity of two attribute
sets does not imply similarity between the effec-
tiveness of those two sets. That is, this methodol-
ogy does not necessarily assess how well a gener-
ated RE actually allows a target to be picked out
by a hearer – the presumed purpose of REG algo-
rithms (Van Deemter and Gatt, 2009). Recently,
there has been a shift towards task-based evaluations
(e.g., (Byron et al., 2009; Koller et al., 2010; Viethen
and Dale, 2006)), in which algorithms are compared
by how well they allow some task to be achieved.

The previously discussed uncertainty-handling
REG algorithms have mainly used task-based
evaluations in which an image provided to par-
ticipants is also provided to the algorithm. This
necessarily conflates the evaluation of the algorithm
with the evaluation of the visual classifiers used to
process that image. Furthermore, it prevents direct
comparison between the algorithm and both other
algorithms (unless they use identical classifiers)
and humans. It is thus imperative to develop a new
evaluation framework that allows an REG algorithm
to receive information about attribute uncertainty
without visually processing the scene.

We will now present an evaluation framework that
achieves this goal through two stages. In Stage
One, participants are shown an environment, and are
asked to provide (1) an RE referring to an indicated
entity, and (2) probability judgments that particular
attributes hold for indicated entities. The probability
judgments can be used to train REG algorithms to
assess whether various attributes hold without com-
mitting to particular classifiers. In Stage Two, new
participants are shown the same environments, along
with either human- or machine-generated REs, and
asked to indicate the described entity. This frame-
work thus allows REG algorithms to be compared to
both other algorithms and humans under uncertainty.

5.1 Stage One

In the first stage of the evaluation, participants
were each shown three randomly-ordered scenes (a
kitchen, an office, and a near-featureless room, as
seen in Fig. 1)3, one of which contained a red bound-
ing box around an object. This object was either
an object that only appeared in that scene, an object
for which an identical object appeared in a different
scene, or an object for which one of the same type
(but, for example, of a different color) appeared in a
different scene, yielding five task-relevant objects in
each scene. Each image also contained around five
salient irrelevant objects. Finally, because each par-
ticipant was simultaneously shown three scenes, the
rooms themselves also serve as anchors with respect
to which referents could be described.

Participants were told to imagine that a future par-
ticipant would tour the three rooms shown in the pic-
tures in a random order, and in one of the rooms, re-
ceive a description of an object. Participants were
told to write the description that the future partici-
pant should receive. After each participant provided
a description, they were asked to evaluate how well
the target object matched each of twenty attributes
(randomly selected from a total of 52 informally col-
lected attributes such as “is blue”, “is a marker”, and
“is in the kitchen” by re-positioning [0-100] sliders
from an initial position of 50.

Participants (56 male, 33 female; mean age 35
(sd=11.65)) were recruited through Amazon Me-
chanical Turk and paid small cash. Each participant
was shown a random target object, providing us with
an average of 10 REs per target object and 3.8 prob-
ability judgments for each attribute for each object.
Gold standard semantic parses (i.e., sets of logical
formulae representing properties and relations) were
then crafted for each human-generated RE.

Next, two consultants were created which were
provided with, respectively, a subset of the objects
and locations found in the three scenes. When these
consultants are asked for the probability that an en-
tity has a particular attribute, they return the mean
probability judgment provided by participants. Fi-
nally, each consultant was provided with a prefer-
ence ordering over properties. While this ordering

3In future work it would of course be valuable to perform a
more comprehensive evaluation with a larger variety of scenes.
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Figure 1: Scenes Shown to Participants

In the scene to the left, the possible target referents in the two evaluation stages were the waterbottle, headphones, and mug; in the
middle scene, these were the laptop, chair, and notebook; in the right scene, these were the briefcase, book, and marker.

was hand constructed, we would eventually like to
learn similar orderings from data.

DIST-PIA was then used to generate attribute sets
for each of the nine target referents, as shown in
Tab. 2. We then combined these with the attribute
sets derived from human utterances, yielding an av-
erage of 9.56 (sd=3.13) unique sets of attributes per
target object. For each attribute set, we crafted one
RE using a predefined template. This conversion
from REs to logical form and back allows us to con-
trol for consistent phrasing. Because one RE was
produced for each unique property set, an average of
9.56 (sd=3.13) REs were created per target object.

5.2 Stage Two

In the second stage, a new set of participants were
shown the same images, but without bounding
boxes, shown a randomly selected human- or
machine-driven RE for that referent, and asked to
click on the described object. After each image,
participants were notified as to whether they had
clicked on the correct object.

Participants were recruited through Amazon Me-
chanical Turk (62 male, 46 female; mean age 35.07
(sd=10.14)) and paid small cash. Each of the 85
unique REs was thus shown to an average of 11.44
participants. Recall, however, that these utterances
were crafted based on property sets either chosen by
DIST-PIA or extracted from the utterances collected
from participants in Stage One. Because some of
these property sets were identical, each of the unique
REs in this section really corresponds to a cluster of
human- or machine-driven property sets. We thus
computed how accurately each property set allowed
the true target referent to be picked out. Ranking
clusters by accuracy, we can then compute an overall

accuracy percentile for DIST-PIA, i.e., the percent
of RE generators (in this case, humans) compared to
which DIST-PIA achieved higher accuracy.

5.3 Results and Discussion

Overall, DIST-PIA allowed successful identification
in 91.4% of cases. On average, the REs crafted
using DIST-PIA-chosen properties were as or more
successful than those crafted using the properties
chosen by 45.7% (sd=23.9) of human participants,
suggesting that DIST-PIA was nearly as effective as
humans in choosing properties. DIST-PIA’s perfor-
mance would further improve if given more sophis-
ticated consultants. To fairly evaluate DIST-PIA, we
provided it with consultants that only made judg-
ments based on the attributes used in our pilot study.
Even simple knowledge of what relations were sym-
metric would have increased performance.

It is important to note that because DIST-PIA is
domain independent, it does not compete with the
classifiers used by previous approaches, which could
be integrated into our framework as consultants, al-
lowing for direct comparison of disparate classifiers.
And, while our evaluation presented all information
visually (as we needed participants to be able to un-
ambiguously select referents in an intuitive, static,
online environment) it is critical to point out that our
evaluation avoided reliance on specific visual clas-
sifiers: the generality of our consultant framework
means that, like the IA (but unlike previous REG al-
gorithms which have handled uncertainty), we could
easily use consultants that assess non-visual traits
(e.g., object costs, utterance sentiments, people pro-
fessions, room temperatures).

Finally, DIST-PIA did not “nicely overspecify” in
some conditions where humans did. For example,
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Table 2: Properties Chosen by DIST-PIA

ID Properties Translation Acc. Rank
1 notebook(X) The notebook 80% 11 of 11
2 Dell(X),laptop(X),blue(Y), chair(Y),in-front-of(Y,X) The Dell laptop that the blue chair

is in front of.
85.7% 5* of 10

3 blue(X),chair(X) The blue chair. 97.8% 2 of 3
4 laptop-bag(X) The laptop-bag. 100% 1 of 5
5 textbook(X),laptop-bag(Y), behind(Y,X) The textbook that the laptop-bag is

behind.
63.6% 5 of 10

6 red(X),whiteboard-marker(X) The red whiteboard-marker. 86.7% 6 of 10
7 headphones(X) The headphones. 100% 1* of 13
8 shaker-bottle(X), headphones(Y),next-to(X,Y) The shaker-bottle next to the head-

phones.
85.7% 3* of 13

9 coffee-mug(X) The coffee-mug. 100% 1* of 10
“Accuracy” denotes percent of participants who chose the correct object when given the machine-driven RE. “Rank” compares
this with human-driven REs. * denotes a tie. For example, when “The notebook” was used, 80% of participants chose the correct
object, but all other REs for that object yielded higher accuracy. In contrast, “The textbook that the laptop-bag is behind” had only
63.6% accuracy, but this was a higher than was achieved by all but four of the unique human-driven REs for that object.

DIST-PIA’s choice of simply notebook(X) for the
first target object achieved 80% success rate, but had
the lowest ranking for that object, in part because
most humans used descriptions involving red(X) to
draw the eye away from distractors like the green
book. The traditional IA captures this effect by plac-
ing colors at a high priority. However, unlike the
traditional IA, we chose to handle the object’s “type”
(e.g., “bottle”) and variants thereof (e.g., “waterbot-
tle”) just like any other properties, so that we would
not need to specify an additional mandatory consul-
tant capability (i.e., the ability to provide the “type”
of a candidate object). This required us to place
these type-like properties at the top of the preference
orderings, to make sure that type was always used.
When presented the trade-off, we chose generality
of architectural mechanisms over performance gain.

6 Conclusion

In this paper, we make three main contributions.
First, we presented a domain independent algo-
rithm for REG under uncertainty, which separates
the problems of referring expression generation and
reference resolution from the task of property as-
sessment. Second, we presented a novel evaluation
framework which allows REG algorithms designed
for uncertain contexts to be evaluated without con-
flating the performance of the algorithm with the
performance of the classifiers used by the algorithm,
and which uses human probability judgments to bet-

ter facilitate comparison to human performance. Us-
ing this framework, we showed that DIST-PIA ex-
hibited REG capabilities comparable to those of hu-
mans. Finally, we have taken the realities of modern
integrated agent architectures into account through
our consultant framework, which allows informa-
tion to be distributed across multiple heterogeneous
KBs (Williams and Scheutz, 2016).

In future work, our thresholds should be
learned from data, and Dempster-Shafer Theoretic
uncertainty representations should be used to
better handle ignorance (Williams et al., 2015).
DIST-PIA should also be modified to incorpo-
rate audience design considerations, similar to
Horacek (2005). Finally, DIST-PIA should be
modified to use use Givenness-Hierarchy Theoretic
mechanisms (Williams et al., 2016) in conjunction
with a multi-modal reference model to generate
deictic and anaphoric REs.
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Abstract
There has been continuous growth in the vol-
ume and ubiquity of video material. It has
become essential to define video semantics in
order to aid the searchability and retrieval of
this data. We present a framework that pro-
duces textual descriptions of video, based on
the visual semantic content. Detected action
classes rendered as verbs, participant objects
converted to noun phrases, visual properties
of detected objects rendered as adjectives and
spatial relations between objects rendered as
prepositions. Further, in cases of zero-shot ac-
tion recognition, a language model is used to
infer a missing verb, aided by the detection
of objects and scene settings. These extracted
features are converted into textual descriptions
using a template-based approach. The pro-
posed video descriptions framework evaluated
on the NLDHA dataset using ROUGE scores
and human judgment evaluation.

1 Introduction

The field of computer vision has advanced to detect
humans, identify their activities, or to discriminate
between a large number of object classes and assign
them attributes. The outcome is usually a compact
semantic representation that encodes activities asso-
ciated with object categories. Such representations
could be easily processed and interpreted by auto-
matic systems. However, the natural way to con-
vey this kind of information to humans is through
natural language. Thus, this paper addresses the is-
sue of producing textual descriptions for human ac-
tivities in videos. This task has a range of appli-
cations, such as human-computer/robot interaction,

video summarising, indexing and retrieval. Further-
more, translation between visual video content and
language provides a solid foundation for understand-
ing relations between vision and linguistics, as they
are the closest modalities to interact with humans.

Generating textual descriptions of visual content
is an intriguing task that requires a combination of
two major research aspects: visual recognition ap-
proaches and natural language generation (NLG)
techniques. To generate descriptions for videos
and images, a template-based approach is a pow-
erful tool though one which needs to be manu-
ally identified (Kulkarni et al., 2011; Barbu et al.,
2012; Gygli et al., 2014a; Khan et al., 2015). An
alternative approach is to retrieve descriptive sen-
tences from a training corpus based on visual sim-
ilarity, or to utilise externally textual-based corpora
to help rank the visual detections (Farhadi et al.,
2010; Kuznetsova et al., 2012; Mitchell et al., 2012;
Hanckmann et al., 2012; Das et al., 2013b).

The most relevant researches to us are the (Khan
et al., 2015) and (Barbu et al., 2012). Both of these
approaches identify high-level features (HLFs) such
as humans, chairs, and so forth, and generate tex-
tual descriptions using a template-based approach.
(Khan et al., 2015) propose a method that relies on
treating a video as a sequence of frames, and per-
forms image detection for each frame independently,
to identify HLFs without exploiting the temporal do-
main. Alternatively, (Barbu et al., 2012) have used
a dataset with simple video settings where only one
action is performed. Consequently, their natural lan-
guage descriptions consist of one sentence.

In contrast, this study focuses on generating de-
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scriptions of human activities in videos sequences
at a shot-based level, relying mainly on visual de-
tections. Specifically, objects tracks and their vi-
sual attributions are extracted from each shot, along
with their spatial and temporal relations. In cases
of zero-shot action recognition, where no verb (ac-
tion class) is assigned for a given track, the de-
tected objects classes are used to mine the relative
verb from web-scale textual corpora via incorpo-
rated text-mined likelihoods. Structuring videos at
shot-level enables us to utilise the temporal infor-
mation associated with video data. Finally, the set
of detected HLFs will be used to generate the final
description for the video using a template-based ap-
proach.

2 Related Work

Video data introduces the additional dimension of
time, with an associated set of challenges, such as
temporal continuity. The majority of the literature
pertaining to video descriptions has centred around
two fundamental themes: deriving the description
from semantic visual content and/or mining the rel-
evant description from text-based corpora.

(Barbu et al., 2012) demonstrate a method
whereby a single sentential description of a short
video is generated by visual recognition techniques
to render the language entities; specifically an event
recognition approach is utilised to identify object
tracks, role assignment and body posture variability.
Finally, generation is achieved by pre-defined tem-
plates for each event class, in the form of subject-
action-object. (Khan et al., 2015) and (Hanckmann
et al., 2012) introduce a video description frame-
work which starts with the extraction of the set of
HLFs by the implementation of conventional im-
age processing techniques. Context-free grammar
(CFG) is used next to convert the extracted concepts
into natural language descriptions. The drawback of
these techniques is that they rely on only a limited
set of high-level concepts, without exploiting text
mined from text-based corpora. Moreover, videos
are manipulated as sequences of images; hence no
interaction between objects is considered over the
time domain.

(Guadarrama et al., 2013) introduce a new frame-
work that addresses the challenges associated with

describing activities ‘in-the-wild’. The method en-
compasses a wide range of verbs, objects and func-
tions in an out-of-domain manner that does not ne-
cessitate videos consisting of the precise activity. If
it is unable to provide a precise prediction by using
the pre-trained model, it will generate a more con-
cise and credible answer. The semantic hierarchies
are learned from web-based corpora in order to de-
cide upon the most suitable degree of generalisation.
However, this work focuses on short videos clips
that depict one activity; hence the resulting descrip-
tions consist of single sentences, without investiga-
tion of any temporal associations between objects.

(Gygli et al., 2014b) describe a novel way to carry
out video summarisation, the process of which is
initiated by segmenting the video via the use of a
‘super-frame’. Then, the degree to which the visuals
are appealing is approximated for every super-frame
with the use of low-, mid- and high-level character-
istics. On the basis of this scoring method, an ideal
subset of super-frames is chosen to produce an infor-
mative summary. However, this approach concen-
trates mainly on subject, verb, object (SVO) triples,
without taking into account the spatial and temporal
associations between objects.

(Thomason et al., 2014) integrate the use of lin-
guistics and computer vision techniques in order
to enhance the description of objects in real-life
videos. They propose a method through which tex-
tual descriptions of videos could be generated by
combining visual detections with language statistics,
via the use of a factor graph model. A conven-
tional visual detection system was used to detect and
score objects, activities and scenes involved in the
video. Then, the factor graph model combines these
detection confidences with probabilistic knowledge
mined from text corpora to estimate the most likely
subject, verb, object, and place. Again, this study
targets videos with single activity without identifi-
cation of spatial and temporal relations.

In contrast to earlier researches, through which
individual presences have been determined through
the use of the DPM model (Felzenszwalb et al.,
2010) at a frame-based level, our approach is differ-
ent in several important ways. We consider the video
as 3D (x, y, t), and consequently individual detec-
tion is achieved by the recent human body segmen-
tation approach introduced in (Al Harbi and Gotoh,
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verbs: clap, wave, jog, run, walk, dive, kick, lift, ride, skate, swing,
answer phone, drive, eat, fight, kiss, hug, sit down, sit up,
stand up, get out, hand shake, approach, carry, catch, col-
lide, drop, high five, depart and touch

nouns: man, women, baby, child , person, bird, cat, cow, dog,
horse, sheep, aeroplane, bicycle, boat, bus, car, motorbike,
train, bottle, chair, dining table, potted plant, sofa, phone,
TV/monitor, home, road, bedroom, park, hotel , kitchen,
living room , office, restaurant and shop

prepositions: in, on, next to, to the left, to the right, under, beside, above
and inside

conjunctions: and, after, before, while, later, then, next, finally
adverbs: away and toward
adjectives: small, big, young, old, angry, happy, sad, surprised, serious

and disgust
pronouns: he, she, they, him and her
articles: a, an, the
auxiliary: is

Table 1: The set of vocabulary used to produce textual descrip-

tions of video.

2015b). This approach is designed for video data, to
alleviate the shortcomings of the DPM model, such
as partial occlusion, background noise and tempo-
ral variation. As a result it provides reliable phys-
ical interpretations. Visual attributes for regions of
detected salience are extracted, along with their spa-
tial and temporal relations, to avoid generating long,
complex and unnatural textual descriptions. The
video in this approach is structured as a sequence of
shots, to preserve the order of activities, combining
the sentence description of each shot to generate a
coherent multi-sentence video description at the re-
quired level of detail. Additionally, our work utilises
a language model trained on text-based corpora only
in cases of zero-shot action recognition, where no
action class is detected, drawing on detected object
tracks and scene setting information.

3 Framework for Generating Textual
Video Description

Figure 1 shows the overall approach for the video
description task, while Table 1 illustrates the set of
vocabulary used to generate textual descriptions of
video. The generating of video descriptions task ba-
sically includes two main modules: content planning
and a surface realizer. In our system, the content
planning is mainly accomplished by improved visual
recognition techniques, with the exception of the
case of zero-shot action recognition, where language
statistics are utilised to infer the verb class, given the
detected subject and object classes. For the surface
realizer stage, the template-based approach is used
to generate a single sentence shot-based description.
The following describes each of these components
in turn.

3.1 Visual recognition of Subjects

As humans are the main participants in the video
activities, in this study the role of subject is as-
signed to human objects if they are present. A re-
cent model that detects and segments human body
regions across video frames is utilised (Al Harbi and
Gotoh, 2015b), rather than using the human detec-
tor of (Felzenszwalb et al., 2010), which is used by
all previous works in generating video descriptions.
This approach improves visual detection by focus-
ing only on human regions rather than on holistic
features (e.g.dense trajectories). As a result, a list
of human objects tracks is extracted which will be
used for further processing to identify their adjec-
tive attributes, such as gender (Bekios-Calfa et al.,
2011), age (Horng et al., 2001) and emotion (Garg
and Choudhary, 2012), using conventional image
processing techniques.

3.2 Visual recognition of Objects

We used the discriminatively trained part-based
models from (Felzenszwalb et al., 2010) in order to
detect the non-human objects present in each video,
creating a store of twenty object classes: bird, cat,
cow, dog, horse, sheep, aeroplane, bicycle, boat, bus,
car, motorbike, train, bottle, chair, dining table, pot-
ted plant, sofa, phone and TV/monitor. As these ob-
ject detectors are mainly designed for images, they
are applied to each keyframe, in order to obtain the
maximum scores allocated to each objects, and top
two objects are chosen per frame to reduce the false
positive detections.

3.3 Visual recognition of Verbs

We aim to process and represent complex actions
that are difficult to track efficiently using conven-
tional descriptors. To this end a recent model for
action representation that relies on extracted human
regions is used from (Al Harbi and Gotoh, 2015b).
It formulates a descriptor that encompasses the static
and dynamic features of detected segments. Af-
ter several trials the classifier is applied every ten
frames, to assign a human objects track with the ap-
propriate action class. In our experiment, 30 differ-
ent action classes are used to train the model, with
an extra negative class that is assign to any action
that doesnt appear in the training data.
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Figure 1: Summary of proposed framework of generation of video description.

3.4 Visual recognition of Prepositions

Generating elaborate textual descriptions demands
more than simply applying object detection and
event recognition. Producing a sentence with the
embedding of spatial relations as a prepositional
phrase requires the extraction of spatial relations be-
tween the detected interacting objects. To efficiently
and accurately represent the relationships between
the interacting objects present in a video stream, the
AngledCORE-9 is adopted in (Al Harbi and Gotoh,
2015a) is utilised. Firstly, an approximated region of
OBB is replaced with a space-time volume for de-
tected objects and for each extracted region a tight
OBB is drawn. Finally, the compact CORE-9 rep-
resentation is used to extract the spatial and tempo-
ral aspects for multiple inter-related object bodies by
analysing the nine cores and six intervals in each
binary relation. Compared to the commonly used
representation CORE-9, the object-volume based
method has a higher chance of generating reliable
results regarding the direction of objects, topologies,
size, distances and temporal changes. Symmetric re-
lations are not allowed between any pairs, to elim-
inate the redundancy. In this study, the following
prepositions are identified, including in, on, away
from, next to, to the left, to the right, under, toward,
beside, above and inside.

3.5 Visual recognition of Scene Settings

In order to accurately identify the scene featured in
the corpus for this study, the environment recogni-
tion method suggested by (Zhou et al., 2014) was
employed. The method was used to identify the
scene setting of the first frame in each shot whether
it was an indoor or an outdoor scene, with a ranked
list of the five most likely place categories. For this
experiment, 12 different scenes settings are exist and
recognised for both between indoor and outdoor set-
tings, for each of which the associated preposition is
assigned manually.

3.6 Zero-shot Language Statistics

Our approach to generating a textual video descrip-
tion relies mainly on visual semantic content. How-
ever, there is a case called zero-shot action recogni-
tion where is the action recognition system is unable
to identify the performed action, as the action has
not previously appeared in the training data; in this
case a negative class is assigned. Subsequently, lan-
guage statistics will be used to predict the missing
verb (action class), given a detected objects classes
and recognised scene settings.

Language statistics are mined from four large
text-based English corpora. As in (Thomason et
al., 2014) the dependency parser1 is used to parse

1The spacy’s API: https://spacy.io
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text from the following corpora: English Giga-
word, British National Corpus (BNC), ukWac and
WaCkypedia-EN. The quadruple of SVOP (subject,
verb, object, place) are extracted using the depen-
dency parser. The subject-verb relations are ex-
tracted on the basis of nsubj dependencies, while the
verb-object relations are identified by dobj and prep
dependencies (prep dependencies are used in or-
der to account for intransitive verbs that occur with
prepositional objects). Object-place relations are ex-
tracted by utilising the prep dependencies where the
noun affected by the preposition belong to the recog-
nisable places list.

The quadruple frequency of SVOP are maintained
and if no object or place is present in the sentence,
their values in the quadruple are None. For the
best performance, the frequency counts are a python
dictionary with verbs as keys, and for each verb
we keep the count of each context (subject, object,
place) that co-occurs with that verb. To propose the
best verb for a given context, the conditional proba-
bility P (V |S, O, P ) is calculated by maximum like-
lihood estimate (MLE) as follows:

P (V |S, O, P ) = P (V,S,O,P )
P (S,O,P ) = Count(V,S,O,P )

Count(S,O,P )
(1)

The verb with high probability given the context of
subject, object and place is chosen to generate the
sentence.

3.7 Sentence Generation

Finally, the extracted information from previous
stages will be used to generate informative descrip-
tions for each shot. For this purpose the template-
based approach will be used. The same template
will be used to create a description for each human
track present in the video shot, if no human track
is detected the object is considered as a subject and
described in term of it motion. The list of generated
sentences will be further processed to generate a co-
herent description. Like (Thomason et al., 2014),
the following template will be used for the genera-
tion task:

‘Determiner (A, The) - Adjective (optional)- Sub-
ject - Verb (Present Continuous) - Preposition (op-
tional) - Determiner (A, The) - Adjective (optional)
- Object (optional) - Preposition (optional) - Deter-

miner (A,The) - Place (optional)’.
For implementation purposes, the surface realizer

simpleNLG is utilised (Gatt and Reiter, 2009). This
package also provides some extra processing applied
automatically to the generated sentence: (1) the first
letter is capitalised for each sentence; (2) -ing is at-
tached to the verb if the progressive tense is chosen;
(3) the words are assembled in the correct grammat-
ical order; (4) white spaces are automatically added
to separate words; and (5) at the end of each sen-
tence a full stop is inserted.

3.8 Creating Cohesive Descriptions

Our system independently describes each video
shot. The generated multi-sentence descriptions for
the video as a whole tend to be a ‘list of sentences’
rather than a coherent ‘text’. Generating coherent
natural language descriptions requires linking sen-
tences at a surface level without any need for deep
understanding of the text produced. Hence, the gen-
erated list of sentences for each video is automat-
ically post-processed at two levels shot-level and
video-level in order to create more cohesive and in-
formative descriptions. First, each human track in
each shot will be described independently in a com-
plete sentence, which results in a list of sentences
describing a given shot. The following set of rules
is applied in order to generate compact and coherent
sentence:

1. When multiple subjects perform the same ac-
tion at the same time, the subjects of these sen-
tences are combined by ‘and’. (e.g.If (i) ‘A
man is eating.’ and (ii) ‘A woman is eating.’
these are combined to become (iii) ‘A man and
woman are eating.’)

2. If multiple subjects perform different action
simultaneously, they will be combined using
‘while’. (e.g.in Figure 2 (a)(b)).

3. In the case where multiple subjects interact
to create certain common actions (e.g.hug or
fight), one is considered as the subject while the
other(s) serve as objects in the sentence. (e.g.If
(i) ‘A man is fighting.’ and (ii) ‘A man is fight-
ing.’ these are combined to become (iii) ‘A man
is fighting another man.’)
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4. Proper pronouns (co-reference) are added if
multiple verbs are allocated to the same sub-
ject during the same video shot. In this case,
when a subject is mentioned again after its de-
but, a proper pronoun is used to improve the
sentences concision. (e.g.in Figure 2 (c)(d)).

Secondly, shot-based descriptions are combined
to produce the final video description. For this pur-
pose the following rules are applied:

1. Temporal adverbials (e.g.next, then and finally)
are incorporated between subsequent sentences
as a powerful device for conserving the logical
order of events performed over different shots.

2. Scene-setting information is added only to the
leading sentence and discarded from subse-
quent sentences if the event take place in the
same setting to eliminate redundancy.

3. The phrase ‘In this video,’ is added to the lead-
ing sentence of each video description.

4 Experiments and results

This section presents the evaluation procedure of
our video description framework on the NLDHA
dataset introduced in (Al Harbi and Gotoh, 2016).
First, a brief overview of the baseline approach used
to provide a comparison with our system is pre-
sented. Next, the results of quantitative evaluation
with the ROUGE Metric, along with qualitative hu-
man judgements, are discussed.

4.1 Frame-based Video Description Baseline
To put our performance in perspective, we compare
our proposed approach against the baseline video
description framework of (Khan et al., 2015). This
approach is chosen as the baseline as it augments
the sentence components largely on the basis of se-
mantic video content by applying conventional im-
age processing techniques. Additionally, in order to
make a fair comparison, the same set of detected ob-
jects are used for both systems. However, we ad-
vanced the detection to accommodate temporal in-
formation from the videos. The baseline approach
processes the video as a sequence of frames. For
each frame, conventional image processing methods

are implemented to extract a set of high-level visual
features (e.g.humans and their activities). A limited
set of spatial relations are calculated between the ex-
tracted HLFs geometric features, though no tempo-
ral information is considered. These HLFs are trans-
lated into sentential descriptions utilising the Sim-
pleNLG, a template-based approach with a context
free grammar.

4.2 Evaluation with ROUGE Metric

The complexity of evaluating video textual descrip-
tions comes from the fact that defining the criteria is
a challenging task. To evaluate our method, we ex-
amine the metrics commonly used for this purpose
in machine translation. These metrics include the
BLEU (bilingual evaluation understudy) (Papineni
et al., 2002) and ROUGE (Recall Oriented Under-
study for Gisting Evaluation) (Lin, 2004) metrics,
among others. The BLEU score calculates precision
on a word basis or n-grams, and for this reason is
not suitable for our task of lingual video description,
as has already suggest by (Mitchell et al., 2012) and
(Das et al., 2013a).

By contrast, ROUGE score is an n-gram recall
oriented measure of the information coverage of hu-
man annotation references compared to automatic
summaries produced by a system. A higher ROUGE
score denotes a higher degree of match between
them. In general, a score of ‘1’ indicates a per-
fect match whereas a score close to ‘0’ means the
match occurs in only a small portion of the data.
Four different ROUGE scores are used in this ex-
periment, ROUGE-1 (unigram) recall is the perfect
option to compare descriptions based on predicted
keywords only (Das et al., 2013a). ROUGE-2 (bi-
gram) and ROUGE-SU4 (skip-4 bi-gram) scores are
best to evaluate lingual video descriptions for coher-
ence and fluency, whereas ROUGE-L scores depend
on the longest common subsequence. ROUGE met-
rics are chosen for this study following (Das et al.,
2013a) who used it to evaluate lingual video sum-
marisation.

Table 2 present the average ROUGE scores
achieved between the automatic descriptions pro-
duced by the baseline and our system, averaged over
all twelve different human action categories, with
respect to manual annotations. Manual annotations
tend to be subjective as they depend on the annota-
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Figure 2: Example of applying post-processing rules to the system-generated description of ‘actionclipautoautotrain00463’ video

from the AnswerPhone category, with two shots.

Baseline Our approach

ROUGE-1
R 0.2480 0.3513
P 0.3443 0.2474
F 0.2749 0.2806

ROUGE-2
R 0.0532 0.0737
P 0.0801 0.0500
F 0.0592 0.0577

ROUGE-L
R 0.2353 0.33365
P 0.3275 0.2354
F 0.2609 0.26689

ROUGE-SU4
R 0.0939 0.1526
P 0.1745 0.0951
F 0.1064 0.1098

Table 2: ROUGE scores calculated for the baseline and our

approach, with respect to hand annotations. For each ROUGE

metric, the recall (R), precision (P), and F-measure (F) are av-

eraged over all twelve categories from the NLDHA dataset.

tors perception and understanding. Moreover, this
subjectivity might be affected by personal education
level, interests, background and experiences. As a
result, the ROUGE metric inevitably penalises many
automatically generated sentences where these do
not match the manual annotations, despite being
technically correct.

Clearly, the best results were obtained by
ROUGE-1, as our method involves an extended lan-
guage vocabulary compared to the baseline. This
richness comes from a varied set of verbs included
along with their scene setting, especially when the
language model is involved for the case of zero-
shot action recognition. (e.g.When ‘person’ and
‘TV’ are detected in the scene without a connected
verb, the language model will infer the verb ‘watch’
to complete the sentence.) Additionally, ROUGE-
L results confirm the efficiency of our approach as

Grammar Correctness Relevance
Baseline 3.40 3.40 2.25

Our approach 3.54 3.75 3.74
Table 3: Human evaluation for the baseline and our approach,

with respect to three aspects: grammatical correctness, cogni-

tive correctness, and relevance.

it captures similarity at sentence-level between the
automatic generated descriptions and hand annota-
tions. There is also an observable improvement for
ROUGE-2 and ROUGE- SU4. This is not surprising
since attributes (such as adjectives and prepositions)
and co-reference enhance the quality of description
by generating richer and less verbose descriptions.
However, this kind of improvement in quality does
not usually contribute considerably to the ROUGE
score, which is based on n-gram comparisons.

4.3 Human Evaluation

The ROUGE metrics produce only a rough estimate
of the informativeness of an automatically produced
summary, as it does not consider other significant as-
pects, such as readability or overall responsiveness.
To evaluate these types of aspects there is an urgent
need for manual evaluation. For this task Amazon
Mechanical Turk was used to collect human judge-
ments of automatic video descriptions. We follow
(Kuznetsova et al., 2012) and asked 10 Turk work-
ers to rate video descriptions generated by the base-
line and our description. Each worker watched each
video and rated the description on a scale of 1 to 5,
where 5 means ‘perfect description’, and 1 indicates
‘bad description’.

The description rating was based on three differ-
ent criteria: grammar, correctness, and relevance.
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For both the correctness and relevance aspects, the
video was displayed with its description. The cor-
rectness evaluates to what extent the textual descrip-
tion depicted the video semantic content, while the
relevance rates if the sentence captures the most
salient actions and objects. For the grammar cor-
rectness, only lingual descriptions were presented to
the worker, without the video, to evaluate the sen-
tence. Table 3 shows the results of human evaluation
of both the baseline and our approach. It can be ob-
served that our system improves on the baseline in
all three aspects. However, the relevance score sig-
nificantly outperforms the baseline with margin of
1.61. This indicates that our approach is able to de-
scribe much more semantic video content, especially
in terms of activities, attributes and scene setting.

4.4 Discussion

The majority of previous works, including the base-
line system, rely on the image-based detector de-
formable parts model (DPM) (Felzenszwalb et al.,
2010) which is applied to each frame to augment
a store of detected objects, without preserving any
temporal dependency between video frames. As a
result, the descriptions generated using this detector
suffer from several weaknesses, mainly redundancy
and lack of coherence. The redundancy issue ba-
sically results from applying the object detector at
each frame without maintaining any temporal corre-
lation; hence if the object changes its position grad-
ually between frames it will be considered as a new
detection.

Moreover, consistent co-reference of pronouns to
visual objects across multiple sentences cannot be
reliably identified for image-based detections, as
prior information is required from the preceding
frames to prove the previous detection. As a result,
the generated description will be verbose, unnatural
and contain irrelevancies. The Figure 3(c) shows an
example of co-reference identification achieved suc-
cessfully by the proposed system in ‘she is sitting
next to him’, while the baseline was unable to iden-
tify such information as its detection based on indi-
vidual frames rather than tracking the detection over
video frames and exploiting the temporal continuity.
See Figure 3 for some examples of automatic video
descriptions.

Generating elaborate textual descriptions de-

mands more than action recognition and object de-
tection. Identifying spatial and temporal relations
between entities allows them to be mapped onto
prepositions and adverbs in the output description.
Figure 3(b) shows an example of improvement over
the baseline as the proposed system was able to iden-
tify the scene layout by formalising spatial relations
in ‘a man is standing next to a car; while a woman is
standing to the right of him’. Additionally, temporal
relations are captured by the system in Figure 3(c) ‘a
woman is walking toward a man’ and in Figure 3(a)
‘a man is walking away from her’ as this relation is
calculated by comparing the distance between two
objects over sequence of frames.

The proposed framework is applicable to any
video genre with human actions and even if no hu-
man is detected, the video will be described based
on detected non-human objects and scene setting.
Although this framework produces a syntactically
and grammatically correct description, the current
immaturity of computer vision techniques can lead
to false positive detections or missing information.
As a result, the generated description can be inaccu-
rate and mismatch the real action performed in the
video sequences. There is a room for improvement,
especially in object detections and their associated
attributes, such as actions, colour and dress, which
can significantly enhance the accuracy and quality
of automatically generated description.

5 Conclusion

This paper has introduced a framework that pro-
duces textual descriptions of video based on ex-
tracted semantic video content. In an extensive ex-
perimental evaluation we show the improvements
of our framework compared to the recent baseline
frame-based video description system. The im-
provements are consistent among both automatic
evaluation with ROUGE metrics and manual human
evaluations of correctness and relevance. This im-
provement offered by the proposed system stems
from the fact that the main sentence components are
extracted by visually parsing the video content with
respect to temporal information.
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Figure 3: Sample of textual video descriptions along with their video shots from different categories from the NLDHA dataset.
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Midge: Generating image descriptions from computer
vision detections. In Proceedings of the 13th Confer-
ence of the European Chapter of the Association for
Computational Linguistics, pages 747–756. Associa-
tion for Computational Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of the
40th annual meeting on association for computational
linguistics, pages 311–318. Association for Computa-
tional Linguistics.

Jesse Thomason, Subhashini Venugopalan, Sergio
Guadarrama, Kate Saenko, and Raymond J Mooney.
2014. Integrating language and vision to generate nat-
ural language descriptions of videos in the wild. In
Coling, volume 2, page 9.

Bolei Zhou, Agata Lapedriza, Jianxiong Xiao, Antonio
Torralba, and Aude Oliva. 2014. Learning deep fea-
tures for scene recognition using places database. In
Advances in neural information processing systems,
pages 487–495.

94



Proceedings of The 10th International Natural Language Generation conference, pages 95–104,
Santiago de Compostela, Spain, September 4-7 2017. c©2017 Association for Computational Linguistics

PASS: A Dutch data-to-text system for soccer, targeted towards specific
audiences

Chris van der Lee and Emiel Krahmer and Sander Wubben
Tilburg center for Cognition and Communication (TiCC)

Tilburg University
The Netherlands

{c.vdrlee, e.j.krahmer, s.wubben}@tilburguniversity.edu

Abstract

We present PASS, a data-to-text system that
generates Dutch soccer reports from match
statistics. One of the novel elements of PASS
is the fact that the system produces corpus-
based texts tailored towards fans of one club
or the other, which can most prominently be
observed in the tone of voice used in the re-
ports. Furthermore, the system is open source
and uses a modular design, which makes it
relatively easy for people to add extensions.
Human-based evaluation shows that people
are generally positive towards PASS in regards
to its clarity and fluency, and that the tailoring
is accurately recognized in most cases.

1 Introduction

For the past few years, news organizations world-
wide have begun to show interest in automating var-
ious types of news reports. One of the domains
that is especially viable for automation is the do-
main of sports, since the outcomes of most sports
matches can be extracted from the data. Addi-
tionally, sports statistics (who played, who scored,
etcetera) are stored for many games that are neither
visited, nor reported on by sports reporters. Auto-
mated text generation systems can generate reports
for these games.

However, most of the current text generation sys-
tems used for journalistic purposes (e.g. Word-
smith1, Quill2) are closed systems that are inacces-
sible for the general public and for interested re-
searchers. As a result, it is not fully transparent how

1https://www.automatedinsights.com/
2https://www.narrativescience.com/

these systems work. At the same time, early NLG
systems on sports-reporting (André et al., 1988;
Robin, 1994; Theune et al., 2001, among others) are
also inaccessible because the code for these systems
has become obsolete or abandoned. The goal of this
paper, therefore, is to present a new data-to-text sys-
tem, which we call Personalized Automated Soccer
texts System (hereafter: PASS). PASS is inspired by
earlier NLG research and capable of generating soc-
cer reports from data. The system is open-source
and freely available, and set-up in modular way, so
that interested researchers can use the system as a
testbed for their own, possibly specialized NLG al-
gorithms.

As we argue below, this project is inspired by a
previous system and fits with the increased empha-
sis on replication in science, but this project is more
than a straightforward reimplementation. In partic-
ular, we show and evaluate how the core system can
be used to generate tailored reports for specific au-
diences.

One of the strengths of data-to-text generation is
that texts can easily be tailored towards specific au-
diences (Gatt and Krahmer, 2017). In order to show-
case this strength, PASS produces two texts for fans
of each of the teams participating in a soccer match.
The difference between these two texts is the tone
of voice in the reports. One of the goals in the de-
velopment of PASS was to generate emotional lan-
guage that would be expected when people report
on an event they are emotionally invested in. In the
context of soccer, this means that if the club of the
targeted audience loses, the tone of a PASS report
would be more disappointed or frustrated and if the
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club of the targeted audience wins, the tone would
be more upbeat. The language of these reports was
made to look similar to the reports written by profes-
sional journalists by using a corpus-driven approach
in the development of the PASS system.

2 Related work

Data-to-text systems, systems that "generate texts
from non-linguistic data, such as sensor data and
event logs" (Reiter, 2007, p. 97), have been around
for a long time and still remain a popular topic for
Natural Language Generation. Some of the data-
to-text language generation tasks that have been in-
vestigated recently include weather forecast gener-
ation (Belz and Kow, 2010; Angeli et al., 2010;
Gkatzia et al., 2016a, among others), medical re-
ports (Gatt et al., 2009; Gkatzia et al., 2016b;
Schneider et al., 2013, among others), and financial
reports (Nesterenko, 2016, among others).

The domain of sports is also a domain that is
investigated quite frequently. This domain is ap-
pealing because the content organization could be
(partly) fixed for many sports. At the same time, the
sports domain is complex enough that it gives rise to
many challenges at almost every stage of the data-
to-text pipeline (Barzilay and Lapata, 2005). Data-
to-text systems in the sports domain can be roughly
divided into two categories. The first category is
the commentary category. Systems in this cate-
gory produce texts in a style that is similar to the
live commentary that can be heard when watching a
live sports event. This means that content selection
and organization is relatively simple: most, if not
all, observable events are covered and this is done
in a chronological order. Examples of data-to-text
systems that fall into this category are Tanaka-Ishii
et al. (1998), Chen and Mooney (2008), and Konstas
and Lapata (2012), which all produce soccer reports.

The second, summary category could provide a
bigger challenge for content selection and organiza-
tion. These texts are more similar to texts that can be
read in newspapers or websites after the sports event
and should provide a report on the most interesting
elements of the game. This means that content se-
lection is more important and a chronological or-
der is not necessarily used. Examples of systems in
this category are Robin (1994), and McKeown et al.

(1995), which produced basketball reports, and The-
une et al. (2001), and Barzilay and Lapata (2005),
which produced reports on soccer matches.

The current system falls in the latter category.
PASS is a data-to-text system that produces Dutch
summaries of soccer matches and that uses a
template-based approach. Template-based systems
can generally be characterized by their slot-filler
structure: texts with gaps that can be filled with in-
formation. while this approach is sometimes con-
trasted with “real” NLG, research has shown that
template-based approaches generally result in texts
of relatively high quality (van Deemter et al., 2005),
that are generated relatively quickly (Sanby et al.,
2016).

The current project is in line with the ongoing
concerns about replication in science in general.
However, it is important to stress that PASS is a
reimplementation of GoalGetter, not a replication.
We aimed to make PASS generate soccer reports
somewhat similar to those generated by GoalGetter,
but we did not use any of the source code of Goal-
Getter. Instead, we have built a new system from the
ground up, using the description and results of Goal-
Getter as inspiration, while simultaneously adding
new techniques to emphasize the variety of the sys-
tem’s output.

In the last few years, people have become increas-
ingly interested in replicating published research
(Ioannidis, 2005; Nosek et al., 2015; Mieskes, 2017,
among others). However, in order to replicate pre-
vious studies in this field, reimplementation of pre-
vious systems is often necessary. Many older sys-
tems such as GoalGetter have become abandonware.
They are not (any longer) publicly available, their
code is obsolete, and sometimes have never been
properly evaluated. Reimplementation is required
for these older systems before they can be repli-
cated. Therefore, our goal was to develop a system
according to modern standards that produces out-
put that is similar to GoalGetter. Furthermore, we
have made our implementation publicly available3,
and have performed a human-based evaluation of the
system. This makes it possible for others to attempt
replication of the current study.

3https://github.com/TallChris91/PASS
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Type Match information
General League, date, time, stadium, city, referee, attendees, final score, teams, goal scorers
Match events Assists, regular goals, own goals, penalty goals, penalty misses, yellow cards, red cards

(2x yellow), red cards (direct)
Last game League, date, opponent, final score, played home/away, won/tied/lost, changes in lineup
Players in lineup, Name, full name, nickname, birth date, birth place, height, weight, position, kit number,
substitutes and name in Goal.com, Goal.com player page, youth clubs, senior clubs, national teams
managers represented, current team
Last five games Opponent, final score, played home/away, won/tied/lost
Relative strength Wins per team for previous meetings, draws in previous meetings, percentage of people

predicting win for the home team/win for the away team/tie, date of previous meetings,
which team played home/away in previous meetings, final score previous meetings,
most predicted results

Match statistics Total shots, shots on target, completed passes, passing accuracy, possession, corners,
offsides, fouls, total passes, short passes, long passes, forward/left/right/back passes,
percentage of forward passes, blocked shots, shots on the left/right/centre of the goal,
percentage of shots outside the 18-yard box, total crosses, successful crosses, crosses
accuracy, crosses inside/outside 18-yard box, left crosses, right crosses, total attempted
take-ons, successful take-ons, successful left/right/centre/total take-ons in the final third
of the match, blocks, interceptions, clearances, recoveries, total tackles, successful
tackles, tackle accuracy

Table 1: Information stored from Goal.com.

3 Data collection

3.1 Gathering the data
GoalGetter scraped data from Teletext: a system that
broadcasts textual data to television and Internet.
While this system still exists, the amount of data
available on Teletext is limited, is not stored, and
many sources nowadays offer more data. Therefore,
an application was built to automatically scrape soc-
cer match data from Goal.com4, and store this data
in XML-format. Similarly to Teletext, Goal.com
contains information about teams that played, final
score, goal scorers, referee, attendees and players
that were given a yellow or red card. However,
Goal.com keeps track of a sizable amount of data
in addition to this, such as the players that partici-
pated in the game, score predictions, the results of
previous match-ups between the teams and a sizable
amount of detailed statistical information; cf. Ta-
ble 1. While most of this Goal.com-specific data has
not been used in the current version of PASS, the
availability of this information makes it relatively
easy to use this data in future versions.

3.2 Designing the templates
With PASS, an attempt was made to produce re-
ports where the tone of voice is emotional, while

4http://www.goal.com

the report still appears to be relatively professional.
The language in the templates therefore needed to
be close to what could be encountered in human-
written soccer reports. To achieve this, the templates
were derived from sentences in the MeMo FC cor-
pus (Braun et al., 2016). The MeMo FC corpus con-
tains match reports copied directly from the websites
of the soccer clubs that participated in the match.
These reports are intended for the supporters of their
respective club and often contain an emotional tone.
These characteristics made the corpus particularly
suitable for PASS.

Three steps were undertaken to convert reports in
the MeMo FC corpus to templates. The first step
was to manually label a sample of reports in the cor-
pus: for each sentence in the sample, we examined
what event it described. This first step was done to
cluster sentences that described similar events and
to get a general idea which categories could be dis-
tinguished. Separate databases were made for re-
ports that described a win, a tie or a loss for the team
of the website it originates from. The template cat-
egories were the same for all these databases, but
the templates were different. After the first step fol-
lowed a reduction step: for every extracted category
and sentence we judged if there was Goal.com-data
available for the information it conveyed and if the
information would have been present in GoalGetter.
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Section Category Variants
Title All-purpose, deciding goal, 2+ goal difference, 6+ total goals,

no goals, red card targeted team, final goal targeted team,
targeted team played away, late equalizer for targeted team,
late equalizer other team

Introduction Won/tied/lost All-purpose, red card targeted team, red card other team
Final score All-purpose, final goal targeted team, late equalizer other team,

focus team tie after being 2+ goals down
Game course Regular goal All-purpose, goal with assist, deciding goal, deciding goal with assist,

2 goal difference, 2+ goal difference, two successive goals for one team,
early goal, goal giving the lead, equalizer, anschlusstreffer,
ergebniskosmetik, 2+ goal by a player, final goal, only goal

Own goal All-purpose, deciding goal, 2 goal difference, 2+ goal difference,
early goal, goal giving the lead, equalizer, final goal, only goal

Penalty goal All-purpose, deciding goal, 2 goal difference, 2+ goal difference,
goal giving the lead, equalizer, anschlusstreffer,
ergebniskosmetik, 2+ goal by a player, final goal

Penalty miss All-purpose
Debriefing Yellow card Multiple in match, one in match, none in match

Red card (2x yellow) Multiple in match, one in match, second yellow for targeted team
Red card (direct) All-purpose, early red, red for targeted team

Table 2: Template categories and their variants.

This led to a reduction of roughly half of the cate-
gories and sentences; cf. Table 2. This means that a
sizable portion of the content found in most human-
written reports is not conveyed in the reports gener-
ated by PASS. However, the most crucial informa-
tion about a match was still present after the second
step. In the last step, the sentences were converted to
templates. This means that the parts in the sentence
containing specific information on a match were re-
placed by empty gaps and information about which
type of data should be used to fill in the gap. Sen-
tences were rephrased if this was necessary to make
the template applicable to multiple soccer matches.
However, these changes were kept to a minimum in
order to stay as close to the source material as pos-
sible.

The templates used for PASS are somewhat dif-
ferent from the templates used in GoalGetter. Goal-
Getter contains less categories and templates, but
Theune et al. (2001) ensured variation in the text by
using ’syntactic templates’. They made a syntactic
structure for each template, so that small changes
could automatically be made to the original template
if the circumstances required these changes. For in-
stance, the template changed from (1) to (2) if the
second goal of a player had to be described.

(1) "<goal scorer> scored a goal"

(2) "<goal scorer> scored his second
goal"

We did not add a syntactic system to the templates,
but stored templates such as (1) and (2) as sepa-
rate categories. PASS, contains a larger amount of
categories and templates per category, compared to
GoalGetter. This makes PASS produce a similar, if
not greater amount of variation in the generated re-
ports.

3.3 Content selection and document structure
We used a sample of articles from the MeMo FC cor-
pus to get a feeling for the document structure used
in human-written soccer reports. We found that a
roughly similar document structure like the one in
GoalGetter reports is often used for human-written
soccer reports. This means that, a four-part divi-
sion of a soccer report can often be found in human-
written reports. These four parts are:

Title Usually the result (win/tie/loss) and the final
score of the match.

Introduction A match preview and the most impor-
tant results of the match. For example, infor-
mation about the opponent, expectations about
the match difficulty, previous results and cur-
rent ranking, did the team win/tie/lose, and the
final score.
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Figure 1: Modules used in PASS.

Game course A chronological report on the most
important events of a match, usually linked
together with the subjective evaluations of
the writer. For example, a report on the
goals, biggest scoring chances, most notewor-
thy fouls, and which team plays better.

Debriefing The consequences of the match and
general information about future matches. For
example, information on bookings and suspen-
sions, rankings after the match, date of the next
match.

Not all commonly found types of information in
the MeMo FC corpus were used in PASS reports,
since not all information was adequately represented
in the Goal.com-data and to make the output of
PASS more similar to GoalGetter. This means that
the introduction-part only expresses win/tie/loss in-
formation and the final score. The game course-
part focuses on goals and missed penalties, and
the debriefing-part merely displays information on
bookings. Every part was represented in a separate
paragraph.

4 PASS system

In this section, we will describe the process PASS
takes to go from data to text. The system uses
handwritten rules and templates to achieve this
goal and produces short reports on a soccer match
personalized for each team that played, like the ones
in Table 3.

4.1 Algorithm

While PASS is similar to GoalGetter in terms of out-
put, the method to achieve this output is different
(Theune et al., 2001, for a description of GoalGet-
ter’s architecture). The biggest difference is that a
modular approach was used in the design of PASS.

By using a modular design, it is easy to make adjust-
ments, improvements and extensions. This means
that the modules shown in Figure 1 can easily by
replaced by other modules.

PASS starts with the module that governs the
generation of the title and introduction. The or-
der in which the topics for this part are reported
on is fixed for the current version of the system:
title, win/tie/loss information and the final score.
The governing module will walk through every
topic in a stepwise order and interact with all the
other modules necessary to generate the text for the
introduction-part. We will give an overview of these
other modules that it uses for each step.

First, when the governing module starts with
a new step, a unused_topic will become a cur-
rent_topic. Then, the lookup module is activated
that opens the template database and retrieves all
the template categories and corresponding templates
that could be used for the current_topic. Part of
these template categories can only be used if cer-
tain conditions are met, while there is also a general-
purpose category containing templates that can be
used in every situation.

After a collection has been found of all the tem-
plate categories corresponding to current_topic, the
ruleset module is activated. This module checks for
each template category if the conditions to use said
category have been matched. If this is the case, the
ruleset module will return True to the governing
module. If not, it will return False. If the govern-
ing module receives True for a template category,
it will add the templates from the category to a list
of the possible_templates.

If every category has been checked by the rule-
set module, the template selection module will se-
lect a template from the possible_templates list in
a weighted random fashion. We observed in the
MeMo FC corpus that if the right conditions are met,
human writers tend to prefer language describing
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Report for fans of Achilles ’29 Report for fans of Dordrecht
Dutch Thoone velt Dordrecht: 2-1 Het zit Dordrecht niet mee tegen Achilles ’29: 2-1

Jop van Steen en Freek Thoone hebben ervoor De uitploeg leed een zure nederlaag uit tegen de ploeg
gezorgd dat de uitploeg zonder punten achterbleef. van manager Eric Meijers. Dordrecht verloor na een
In Groesbeek werd voor 1022 toeschouwers met hoopvol begin met 2-1 van Achilles ’29.
2-1 gewonnen van Dordrecht.

Aanvaller Janga zette de ploeg van manager Gérard de
De uitploeg kwam na 10 minuten uit het niets op een Nooijer op een 0-1. Achilles ’29 kwam door twee
0-1 voorsprong door een prachtige treffer van Janga. gelukkige treffers van Van Steen en Freek Thoone
Jop van Steen schoot in de 48e minuut de dik op een 2-1 voorsprong.
verdiende gelijkmaker tegen de touwen. Thoone
bracht na 88 minuten de winnende treffer op het Er werden 3 gele kaarten uitgedeeld: aan de zijde van
scorebord: 2-1. Dordrecht voor Arnaud de Greef en Josimar Lima en

aan de zijde van de thuisploeg voor Boy van de Beek.
Scheidsrechter Van den Kerkhof was genoodzaakt 3
gele kaarten te geven, aan Arnaud De Greef, Boy
van de Beek en Josimar Lima.

English Thoone slays Dordrecht: 2-1 Dordrecht does not have much luck against Achilles
Jop van Steen and Freek Thoone have ensured that ’29: 2-1
the away team did not get any points. In Groesbeek, The away team conceded a sour defeat away against the
a 2-1 victory against Dordrecht was achieved before team of manager Eric Meijers. Dordrecht lost after a
1022 attendees. promising start with 2-1 against Achilles ’29.

Out of nowhere, the away team got a 0-1 lead because Attacker Jaga gave the team of manager Gérard de
Janga made a beautiful goal after 10 minutes. Jop van Nooijer the 0-1. Achilles ’29 got a 2-1 lead by two
Steen shot the well deserved equalizer against the lucky goals of Van Steen and Freek Thoone.
ropes in the 48th minute. Thoone put the winning
goal on the score board after 88 minutes: 2-1. 3 yellow cards were issued: on the side of Dordrecht to

Arnaud de Greef and Josimar Lima and on the side of
Referee Van den Kerkhof was forced to give 3 yellow the home team to Boy van de Beek.
cards, to Arnaud De Greef, Boy van de Beek and
Josimar Lima.

Table 3: Two variants of a match report generated by PASS.

details that apply specifically to the situation, as is
shown in (3), rather than language that can be used
in every situation, as is shown in (4).

(3) "Joachim Andersen made the equal-
izer directly after the opening goal"

(4) "Joachim Andersen scored the 1-1"

Therefore, the more conditions were required to
be true, the higher the weight we assigned to the
template when selecting a template. This increased
the chance that a template was selected that was
more tailored to the situation at hand, although
general-purpose templates still had a decent chance
to be selected.

When one template has been selected to convey
the current_topic, the empty slots in the template
need to be filled with the right kind of informa-
tion. This is done by the template filler module.

Every empty slot had been given a tag in the tem-
plate database (e.g. <stadium>, <referee>, <atten-
dees>). The template filler module uses these tags
to find the corresponding piece of information in the
match data, then fills the empty slot with this data
and returns the filled-in template to the governing
module.

The game course and the debriefing were both
generated in a largely similar way. With one excep-
tion: unlike the introduction, these parts had no fixed
order. The topics for the game course and debrief-
ing depended on the match events. For example, a
1-0 result with a missed penalty requires two top-
ics to be reported on in the game course, while a
6-4 result and no missed penalties means ten top-
ics (every goal) in the game course. This meant
that an extra module was added, the topic collec-
tion module. This module extracted the topics from
the match data and gave them the right order. Af-
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ter the topics were collected and ordered, the exact
same modules were used as for the introduction.

After every governing module has produced text
for their respective parts, they activate the text col-
lection module. This module simply had the task of
taking the text for every part and combine them in
the right order.

While the system produced reasonable output
with the described modules, three more modules
were added to increase the variety within and be-
tween reports. The information variety module en-
sured that certain types of information in the report
would not be repeated. Before the information va-
riety module, certain constructions such as the fol-
lowing could exist:

(5) "Ajax obtained the victory before the
eyes of 16,673 attendees. 16,673 at-
tendees saw the match against AZ
end with a 0-3 score."

Reporting on the attendee information a second time
would be redundant in this context. The information
variety checks the finished report to see if templates
are used with redundant information. If this is the
case, the module interacts with the template selec-
tion and template filler modules to get an alternative
template for the template with redundant informa-
tion. The information variety module keeps going
through the finished report until it cannot find any
more redundant information.

Like repetition of information, repetition of ref-
erences can also have a negative impact on the text
quality of the report. This can be observed in the
following example:

(6) "Ajax obtained the victory before the
eyes of 16,673 attendees. Ajax beat
AZ with 0-3."

The reference variety module crawls through the
text to spot the same referent in two subsequent sen-
tences. If the module is able to find this, it will use
a different form to address the referent in the second
sentence (e.g. Ajax becomes the club of manager
Peter Bosz). General-purpose templates have been
designed to refer to a person or a soccer team. These
templates are picked randomly and the empty slots
are then filled in with the template selection and tem-
plate filler modules, respectively. While this module

works for the current version of PASS, it is possible
that the module is too simple for longer, more com-
plicated reports. Therefore, this module will proba-
bly be replaced by a probabilistic module as is seen
in Ferreira et al. (2016) in future versions of PASS.

Finally, we wanted to demonstrate the variety
in outcomes PASS can generate. Therefore, the
between-text variety module was implemented.
This module keeps track of the templates that were
used when generating a soccer report. When gener-
ating a new report, this module interacts with the
template selection module, deleting all templates
from the possible_templates list if they had been
used in the previous soccer report. This ensures that
every generated report is completely different from
the previous one, thus increasing overall variety.

5 Evaluation

We conducted a human-based evaluation to measure
the text quality of PASS. For the purpose of the eval-
uation, a sample was taken of 10 soccer matches
played in the Dutch second league in the 2015/2016
season. This means that a total of 20 reports (2 per
soccer match) were evaluated by participants. Each
participant got to see all 20 reports.

20 Dutch students (13 male, average age 20.6
years) participated in the evaluation. For every
match, these participants were asked to answer five
questions. The first question was a multiple choice
question and served as a manipulation check: ’For
fans of which team was the report written: the in-
tended team/the other team’. This question was
asked since one of the main functions of PASS is
the generation of reports targeted towards fans of
each team. After the manipulation check, partici-
pants were asked to rate the clarity and fluency of
the reports. Clarity refers to how clear and under-
standable the report is, and was measured using two
seven-point Likert-scale questions (’The message of
this text is completely clear to me’, ’While reading, I
immediately understood the text’). Fluency refers to
how fluent and easy to read the report is and was also
measured using two seven-point Likert-scale ques-
tions (’This text is written in proper Dutch’, ’This
text is easily readable’).

An analysis of the manipulation check results
showed that people were able to correctly tell to-
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wards fans of which team the text was tailored in
91% of all cases. A chi-square test also showed a
significant correlation between the intended and per-
ceived tailoring towards fans of the clubs (χ2(1) =
233.33, p < .001). Furthermore, the results showed
that participants were overall positive in regards to
the clarity and fluency of the reports. The average
scores of clarity (M = 5.64, SD = 0.88) and fluency
(M = 5.36, SD = 0.79) were well above the neutral
score of 4.

6 Discussion

We have presented a data-to-text system, PASS, that
converts data of a soccer match to a textual soccer
report. This system was a partial reimplementation
of GoalGetter (Theune et al., 2001). Like GoalGet-
ter, a template and rule-based approach was used to
design PASS, but there were also several differences
between GoalGetter and PASS. For instance, the
data source was changed from Teletext to Goal.com,
which provided us with more data. The templates
were also constructed in a different fashion. The-
une et al. (2001) used syntactically enriched tem-
plates, which made a template applicable for sev-
eral conditions so that more variety in the reports
was achieved. PASS uses regular templates, but a
corpus-driven approach made it possible to produce
a sizable amount of templates and categories, which
positively impacted the variety of the PASS reports.
However, the biggest change was the implementa-
tion of text personalization. GoalGetter generated
one ’neutral’ report, while PASS generated two re-
ports: one for fans of each club that participated
in the match. Personalization was achieved through
the use of more ’biased’ emotional language as was
found in the MeMo FC corpus (Braun et al., 2016).
Human-based evaluation showed that this manipula-
tion of the bias in the text was successful. In 91% of
all cases, people were able to perceive the tailoring
in the intended way. Furthermore, the human-based
evaluation showed a positive perception of the text
quality in regards to clarity, as well as fluency.

6.1 Future work

While GoalGetter was the end result of the research
project, the current version of PASS is a first version
that will be expanded upon in future research. A

simple way of expansion would be to use more tem-
plate categories and templates and to include more
of the available Goal.com information in the reports.
This is a feasible way to potentially increase the text
quality. Additionally, the current version of PASS
produces language that could be seen as evaluative
(e.g. ’the well deserved equalizer’, ’lucky goals’).
This evaluative content is currently not backed up
by objective data, but can be seen as the subjective
view in favor of one side. An interesting future topic
would be to explore the usage of these evaluative re-
marks in connection with statistical data.

Another way of expansion that we are currently
investigating is to convert the rule-based content
selection and surface realization to a trainable ap-
proach. Like most of the template-based data-to-
text systems, a sizable amount of manual work was
necessary to build PASS. All the templates and
rules were written by hand with the specific goal
to produce reports for the domain of soccer. This
means that the current PASS system cannot easily
be adapted to produce reports for other domains.
One way of solving this problem would be to build
a module that could produce and apply templates
with a minimal amount of supervision. Trainable
approaches to content selection have been tried pre-
viously (Gkatzia, 2016, for an overview). However,
most of these approaches only attempt to extract sen-
tences that are aligned with the data. We would also
want these sentences to automatically be converted
to usable templates, and that these templates could
subsequently be applied to produce reports with a
minimal amount of rules. To our knowledge, this is
a relatively unexplored area of research. The rare
study (Kondadadi et al., 2013) that does try to ex-
ecute all these steps, attempts to produce reports
where the topics are always fixed. However, for
many domains such as soccer this approach would
be problematic, since the topics for these domains
could differ greatly as many different events could
have taken place. These, and other ideas, are eas-
ily explorable with the base that is the current PASS
system. The modular design of the system makes all
kinds of expansions easily achievable.
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Abstract

Natural Language Generation (NLG) can be
used to generate personalized health informa-
tion, which is especially useful when pro-
vided in one’s own language. However, the
NLG technique widely used in different do-
mains and languages—templates—was shown
to be inapplicable to Bantu languages, due
to their characteristic agglutinative structure.
We present here our use of the grammar
engine NLG technique to generate text in
Runyankore, a Bantu language indigenous to
Uganda. Our grammar engine adds to pre-
vious work in this field with new rules for
cardinality constraints, prepositions in roles,
the passive, and phonological conditioning.
We evaluated the generated text with linguists
and non-linguists, who regarded most text
as grammatically correct and understandable;
and over 60% of them regarded all the text
generated by our system to have been authored
by a human being.

1 Introduction

The vast majority of doctor-patient interactions in a
healthcare setting is through verbal communication.
The provision of written information to patients, to
complement and augment the face-to-face session,
increases the amount of information they retain (Di-
Marco et al., 2005). Additionally, studies in health
communication identified that patient information is
likely to be more effective if it is personalized for a
specific patient (Cawsey et al., 2000) and presented
in an understandable form and manner (DiMarco et
al., 2009). This however assumes that such informa-
tion is communicated in one’s first language, which,

however, may not be the case in multilingual soci-
eties. Language is important here because problems
with language exacerbate literacy difficulties, which
are further confounded in situations of health (Di-
Marco et al., 2009).

There are several Natural Language Generation
(NLG) systems that generate customized patient in-
formation (Cawsey et al., 2000; DiMarco et al.,
1995; de Rosis et al., 1999; Hussain et al., 2015;
Lindahl, 2005; Mahamood and Reiter, 2011). These
systems generate text in English, and one strategy to
account for other languages could be to translate the
generated English text to the target language. How-
ever, this requires correct machine translation for
medical information, which does not exist for most
languages, including our language of interest, Run-
yankore. Runyankore is a Bantu language indige-
nous to the south western part of Uganda (Asiimwe,
2014; Tayebwa, 2014; Turamyomwe, 2011), a coun-
try where English is the official language, whereas
indigenous languages are still predominantly spoken
in rural areas. There is therefore a need to investigate
NLG for Runyankore.

We have limited our scope to generating pa-
tient summaries, drug prescription explanations, and
treatment instructions. The kind of text generated
could include: the number of pills to be taken, list-
ing the active ingredient(s), what the medication
does not contain, and the general classification of
the medication (for example, that hydrocodone is an
opiate). These are largely knowledge-to-text cases,
for which ontologies, such as the medical terminol-
ogy SNOMED-CT, can easily be used. There are
several NLG systems that take ontologies as input,
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mainly for English (Kaljurand and Fuchs, 2007), but
also Latvian and Lithuanian (Gruzitis et al., 2010;
Gruzitis and Barzdins, 2011), and Greek (Androut-
sopoulos et al., 2013). These systems apply the
template NLG technique. However, as was demon-
strated in (Keet and Khumalo, 2017), templates are
inapplicable to agglutinating Bantu languages, such
as Runyankore.

Runyankore, like other Bantu languages has a
complex verbal morphology (14 tenses), noun class
system with 20 noun classes, and is highly aggluti-
native. A noun class (NC) determines the affixes of
the nouns belonging to it, and this in turn determines
the agreement markers on the associated lexical cat-
egories such as adjectives and verbs. To illustrate
the agglutinative nature of Runyankore (taken from
(Turamyomwe, 2011)):
Verb: titukakimureeterahoganu
English: ‘We have never ever brought it to him’
Decomposition: ti-tu-ka-ki-mu-reet-er-a-ho-ga-nu
Our previous work for Runyankore NLG (Bya-
mugisha et al., 2016a; Byamugisha et al., 2016b)
is not adequate, as it neither covers cardinality con-
straints (e.g., ‘take [exactly] 3 pills’); nor the pas-
sive (e.g., ‘operated by’); and ignore phonological
conditioning of vowels in the agglutination process.
Additionally, no evaluation on grammatical correct-
ness of the generated text was done. All these as-
pects are needed for our scope of medical text gen-
eration. We undertook to address these shortcom-
ings by: analyzing further details of the language
to also process minimum, maximum, and exact car-
dinality, and devising algorithms for them; adding
the phonological conditioning rules required for the
scope; and extending the CFG of (Byamugisha et al.,
2016b) with the passive. Their algorithms together
with these novel ones were implemented and evalu-
ated with 100 Runyankore speakers in rural Uganda
and three Runyankore linguists. Most of the evalu-
ated sentences were regarded as grammatically cor-
rect and understandable, and all computer-generated
text was considered by a majority to have been writ-
ten by a human being.

The paper is structured as follows: Section 2 in-
troduces the new rules and algorithms required to
generate more expressive text. Section 3 presents
the experimental evaluation. We discuss in Section 4
and conclude in Section 5.

2 New rules and algorithms

Due to the limitations in our previous work for Run-
yankore NLG, as well as the structure of information
in our domain of interest, healthcare, we developed
new rules and algorithms to account for these gaps.
These rules are added to those which already take
care of the basic constructors in ontology languages,
being named class subsumption (‘is a’ v), conjunc-
tion (‘and’ u), negation (‘not’ ¬), existential quan-
tification (‘at least one’ ∃), and universal quantifica-
tion (‘all/each’ ∀) (Byamugisha et al., 2016a).

2.1 Cardinality constraints

In terns of the knowledge-to-text input, our pre-
vious language coverage was the description logic
(DL) language ALC. Adding qualified cardinality
constraints brings the language feature coverage to
ALCQ, which is an important fragment of OWL 2
DL (Motik et al., 2009). We describe the verbaliza-
tion patterns for maximum (≤), minimum (≥), and
exact cardinality (=) in this section.

Maximum cardinality is worded in English typ-
ically as ‘a maximum of’, ‘not more than’, or ‘at
most’. We use the Runyankore equivalent of ‘not
more than’, -tarikurenga, which is the preferred
word use. However, to form the full word for
‘not more than’, the subject prefix of the concept
quantified over is required. We illustrate this in
the following example. Consider Axiom 1 below,
where ‘symptom’ has to be pluralized to ‘symp-
toms’, which is in noun class (NC) 4. The plural
prefix for NC4 is emi (making emicucumo ‘symp-
toms’) that has a subject prefix gi that is attached
to the -tarikurenga, ‘not more than’. Compare this
with Axiom 2, where ‘courses’ amashomo is in NC
6, and therewith goes with the subject prefix ga.
Axiom1: Diabetes v ≤ 3 has.Symptoms

Buri ndwara ya shukari eine emicucumo
gitarikurenga 3.
‘Every disease of diabetes has at most 3 symp-
toms’

Axiom2: Student v ≤ 10 takes.Course
Buri mwegi natwaara amashomo
gatarikurenga 10.
‘Every student takes not more than 10 courses’

The algorithm to generate these coordinating ele-
ments is included in Algorithm 2.1.
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Algorithm 2.1 Verbalization of Maximum Cardinal-
ity (≤)

1: A axiom; Variables: a1, o, n1, np, ncp, and spp;
and functions: getNumber(A), getNext(A),
getNoun(o), getP lural(n), getNC(np), and
getSubjectPrefix(ncp)

2: a1 ← getNumber(A) {get the number after
≤}

3: o← getNext(A) {get the role after the
number}

4: n1 ← getNoun(o) {obtain the noun from the
role}

5: if a1 = 1 then
6: nc1 ← getNC(n1) {get the noun class of

the noun}
7: sp1 ← getSubjectPrefix(nc1) {use the

noun class to obtain the subject prefix}
8: Result← “ sp1tarikurenga a1” {verbalize

with the appropriate subject prefix}
9: else

10: np ← getP lural(n1) {pluralize the noun}
11: ncp ← getNC(np) {get the plural noun

class}
12: spp ← getSubjectPrefix(ncp) {get the

plural subject prefix}
13: Result← “ spptarikurenga a1” {verbalize

with the plural noun and subject prefix}
14: end if
15: return Result

Minimum cardinality (≥) is typically rendered in
English as ‘a minimum of’, ‘not less than’, or ‘at
least’. We apply ‘at least’ as the Runyankore verbal-
ization, again because this is a more directly trans-
latable version. Like the verbalization of existential
quantification (∃) in (Byamugisha et al., 2016a), it
uses hakiri for ‘at least’. However, unlike ∃ where
we always have -mwe for ‘one’, ≥ has the number
instead (unless the number is 1). Thus, a verbaliza-
tion similar to ∃ is used, also using the subject prefix
of the concept quantified over. The examples below
illustrate this case; e.g., e is the subject prefix of NC
9, for diguri ‘degree’:
Axiom1: Panado v ≥ 4 has.ActiveIngredient

Buri Panado hakiri eine ebirungo by’amaani 4
‘Every Panado has at least 4 active ingredients’

Axiom2: Student v ≥ 1 has.Degree

Buri mwegi hakiri aine diguri emwe
‘Every student has at least 1 degree’

Similar to the verbalization of ≤, there is a need to
pluralize the noun whenever the number after ≥ is
greater than 1 (as is the case in Axiom 1, above).
Due to space limitations, we omit the algorithm, as
it is similar to Algorithm 2.1.

The English verbalization of exact cardinality (=)
is ‘exactly’. However, Runyankore does not have
a direct translation for ‘exactly’, but uses ‘only’ in-
stead. The word for ‘only’, -onka, requires the sub-
ject prefix to form the full word. In the following
examples, bw and ky are the subject prefixes of NC
14 and 7, respectively, to which the nouns obujuma
‘pills’ and ekitabo ‘book’ belong, respectively:
Axiom1: Patient v = 2 takes.Pill

Buri murweire natwara obujuma 2 bwonka
‘Every patient takes only 2 pills’

Axiom2: Child v = 1 has.Book
Buri mwana aine ekitabo 1 kyonka
‘Every child has only 1 book’

As is the case with ≤ and ≥, the noun is plural-
ized whenever the number is greater than 1. The
algorithm is fairly similar to the others and therefore
omitted due to space limitations.

2.2 Processing of Prepositions
The presence of prepositions in roles (relations),
such as ‘works for’, and passives, such as ‘operated
by’ changes the pattern in which the role is verbal-
ized. While the algorithms cannot yet deal with any
arbitrary preposition, we cover those that appeared
in our test ontologies. These include: ‘with’ na, ‘in’
omu, ‘of’ (depends on the NC of the noun), and ‘by’
w. Our implementation of ‘of’ and ‘by’ is limited
to the situation where the former is present after a
noun, and where the verb is in past tense for the lat-
ter. Examples of roles containing these prepositions
are: works with → naakora na; offered in → ne-
herezibwa omu; part of→ ekicweka kya; and driven
by→ naavugwa. ‘With’ and ‘in’ are translated as na
and omu respectively, except when the verb is in the
past tense, then the passive is introduced (as is the
case with neeherezibwa). This case is similar to the
verbalization of ‘by’ (see also Section 2.3). The ver-
balization of ‘of’ is different, as the NC of the noun
(NC 7 in the example above) is required to obtain
the genitive ekya, which then drops its initial vowel
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to form kya. Algorithm 2.2 shows the verbalization
process of ‘of’. The corresponding rules have been
added to the ruleset.

Algorithm 2.2 Verbalization of ‘of’)
1: A axiom; Variables: n1 g1, nc1, and p1;

and functions: getNoun(A), getNC(n1),
getPreposition(n1), getGenitive(nc1), and
dropIV (g1)

2: n1 ← getNoun(A) {obtain the main noun in
the axiom}

3: p1 ← getPreposition(n1) {obtain the
preposition from the XML file}

4: nc1 ← getNC(n1) {obtain the noun class}
5: g1 ← getGenitive(nc1) {use the NC to obtain

the genitive}
6: g′

1 ← dropIV (g1) {Drop the initial vowel of
the genitive}

7: Result← n1 g′
1 {Verbalize with the noun and

the genitive}
8: return Result

2.3 The Passive in Context-Free Grammars
In Byamugisha et al., (2016b), we used a CFG for
verb conjugation. In order to cater for the pas-
sive as explained in Section 2.2, we added a new
non-terminal to our original CFG that had 6 non-
terminals. The passive is under the ‘extensions’
grammatical slot (Turamyomwe, 2011), represented
here as non-terminal EX , which is placed between
the verb stem V S and the final vowel FV . The new
CFG is now as follws:

S → IG FM V S EX FV

IG→ PN IT

PN → ti | ni
IT → a | o | n | tu | mu | ba | gu | gi | ri | ga | ki |

bi | e | zi | ru | tu | ka | bu | ku | gu | ga
FM → ∅
V S → kyendez | gw | vug | gend
EX → w | er | erer | ir | zi | is | n | ur | uur | gur |

V S | isPN

FV → a | e | ire
This extended CFG was also added to our ruleset.

2.4 Phonological Conditioning
Due to the agglutinative nature of Runyankore, the
text resulting from our algorithms sometimes con-

tains letter combinations that do not exist in Run-
yankore phonology. When this happens, phonolog-
ical rules are used to make the required changes
that reflect the sound change in language. This is
referred to as phonological conditioning, which is
considered as a last step of text generation. Table
1 shows a sample of the inputs into this step, un-
der which process it occurs, the output after phono-
logical conditioning, and the reason why this is the
case. Note that while some cases that require phono-
logical conditioning appear similar, and would thus
be assumed to have the same solution, this is actu-
ally not the case. Take the example of baona and
baonka, which could be assumed to both be solved
by a double vowel, leading to boona and boonka re-
spectively. Instead, each case is assessed individu-
ally, due to the presence of the nasal compound nk,
which therefore results in boona and bonka.

All algorithms and rules have been implemented
and first verified with four ontologies: SNOMED-
CT, university1, people2, and family3. We were able
to generate text for all axioms which contained our
selected constructors.

3 Evaluation of Generated Text

The typical method of evaluating the performance
of NLG systems is to ask subjects to read and judge
the generated text, as compared to human-authored
text (Bouayad-Agha et al., 2012). Another form of
evaluating NLG systems is to present people with
a text composed of both human-authored and com-
puter generated text, and ask them to identify which
is which (de Rosis et al., 1999; Hussain et al., 2015).
We used both methods in our evaluation. Similar to
Hussain et al., (2015), we both rated the generated
text for grammatical correctness and understand-
ability, as well as distinguished between human-
authored and computer generated text.

3.1 Materials and Methods

A questionnaire survey was used to evaluate the gen-
erated text. The questionnaire had three main sec-

1http://www.mindswap.org/ontologies/
debugging/university.owl

2http://owl.man.ac.uk/2005/07/sssw/
people

3http://www.mindswap.org/ontologies/
family.owl
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Table 1: Examples of when phonological conditioning is required.

Before Process After Reason
abaegi Pluralization abeegi Vowel coalescence
kiona Agglutination kyona Whenever i is followed by a vowel, it is converted to y
baona Agglutination boona Vowel coalescence
baonka Agglutination boonka, then bonka When a double vowel (oo) precedes a nasal compound

(-nk-), vowel elision occurs
niavuga Conjugation navuga, then

naavuga
First, vowel elision occurs with ni, then the vowel is
doubled due to vowel harmony

tions: (1) age, highest level of education, occupa-
tion, and first language; (2) 10 generated sentences,
which were varied based on the DL constructor be-
ing verbalized, as well as the presence of special
conditions like prepositions, the passive, and defi-
nitions; and (3) 10 sentences, of which 5 human-
authored and 5 computer generated. The study was
conducted in Mbarara, a district in Uganda, where
Runyankore is ethnically and predominantly spo-
ken. We used purposive sampling by only select-
ing participants who could read, write, and speak
Runyankore. We evaluated with both linguists and
non-linguists. We obtained 100 non-linguists from a
single village, Mirama. In order to inform our tar-
get population that we were looking for study par-
ticipants, an announcement was made at the local
catholic church after the Sunday service. This in-
formation was related to the headmaster of a nearby
school, who agreed to let his students and staff take
part in our study. All our study participants were
at least 18 years old. We also contacted 3 linguists
from the Department of African Languages, College
of Humanities and Social Sciences, Makerere Uni-
versity in Uganda.

We used a modified version of the questionnaire
for linguists, which had 4 sections. The first 3 were
similar to the questionnaire given to non-linguists;
but we added a forth section to evaluate the output
from the CFG. This section had 99 conjugated verbs,
testing both the standard CFG and deviations from
the standard CFG, negation, several verb stems from
the ontologies, and phonological conditioning.

Grammatical Correctness and/or understand-
ability The 10 sentences were required to be
graded each according to four criteria: grammati-

cally correct and understandable, incorrect grammar
but understandable, grammatically correct but not
understandable, and incorrect grammar and not un-
derstandable. Table 2 shows all the sentences in the
questionnaire, as well as the DL axioms they verbal-
ize, and the specific constructor whose verbalization
we were testing for.

Sentence G originally had ‘ProfessorInHCIorAI’
and ‘AIStudent’ as concepts in the axiom. However,
‘AI’ and ‘HCI’ were replaced with ‘Science’ before
the evaluation, because they were unfamiliar to the
study participants, and this could have negatively af-
fected how the sentence was graded.

Computer Generated versus Human-Authored
10 sentences, with 5 authored by a Runyankore
Linguist (H) and 5 computer generated (C), were
presented to study participants. They were then
required to grade each sentence either as human-
authored or computer generated, based on its con-
struction. The sentences used in this part of the ques-
tionnaire are presented in Table 3.1, along with the
DL axioms verbalized.

All study participants received a questionnaire
containing the questions for evaluating grammati-
cal correctness and understandability, and computer
generated vs. human-authored.

3.2 Results and Analysis

99% of the 100 study participants were aged be-
tween 18 and 30 years of age. 94% were students,
5% were teachers, and 1% were retired nurse. 54%
were female, and 94% had high school as their high-
est level of education. All study participants spoke
Runyankore as their first language.

109



Table 2: Sentences evaluated for grammatical correctness and understandability.

DL Axiom Constructor In-
vestigated

Runyankore Sentence

A Chlordiazepoxide hydro
chloride v ∃ Has active
ingredient(Chlordiazepoxide)

∃ in medical do-
main

Buri mubazi gwa hydrochloride ya Chlor-
diazepoxide hakiri gwine ekirungo ekyamaani
kimwe kiri omubazi gwa Chlordiazepoxide.

B Giraffe v ∀ eats.Leaf ∀ Buri ntwiga nerya amapapa goona.
C Leaf v ∃ part of.Leaf ∃ with preposition Buri eipapa hakiri n’ekicweka kya omuti

gumwe.
D Newspaper v Publication v Buri rupapura rwamakuru n’ekihandiiko ek-

ishohoziibwe.
E Person v = 2 has.Parent = Buri muntu aine abazaire 2 boonka.
F Student v ≥ 1 hasDegree ≥ Buri mwegi hakiri aine diguri emwe.
G ScienceProfessor v ∀ advi-

sorOf.ScienceStudent
∀ with preposition Buri purofeesa wa sayansi n’omuhabuzi wa

boona abari abeegi ba sayansi.
H Man v ¬Woman disjointness (v ¬) Omukazi ti mushaija.
I Old Ladyv ∃ has pet.Animal

u ∀ has pet.Cat
u Buri mukaikuru hakiri aine enyamaishwa

erikutungwa abantu kuzaanisa emwe eri
enyamishwa, kandi aine enyamaishwa eriku-
tungwa abantu kuzaanisa zoona eziri enjangu.

J LecturerTaking4Courses v
= 4 takes.Course

= with noun
phrase

Buri mushomesa orikushomesa amashomo ana
natwara amashomo 4 goonka.

Grammatical Correctness and/or Understand-
ability Our preferred outcome during this evalua-
tion was to have all sentences graded as ‘grammati-
cally correct and understandable’ by more than 50%
of study participants. The results are summarised in
Figure 1. Sentences A, D, E, G, and H, which evalu-
ated the verbalization of: medical ∃, v, =, ∀ with
preposition, and ¬, were regarded as ‘grammati-
cally correct and understandable’ by over 50% of the
study participants (66%, 80%, 86%, 71%, and 92%
respectively), which was a very positive outcome.
Sentences B and J received the highest scores of
‘grammatically correct and understandable’ among
its scores (47% and 38% respectively), but this was
followed closely by ‘incorrect grammar but under-
standable’ (with 41% for B and 35% for J).

Sentences C, F, and I, which evaluated the ver-
balization of ∃-with preposition, ≥, and u,were re-
garded as ‘grammatically correct and understand-
able’ by only 8%, 34%, and 26% of the study par-
ticipants, respectively. They were graded for the
worst outcome (incorrect grammar and not under-
standable) by 18%, 13%, and 35% of study partic-

ipants respectively. The grading of sentences C, F,

Figure 1: Evaluation results: A, D, E, G, and H performed very

well (> 65%); C, F, and I performed poorly (< 35%); B and J

performed marginally

and I was due to a lack of vowel assimilation, issues
of syntax versus semantics, and wrong pluralization
of definitions, respectively. The algorithms were up-
dated to perform vowel assimilation and pluralize
definitions accordingly.
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Table 3: Sentences evaluated as either computer generated (C) or human-authored (H)
Label DL Axiom Runyankore Sentence
C1 Dog v ∃ eats.Bone Buri mbwa hakiri nerya eigufa rimwe.
C2 Hydrocodone v Morphine derivative Buri mubazi gwa Hydrocodone n’omubazi

gwokukyendeeza obusaasi.
H1 Lecturer v ¬ Professor Omushomesa wa yunivasite ti purofeesa.
C3 Sheep v ∀ eats.Grass Buri ntaama nerya ebinyaansi byoona.
H2 Student v ≤ 7 studies.Course Buri mwegi naashoma amashomo gatarikurenga 7.
C4 TeachingFaculty v ≤ 3 takes.Course Abashomesa omu kitongore boona nibatwara

amashomo gatarikurenga 3.
H3 Hydrocodone v Opiate Buri mubazi gwa Hydrocodone gurimu ebirungo

ebirikukyendeeza obusaasi.
H4 Parent v ∃ hasChild Buri muzaire nomuntu oine haakiri omwana omwe.
C5 Cat v ¬ Dog Enjangu ti mbwa.
H5 Van v Vehicle Buri vaani nemotoka.

Computer Generated Versus Human-Authored
The desired outcome for this part of the evaluation
was to have all computer generated sentences graded
as human-authored by at least 66% of study partici-
pants. Hussain et al., (2015) evaluated for the same,
but with 3 professionals, and their best result was
that 64% of the overall text were regarded as human-
authored. Our results are summarised in Figure 2.
All computer generated sentences (C) except for C4
(with 64%) were above this bar. C1, C2, C3, and
C5 were regarded as human-authored by 78%, 71%,
90%, and 97% of study participants respectively.

On the other hand, some human-authored text per-
formed under the desired threshold. H2 just made it
with 66%, while H3 and H5 were below with 64%
and 56% of study participants respectively, regard-
ing them as human-authored. They actually per-
formed worse than computer generated text.

The implication that most study participants (>
60%) regarded all generated text as having been
written by a human being is positive outcome.

Results from Linguist We have so far received
feedback from one of the 3 linguists we contacted,
and we present that feedback here. From the same
sentences in Table 2 (except I) for evaluating gram-
matical correctness and/or understandability, A, D,
E, and G were graded as ‘incorrect grammar but un-
derstandable’, due to: the issue of translating med-
ical terminologies, the nature of the text from the
axiom, a lack of proper phonological conditioning,

Figure 2: Computer vs Human: C1, C2, C3, C5 considered hu-

man authored by more than 66%; H2, H3, H5 performed worse

than C

and the incorrect arrangement of the prepositional
phrase respectively. C was graded as both incor-
rect and not understandable because of an error in
the algorithm. This led to a modification of the
grammar rules and algorithms. After the poor per-
formance of sentence I in the non-linguists’ ques-
tionnaire, arising from the translation of ‘pet’, we
used a different axiom for the linguists, in order to
focus their evaluation on the verbalization of con-
junction. We used: Old Lady v ∃ reads.Publication
u ∀ reads.Tabloid. This was verbalized as: Buri
mukaikuru hakiri nashoma ekihandiiko ekishohozi-
ibwe kimwe, kandi naashoma taburoyidi zoona. It
was regarded as ‘grammatically correct but not un-
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derstandable’ because ‘tabloid’ was naturalized as
taburoyidi. This is however the conventional way of
translating loan words, and its negative effect on the
grading of the sentence was unexpected. Sentences
B, F, H, and J (except for the issue with the nasal
compound) were graded as ‘grammatically correct
and understandable’. Except for H, the rest differ
from the evaluation by non-linguists, where F was
regarded as ‘incorrect grammar but understandable’
by 35%, 1% more than those who regarded it as
‘grammatically correct and understandable’. Sen-
tences B and J were only marginally regarded as
being grammatically correct and understandable. It
will be interesting to see whether all linguists will
have a similar evaluation. From the same sentences
in Table 3.1, C1, C2, H2, C4, and H3 were graded
as human-authored; while H1, C3, H4, C5, and
H5 were graded as computer generated. The rea-
sons for differences in assessing this between lin-
guists and non-linguists are unclear, as neither group
explained their choice. It is however encouraging
that more computer generated text was considered
human-authored by a linguist.

When evaluating the performance of the CFG, 11
of the 99 conjugated verbs presented in the question-
naire were considered as incorrect: 1 due to a wrong
subject prefix, 2 due to the need for an extra suffix,
and 8 because vowel harmony was not implemented.
The subject prefix and vowel harmony errors have
since been fixed. The need for an extra suffix was
only identified for the verb stem for ‘eat’ (ry). We
are still investigating this error.

4 Discussion

Our work here adds to the growing efforts to verbal-
ize ontologies in multiple languages. It has also pro-
vided a basis to consider that the underlying theories
could be generalizable to other Bantu languages. In
our previous work (Byamugisha et al., 2016a; Bya-
mugisha et al., 2016c), we showed that the factors
affecting verbalization in isiZulu and Runyankore
are the same, and both Runyankore and isiZulu had
similar exceptions to pluralizing nouns according to
the standard NC table. Further, the passive as a
grammatical slot is present in the verbal morpholo-
gies of both languages.

Perhaps most interestingly for our domain of in-

terest, is that the use of a small sample of SNOMED-
CT, a very large healthcare ontology, during test-
ing, helped to investigate how to translate medical
jargon to Runyankore. In some cases, the term is
maintained, which is the case for common terms
like ‘Panado’; in others, it is given context, e.g., hy-
drocodone translated as omubazi gwa hydrocodone
‘medicine of hydrocodone’; or a mixed transslation
and context approach, e.g., endwara ya shukari ‘dis-
ease of sugar’, where ‘sugar’ is a common trans-
lation for ‘diabetes’ in a healthcare context; while
in extreme cases, the term is defined, e.g., opiate
translated as omubazi ogukusinza ogukwejunisibwa
kukyendeza obusaasi ‘medicine which intoxicates as
treatment to reduce pain’. There are several terms
for anatomy, diseases, and drugs which are not di-
rectly translatable to Runyankore, but this offers a
starting point to show alternative ways to handle it.

Further, the results from the evaluation of the
generated text are very encouraging, both from a
linguist and non-linguists. Additionally, important
feedback was obtained, which enabled us to make
modifications to the initial rules and algorithms.

5 Conclusion

New algorithms for knowledge-to-text verbalisation
into Runyankore have been developed. These in-
clude: i) rules and algorithms for cardinality con-
straints (maximum, minimum, and exact), therewith
extending the language coverage, ii) handling some
prepositions in complex roles; iii) processing the
passive with a CFG, and iv) phonological condition-
ing. We have evaluated the text generated by the
algorithms and rules with a group from the general
population on grammatical correctness, understand-
ability, and whether they were computer generated
and human-authored text. The data demonstrated
that most sentences were evaluated as grammatically
correct and understandable, and human authored.
We are currently investigating the architecture re-
quired to implement this as a NLG system.
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Abstract

We propose a new shared task for tactical data-
to-text generation in the domain of source
code libraries. Specifically, we focus on text
generation of function descriptions from ex-
ample software projects. Data is drawn from
existing resources used for studying the re-
lated problem of semantic parser induction
(Richardson and Kuhn, 2017b; Richardson
and Kuhn, 2017a), and spans a wide variety of
both natural languages and programming lan-
guages. In this paper, we describe these ex-
isting resources, which will serve as training
and development data for the task, and discuss
plans for building new independent test sets.

1 Introduction

Source code libraries are collections of computer
programs/instructions expressed in a target pro-
gramming language that aim to solve some set of
problems. Within these libraries, the designers of the
code often use natural language to describe how var-
ious internal components work. For example, Fig-
ure 1.1 shows a docstring description (in red) for
the max function in the Java standard library, which
explains what the function does (i.e., Returns the
greater of ), and the types of arguments that the func-
tion takes (i.e., two long values). Similarly, a related
function and its documentation for the Python pro-
gramming language is shown in Figure 1.2.

Given the tight coupling between such high-level
text and lower-level representations, automatically
extracting parallel datasets in this domain, consist-
ing of short text descriptions and code templates,
is rather straightforward. Such datasets can then
be used to study various translation problems, in-
cluding translating text to code templates (i.e., se-

1. Java Documentation

*Returns the greater of two long values
*/ ...
public static long max(long a, long b)

2. Python Documentation

# from decimal.Context

max(self, a, b):
"""Compares two values numerically
and returns the maximum"""

3. aNALoGuE Challenge (Novikova and Rieser, 2016)
MR input: name[Bibmbap House] food[French]
priceRange[cheap], area[riverside] near[Clare Hall]
NL output: Near Clare Hall, in the riverside area,
Bibimbap serves French food in the price range cheap.

Figure 1: Example source code documentation, or docstrings

in 1-2, and an example MR/text pair.

mantic parsing), or generating representations to
text (i.e., data-to-text generation). In previous work
(Richardson and Kuhn, 2017b), we looked at us-
ing source code libraries to study the first problem,
and have collected datasets for 43 software libraries
across 7 natural languages. We have also created a
tool, called Function Assistant, for extract-
ing new datasets from arbitrary software projects
(Richardson and Kuhn, 2017a).

In this paper, we propose using these resources
for studying the second problem. The task can
be described as follows: given a source code li-
brary dataset or collection of datasets consisting of
text and code template pairs, e.g., the text Returns
the greater of two.. and the function representa-
tion static long max(..) in Figure 1.1, cre-
ate a model that generates well-formed natural lan-
guage descriptions of these formal code inputs. This
task involves solving several sub-tasks, chief among
them being lexicalization, or the problem of how to
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verbalize the function name and return value (here
using a VP returns the greater of ), and the func-
tion’s arguments (expressed here as a plural expres-
sion, two long values). As shown in Figure 1.3, ex-
isting lexicalization tasks tend to involve input rep-
resentations that have considerable lexical overlap
with the verbal output, which is not the case with
our datasets and therefore makes our problem more
difficult. In addition, there is the problem of real-
ization, or here aggregating the description as a sen-
tence with an implied subject containing a transitive
verb and a complex object, where the referring ex-
pression is attached as a PP.

The available resources make the task highly mul-
tilingual, both in terms of the input programming
languages and output natural languages. Since pro-
gramming languages differ in terms of represen-
tation conventions, each formal language provides
unique challenges related to these differences. For
example, statically-typed languages, such as Java in
Figure 1.1., contain more information about argu-
ment and return values than dynamically-typed lan-
guages, such as Python in Figure 1.2.

In what follows, we motivate this task by dis-
cussing related work. We also discuss the current
datasets and plans to build new independent test sets.

2 Related Work

Data-to-text generation concerns the problem of
generating well-formed, natural language descrip-
tions from non-linguistic, formal meaning represen-
tations (Gatt and Krahmer, 2017). In our case, the
input to a given generation system is a source code
representation. In order to learn a natural language
generation (NLG) system from data, a parallel cor-
pus containing pairs of inputs and outputs must be
constructed. In many studies on data-to-text gen-
eration, these parallel resources are relatively small,
cf. work on sportscasting (Chen and Mooney, 2008),
weather reporting (Belz, 2008; Liang et al., 2009),
or biology facts (Banik et al., 2013). We follow
similar efforts to build automatic parallel resources
(Belz and Kow, 2010) by mining example software
libraries for (raw) pairs of short text descriptions and
function representations.

A recent trend is the use of crowd-sourcing to ob-
tain parallel NLG data (Wen et al., 2016; Novikova

et al., 2016; Gardent et al., 2017). Crowd-workers
are presented with some meaning representation
(MR, e.g., triples from a knowledge base) and asked
to verbalize these representations in natural lan-
guage. For example, the MR input in Figure 1.3 in
the restaurant domain is verbalized as the NL out-
put text. While this method allows for fast anno-
tation, and thus solves the data scarcity problem, it
also raises some new issues. For instance, sentences
or utterances are produced by crowd-workers with-
out much context, which puts to question the natu-
ralness of the resulting text. Novikova et al. (2016)
compare collecting data from logic-based MRs, of
the type shown in Figure 1.3, and pictorial MRs, and
find that the former approach leads to less natural
and less informative descriptions. This seems to be
related to the problem that the natural language sen-
tence is a very close verbalization of the “logic” in-
put, i.e., many terms in the MR can be simply taken
up in the sentence.

Our approach relies on naturally occurring verbal
descriptions produced by human developers. Our in-
put data (source code representations) seems more
abstract than previously used representations e.g. in
the restaurant domain where many lexical items in
the target utterance already appear in the MR. Thus,
our input data is more “naturally occurring” in the
sense that it has not been designed specifically for
an NLG system (as compared to Wen et al. (2016)
who randomly generate input representations) yet it
still corresponds to a formal language. We expect
that there is relatively little lexical correspondence
between source code representations and verbal de-
scriptions and that this is an interesting challenge
for data-driven NLG, as simple “alignment” meth-
ods might fail to predict lexicalization.

While natural language generation in technical
domains has long been of interest to the NLG com-
munity (Reiter et al., 1995), there has been renewed
interest in this and other closely related topics over
the last few years in NLP (Allamanis et al., 2015;
Iyer et al., 2016; Yin and Neubig, 2017), making a
shared task on the topic rather timely. While prepar-
ing the final version of this paper, we learned about
the work of (Miceli Barone and Sennrich, 2017),
who similarly look at generating text from automat-
ically mined Python projects, using a similar set of
tools as ours. This interest seems largely related to
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the wider availability of new data resources in the
technical domain, especially through technical web-
sites such as Github and StackOverflow. Rather than
focus on unconstrained source code representations,
as done in some of these studies, we believe that lim-
iting the expressivity of the generation input to func-
tion representations within known software libraries
allows for more controlled experimentation.

On the resource side, our datasets are taken
from (Richardson and Kuhn, 2017b; Richardson and
Kuhn, 2017a). These resources have been used
to study the problem of semantic parser induction,
which is the inverse of the proposed data-to-text
task. Given the close connection between the two
tasks, there is often considerable overlap between
the techniques used to solve either problem, tech-
niques that are largely drawn from work on statisti-
cal machine translation (Wong and Mooney, 2006;
Belz and Kow, 2009) and parsing (Zettlemoyer and
Collins, 2012; Konstas and Lapata, 2012). While
some approaches to generation explicitly use se-
mantic parsing methods (Wong and Mooney, 2007;
Zarrieß and Richardson, 2013), a more systematic
investigation into the relation between these two
tasks seems missing, which is a topic that we hope
to address in this shared task.

3 Task Description

Given a collection of datasets consisting of text
x and function representation z pairs, or D =
{(x, z)i}ni , the goal is to create a generation system
that can produce well-formed, natural language de-
scriptions from these representations, or gen : z →
x. As discussed above, such descriptions should
not only cover what the associated function does
in general, but should also describe the function’s
various parameters. As a secondary (optional) task,
we will allow generation systems that accommodate
processing in the other direction to compete on the
task of semantic parsing, sp : x→ z, or generating
function representations from text input.

3.1 Main Research Questions

Recent data-driven approaches in NLG have been
successful in modeling end-to-end generation from
unaligned input-output, cf. (Angeli et al., 2010;
Mairesse and Young, 2014; Dušek and Jurcicek,

2015; Wen et al., 2016). However, these system have
been mostly tested on datasets (e.g., in the restaurant
domain) that require describing very similar entities,
entities that are encoded in MRs that have consider-
able lexical overlap with the target text output. A
central research question is whether these end-to-
end approaches scale to NLG settings that involve
substantially harder lexicalization problems, such as
with our datasets where the overlap is considerably
less. Similarly, generating source code documenta-
tion also involves describing a wide variety of func-
tions from many different libraries, meaning that
many more lexical concepts need to be learned.

A more general question is the following: to
what extent can one build a function to text genera-
tion system by relying only on example input-output
pairs? This question is partly about the sufficiency
of function representations for natural language gen-
eration, namely, are these representations detailed
enough to serve as a reasonable knowledge represen-
tation for natural language? If not, what is missing?
How do hybrid approaches, perhaps approaches that
rely on linguistically well-founded translation con-
straints and information about natural language syn-
tax, fare against purely data-driven systems that rely
solely on input-output as evidence?

Finally, the semantic parsing task addresses the
following questions: what is the precise relationship
between semantic parsing and data-to-text genera-
tion? Does an improvement in one task lead to an
improvement in the other task? Is data-to-text gen-
eration simply an inverse semantic parsing task (Gatt
and Krahmer, 2017) or are the two tasks fundamen-
tally different?

4 Datasets

4.1 Train and Development Sets

Figure 2 shows information about the two datasets
that will be available for model development, which
were first introduced in (Richardson and Kuhn,
2017b) and (Richardson and Kuhn, 2017a) respec-
tively1. None of these datasets have been previously
used for data-to-text generation. The first dataset
consists of the standard library documentation for 9
programming languages, including Java, Ruby, PHP,

1Please see the original papers to get more detailed informa-
tion about each dataset
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Dataset # Software Projects # Training Pairs # Programming Languages # Natural Languages
Standard Library Docs 16 38,652 9 7
Python 27 27 37,567 1 1

Figure 2: A description of the currently available software datasets for model development.

Python, Elisp, Haskell, Clojure, C, and Scheme.
In addition, this resource includes documentation
in 7 natural languages, including English, French,
Spanish, Russian, Japanese, Turkish, and German.
The second resource includes 27 publicly available
Python projects, taken from the well-known awe-
some Python list of (Chen, 2017).

Each individual standard library documentation
set or Python project consists of short text descrip-
tions with function representations. While each
function representation typically has only a single
text description, background information in the doc-
umentation allows one to find related functions, and
therefore related descriptions, which can be taken
into account for training and evaluation. We note
that there is wide variability in the size of each indi-
vidual dataset, and some datasets are low-resource.
One interesting research question is whether it is
feasible to build a NLG system in these low-resource
scenarios, and whether training on multiple lan-
guages can help. In our previous experiments, we
built individual models for each parallel dataset,
though participants will be free to build models that
are trained on multiple projects if desired.

We also note that these datasets are constructed
automatically, and our existing extraction tool does
not do extensive text preprocessing. The motiva-
tion for this is that we can quickly construct new
resources for model development and evaluation,
though the result is that some of available text de-
scriptions are noisy. We however regard this “noisi-
ness” as an interesting technical challenge, and con-
trasts with other shared tasks where more carefully
curated data is assumed.

4.2 Test Sets
The publicly available test sets will be used for eval-
uation (see details of the evaluation below). In or-
der to ensure that participants are not fitting their
models to these sets, we are proposing to build three
additional evaluation sets, each corresponding to a
different programming language. These resources
will be built using the Function Assistant

toolkit (Richardson and Kuhn, 2017a), which al-
ready supports building parallel datasets from ar-
bitrary Python source code projects, and will soon
have functionality for the Java language.

The first two test sets, or evaluation tracks, will
be specific to the Python and Java language, and
will consist of unseen function representation-text
pairs for each language. By having two separate sets
according to language, we can see whether genera-
tion quality differs between different types of pro-
gramming languages. Taking an idea from the re-
cent CoNLL 2017 shared task on dependency pars-
ing, the third evaluation track will include examples
from a surprise programming language that has not
been observed during the training phase. The idea
is to see how generation systems generalize to unob-
served languages where the inputs vary slightly.

5 Evaluation, Baselines and Scheduling

Following other data-to-text shared tasks (Banik et
al., 2013; Colin et al., 2016) and previous work on
text generating from code (Iyer et al., 2016), we will
use automatic evaluation metrics such as BLEU and
METEOR to evaluate system output. We will also
perform fluency-based human evaluation on a sub-
set of each test set using student volunteers from the
Institute for Natural Language Processing (IMS), at
the University of Stuttgart, Germany.

To establish baseline results, we have already
started a pilot study that uses phrase-based SMT to
do generation. Such models have previously been
used to establish strong baseline generation results
(Belz and Kow, 2009; Wong and Mooney, 2007),
and have the advantage of being easy to run using
known open-source tools. Since these models only
require parallel data, they also show what a purely
input-output driven model is capable of achieving on
these datasets.

All publicly available datasets are immediately
available for system development. The goal is to de-
velop the new test sets before the end of 2017, and
for the evaluation to be carried out in summer 2018.
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Abstract

We propose a shared task on multilingual Sur-
face Realization, i.e., on mapping unordered
and uninflected universal dependency trees to
correctly ordered and inflected sentences in a
number of languages. A second deeper in-
put will be available in which, in addition,
functional words, fine-grained PoS and mor-
phological information will be removed from
the input trees. The first shared task on Sur-
face Realization was carried out in 2011 with
a similar setup, with a focus on English. We
think that it is time for relaunching such a
shared task effort in view of the arrival of Uni-
versal Dependencies annotated treebanks for
a large number of languages on the one hand,
and the increasing dominance of Deep Learn-
ing, which proved to be a game changer for
NLP, on the other hand.

1 Introduction

In 2017, three shared tasks on Natural Language
Generation (NLG) take place: Task 9 of SemEval
(May and Priyadarshi, 2017), WebNLG1 and E2E2.
The first starts from Abstract Meaning Representa-
tions (AMRs), the second from RDF triples, and
the third from dialog act-based Meaning Represen-
tations (MRs) respectively. With these efforts, the
focus is put on “real-life” generation, since the re-
spective inputs come from existing analyzers (for
AMRs) or existing databases (for RDF triples and

1http://talc1.loria.fr/webnlg/stories/
challenge.html

2http://www.macs.hw.ac.uk/
InteractionLab/E2E/

MRs). This shows that the research on NLG is on
the right track and that there is an interest in large
scale “deep” NLG. However, both the 2017 and the
past shared tasks (including the 2011 Surface Real-
ization Shared Task (Belz and et al., 2011)) focus on
English; multilingual generation has been neglected
largely so far.

On the other side, the last years saw a push in the
annotation of multilingual treebanks with so-called
Universal Dependencies (UDs), such that nowa-
days resources for a number of languages are avail-
able and can be used for shared tasks.3 Further-
more, recent years witnessed a shift of the process-
ing paradigm in applications such as parsing and
machine translation from traditional supervised ma-
chine learning techniques to deep learning.4 This is
also a chance for NLG, which could benefit from
deep learning to a greater extent than it currently
does.

Our objective is to set up a follow-up of the 2011
Surface Realization Shared Task (SR’11) at Gener-
ation Challenges (Belz and et al., 2011); this time
with an emphasis of multilingual surface genera-
tion from UD treebanks. The success of deep learn-
ing techniques in a number of areas of natural lan-
guage processing furthermore opens the avenue to a
broader range of system designs than have been seen
before.

As in SR’11, the proposed shared task comprises

3See the recent parsing shared task based on
UDs (Nivre and de Marneffe et al., 2016): http:
//universaldependencies.org/conll17/.

4See for instance the 1st NMT workshop, in which the NLG
topic is also addressed: https://sites.google.com/
site/acl17nmt/.
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two tracks with different levels of difficulty:5

• Shallow Track: This track will start from gen-
uine UD structures from which word order in-
formation has been removed and the tokens
have been lemmatized, i.e., from unordered
dependency trees with lemmatized nodes that
hold PoS tags and morphological information
as found in the original annotations. It will con-
sist in determining the word order and inflect-
ing words.

• Deep Track: This track will start from UD
structures from which functional words (in par-
ticular, auxiliaries, functional prepositions and
conjunctions) and surface-oriented morpholog-
ical information have been removed. In addi-
tion to what has to be done for the Shallow
Track, the Deep Track will thus consist of the
introduction of the removed functional words
and morphological features.

The participating teams will be expected to pro-
duce outputs at least for the Shallow Track.

2 Data

Universal Dependencies6 (UD) have attracted in re-
cent years interest from many researchers across dif-
ferent fields of NLP. Currently, 70 treebanks cover-
ing about 50 languages can be downloaded freely7.

UD Treebanks facilitate the development of an
application that works potentially across all of the
UD treebank languages in a uniform fashion, which
is a big advantage for system developers. These tree-
banks are also a good basis for a multilingual shared
task: a system that has been built for some of the
languages may work for most of the other languages
as well.

For the SR’18 Task, we will use a subset of the
UD treebanks, selecting about 10 languages with
an annotation of high quality, which provides PoS
tags and morphological annotation (number, tense,
verbal finiteness, etc.). A subset of at least 4 tree-
banks will be used for the Deep Track. The tree-
banks will be selected according to (i) the expertise

5In what follows, we refer to the proposed task as ‘SR’18’.
6http://universaldependencies.org/#en
7https://lindat.mff.cuni.cz/repository/

xmlui/handle/11234/1-1983

of the task organizers in the corresponding language,
(ii) the availability of native speakers for conversion
and evaluation, (iii) the size of the treebank, (iv) the
feasibility of the format conversion, (v) the variety
of linguistic features captured in the annotation.

For the input to the Shallow Track, the UD struc-
tures will be processed as follows:

1. the information on word order will be removed
by randomized scrambling;

2. the words will be replaced by their lemmas or
stems, depending on the availability of lemma-
tization and stemming tools, respectively.

For the Deep Track, additionally:

3. functional prepositions and conjunctions that
can be inferred from other lexical units or from
the syntactic structure will be removed, as e.g.,
“by” and “of” in Figure 2;

4. determiners and auxiliaries will be replaced
(when needed) by attribute/value pairs, as, e.g.,
“Definiteness” and “Aspect” in Figure 3;

5. edge labels will be generalized into pred-
icate argument labels, following the Prop-
Bank/NomBank edge label nomenclature
(Meyers and et al., 2004; Palmer et al., 2005),
with three main differences: (i) there will be
no special label for external arguments (i.e.,
no “A0”), which means that all first arguments
of a predicate will be mapped to A1, and the
rest of the arguments will be labeled starting
from A2; (ii) all modifier edges “AM-...” will
be generalized to “AM”; (iii) there will be a
coordinative relation; and (iv) any relation that
does not fall into the first three cases will be
assigned an underspecified edge label.

6. morphological information coming from the
syntactic structure or from agreements will be
removed; in other words, only “semantic” in-
formation such as nominal number and verbal
tense will be maintained in the Deep input, as
opposed to verbal finiteness (which comes from
the structure) or verbal number (which comes
from agreement with the subject);
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7. fine-grained PoS labels found in some tree-
banks (as, e.g., column 5 in Figure 2) will be
removed, and only coarse-grained ones will be
maintained (column 4 in Figures 2 and 3).

The idea beyond the Deep Track is to make the
input closer to a real-life input to NLG systems, in
which no syntactic or language-specific information
is available (see, e.g., the inputs in the SemEval,
WebNLG, E2E shared tasks), while keeping it rel-
atively simple. The main differences between the
proposed Deep input and AMRs are the following:
(i) no linking with NE databases; (ii) no abstraction
of nominal VS verbal events; (iii) no OntoNotes la-
beling; (iv) no shared arguments; (v) no typed cir-
cumstancials.

The inputs to the Shallow and Deep Tracks will
be distributed in the CoNLL-U format8, and in the
Human-Friendly Graph (HFG) format, as in SR’11
(Belz and et al., 2011). Figures 1, 2 and 3 show a
sample original UD annotation for English, a sam-
ple input for the Shallow Track, and a sample input
for the Deep Track respectively, in the 10-column
CoNLL-U format.

3 Evaluation

We will perform both automatic and manual evalua-
tions of the outputs of the systems.

For the automatic evaluation, we will compute
scores with the following metrics:

1. BLEU as geometric mean of 1 to 4-grams with
smoothing to compute sentence level scores,

2. NIST n-gram similarity weight,

3. METEOR lexical similarity based on stem, syn-
onym and paraphrase matches.

We will apply text normalization before scoring.
For n-best ranked system outputs, we will com-
pute a single score for all outputs by computing
the weighted sum of their individual scores, with a
weight assigned to an output in inverse proportion
to its rank. For a subset of the test data we may ob-
tain additional alternative realizations via Mechani-
cal Turk for use in the automatic evaluations.

8http://universaldependencies.org/
format.html

For the human-assessed evaluation, we are plan-
ning to use a type of evaluation that is based on pref-
erence judgements (Kow and Belz, 2012, p.4035),
using the existing evaluation interface described in
Kow and Belz’s paper. As in SR’11, we plan to use
students in the third year of an undergraduate de-
gree, from Cambridge, Oxford and Edinburgh. Two
candidate outputs9 will be presented to the evalua-
tors, who will assess them for Clarity, Fluency and
Meaning Similarity. For each criterion, they will be
asked not only to state which system output they pre-
fer, but also how strong is their preference.

We plan to organize a workshop collocated with
ACL ’18, COLING ’18, or EMNLP ’18 at which
the results of the SR’18 will be presented. To en-
sure a smooth setup of the Shared Task and a swift
evaluation of the system outputs, the organizers will
contribute with their research funds. Furthermore,
Google sponsorship will be solicited.

4 Conclusion

With this shared task, we aim to continue a very suc-
cessful first shared task on surface realization. We
think it is a good moment to take this topic up again
due to emerging new techniques and system designs,
new available data sets that can be used as basis for
data-preparation, and a broad interest in deep gener-
ation techniques that emerges from new applications
such as chat bots and personal assistants. We hope
to attract a number of submissions within these ap-
plication contexts (not only from the generation, but
also, for instance, from the parsing community) and
deepen the interest in text generation.

Beyond the possible impact of the tools developed
in the context of this shared task due to the standard
input sets and thus their easier reuse, we also see the
shared task as an interesting experiment on the us-
ability of UDs in the context of NLG. Our secondary
objective is to assess how feasible it is to connect
UD representations to predicate argument structures
commonly used in deep NLG systems.

A valuable by-product of the shared task will be
a set of input structures derived from UD data on a
shallow and deep levels, which will be useful for fur-
ther system development, application and research.

9Candidate outputs can also include a gold sentence, in ad-
dition to the system output.
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Figure 1: A sample UD structure in English

Figure 2: A sample Shallow input

Figure 3: A sample Deep input

5 Proposed Timeline

Assuming that the presentation of the results will
not take place before mid-July 2018, the proposed
timeline for the shared task would be the following:

• Oct 1, 2017: Completion of the consultation process
regarding SR’18 input specifications and concerned
languages.
• Oct 1–Dec 8, 2017: Implementation of conversion
scripts and production of new inputs.
• Oct 6, 2017: Announcement of SR’18 and website.
• Nov 13, 2017: Call for interest in participation in
SR’18.
•Nov 13, 2017: SR’18 Trial datasets and documentation.
• Dec 11, 2017: Registration for the task.
• Dec 11, 2017: SR’18 training and development sets.
• April 2, 2018: Evaluation scripts available.
•May 14, 2018: SR’18 test sets available.
•May 18, 2018: SR’18 system outputs collected.
•May 21–June 30, 2018: Evaluation period.
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Abstract

The WebNLG challenge consists in mapping
sets of RDF triples to text. It provides a
common benchmark on which to train, eval-
uate and compare “microplanners”, i.e. gen-
eration systems that verbalise a given con-
tent by making a range of complex interacting
choices including referring expression gener-
ation, aggregation, lexicalisation, surface real-
isation and sentence segmentation. In this pa-
per, we introduce the microplanning task, de-
scribe data preparation, introduce our evalua-
tion methodology, analyse participant results
and provide a brief description of the partici-
pating systems.

1 Introduction

Previous Natural Language Generation (NLG) chal-
lenges have focused on surface realisation (Banik et
al., 2013; Belz et al., 2011), referring expression
generation (Belz and Gatt, 2007; Gatt et al., 2008;
Gatt et al., 2009; Belz et al., 2008; Belz et al., 2009;
Belz et al., 2010) and content selection (Bouayad-
Agha et al., 2013).

In contrast, the WebNLG challenge focuses on
microplanning, that subtask of NLG which consists
in mapping a given content to a text verbalising this
content. Microplanning is a complex choice prob-
lem involving several subtasks referred to in the lit-
erature as referring expression generation, aggrega-
tion, lexicalisation, surface realisation and sentence
segmentation. For instance, given the WebNLG data
unit shown in (1a), generating the text in (1b) in-
volves choosing to lexicalise the JOHN E BLAHA

entity only once (referring expression generation),
lexicalising the OCCUPATION property as the phrase
worked as (lexicalisation), using PP coordination to
avoid repeating the word born (aggregation) and
verbalising the three triples by a single complex sen-
tence including an apposition, a PP coordination and
a transitive verb construction (sentence segmenta-
tion and surface realisation).

(1) a. Data: (JOHN E BLAHA BIRTHDATE 1942 08 26)

(JOHN E BLAHA BIRTHPLACE SAN ANTONIO)

(JOHN E BLAHA OCCUPATION FIGHTER PILOT)

b. Text: John E Blaha, born in San Antonio on 1942-

08-26, worked as a fighter pilot

2 Data

As illustrated by the above example, the WebNLG
dataset was designed to exercise the ability of NLG
systems to handle the whole range of microplan-
ning operations and their interactions. It was cre-
ated using a content selection procedure specif-
ically designed to enhance data and text variety
(Perez-Beltrachini et al., 2016). In (Gardent et al.,
2017), we compared a dataset created using the
WebNLG process with existing benchmarks in par-
ticular, (Wen et al., 2016)’s dataset (RNNLG) which
was produced using a similar process. In what fol-
lows, we give various statistics about the WebNLG
dataset using the RNNLG dataset as a reference point.

Size. The WebNLG dataset consists of 25,298
(data,text) pairs and 9,674 distinct data units. The
data units are sets of RDF triples extracted from DB-
Pedia and the texts are sequences of one or more
sentences verbalising these data units.
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Lexicalisation. As illustrated by the examples in
(2), different properties can induce different lexical
forms (a property might be lexicalised as a verb,
a relational noun, a preposition or an adjective).
Therefore, the larger the number of properties, the
more likely the data is to allow for a wider range of
lexicalisation patterns.

(2) X TITLE Y⇒ X served as Y Verb
X NATIONALITY Y⇒ X’s nationality is Y

Relational noun
X COUNTRY Y⇒ X is in Y Preposition
X NATIONALITY USA⇒ X is American Adjective

To promote diverse lexicalisation patterns, we ex-
tracted data from 15 DBPedia categories (Astronaut,
University, Monument, Building, ComicsCharac-
ter, Food, Airport, SportsTeam, WrittenWork, Ath-
lete, Artist, City, MeanOfTransportation, Celestial-
Body, Politician) resulting in a set of 373 distinct
RDF properties (more than three times the num-
ber of properties contained in the RNNLG dataset).
The corrected type token ratio (CTTR1) and the
number of word types is roughly twice as large in
theWebNLG dataset than in RNNLG.

Surface Realisation. To increase syntactic vari-
ety, we use a content selection procedure which ex-
tracts data units of various shapes. The intuition is
that different input shapes may induce distinct lin-
guistic constructions. This is illustrated in Figure 2.
Typically, while triples sharing a subject (SIBLING
configuration) are likely to induce a VP or a sentence
coordination, a CHAIN configuration (where the ob-
ject of one triple is the subject of the other) will more
naturally give rise to object relative clauses or par-
ticipials.

Another factor impacting syntactic variation is the
set of properties (input patterns) cooccuring in a
given input. This is illustrated by the examples in
(3) where two inputs of the same length (3 triples
hence 3 properties) result in text with different syn-
tax. That is, a larger number of input patterns is
more likely to induce texts with greater syntactic va-
riety. By extracting data units from a large number
of distinct domains (DBPedia categories), we seeked
to produce a large number of distinct input patterns.

1Following (Perez-Beltrachini and Gardent, 2017), we use
(Lu, 2008)’s system to compute the CTTR (Carroll, 1964).

CHAIN A B Cmission operator

A participated in C operated B mission

SIBLING

A

D

E

occupation

birthPlace

A was born in E. She worked as a D.
A was born in E and worked as a D.

(3) a. LOCATION-COUNTRY-STARTDATE

⇒ Passive-Apposition-Active
108 St. Georges Terrace is located in Perth, Aus-

tralia. Its construction began in 1981.

b. BIRTHPLACE-ALMAMATER-SELECTION

⇒ Passive-VP coordination
William Anders was born in British Hong Kong,

graduated from AFIT in 1962, and joined NASA in

1963.

As shown in Table 3, the WebNLG dataset con-
tains twice as many distinct input patterns and ten
times more input shapes than the RNNLG dataset. It
is also less redundant with a ratio between number of
inputs and number of input patterns of 2.34 against
10.31 for RNNLG.

Aggregation, Sentence Segmentation and Refer-
ring Expression Generation. Finally, the need
for aggregation, sentence segmentation and referring
expression generation mainly arise when texts con-
tains more than one sentence. As Table 3 shows, al-
though data units are overall smaller in the WebNLG
dataset than in RNNLG, the WebNLG dataset has
a higher number of texts containing more than one
sentence and contains texts of longer length.

3 Participating Systems

The WebNLG challenge received eight submissions
from six participating teams: the ADAPT Centre,
Ireland (ADAPTCENTRE), the University of Mel-
bourne, Australia (UMELBOURNE), Peking Univer-
sity, China (PKUWRITER), Tilburg University, The
Netherlands (UTILBURG), University of Informa-
tion Technology, VNU-HCM, Vietnam (UIT-VNU-
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WebNLG RNNLG

Size
# data-text pairs 25,298 30,842
# distinct inputs 9,674 22,225

Lexicalisation
# properties 373 108
# domains 15 4
# CTTR 6.51 3.42
# Words (Type) 6,547 3,524

Syntactic Variety
# input patterns 4,129 2,155
# input / # input patterns 2.34 10.31
# input shapes 62 6

Aggregation, GRE, Segmentation
# input with 1 or 2 triples 11,111 4,087
# input with 3 or 4 triples 8,172 6,690
# input with 5 to 7 triples 6,015 20,065
# text with 1 sentence 16,740 24,234
# text with 2 sentences 6,798 5,729
# text with ≥ 3 sentences 1,760 879
# words/text (avg/min/max) 22.69/4/80 18.37/1/76

Table 1: Some Statistics about the WebNLG Dataset

HCM) and Universitat Pompeu Fabra, Barcelona,
Spain (UPF-FORGE). Each team submitted out-
puts from a single system except UTILBURG who
submitted outputs from three different systems. As
a result, there were nine systems in total: eight
participating systems and our baseline (BASELINE)
system. These can be grouped into three cate-
gories: pipeline systems, statistical machine trans-
lation (SMT) and neural machine translation (NMT)
systems. Table 3 shows the system categorisations.

Pipeline Systems. Three submissions used a tem-
plate or grammar-based pipeline framework with
some NLG module: UTILBURG-PIPELINE, UIT-
VNU-HCM and UPF-FORGE.

The first two systems, UTILBURG-PIPELINE and
UIT-VNU-HCM, extracted rules or templates from
the training data for surface realisation, whereas the
third system, UPF-FORGE, used the FORGe gram-
mar (Mille et al., 2017).

UTILBURG-PIPELINE extracted rules mapping a
triple (or a triple set) to a text observed in the train-
ing data; both the triple and the associated text were
delexicalised. Given a RDF triple set to generate

System ID Institution
PIPELINE Systems

UTILBURG-SMT Tilburg University
UIT-VNU-HCM University of Information

Technology
UPF-FORGE Universitat Pompeu Fabra

SMT Systems
UTILBURG-SMT Tilburg University

NMT Systems
ADAPTCENTRE ADAPT Centre, Ireland
UMELBOURNE University of Melbourne
UTILBURG-NMT Tilburg University
PKUWRITER Peking University
BASELINE

Table 2: Categorisation of participating systems.

from, UTILBURG-PIPELINE first ordered triples to
maintain discourse order. Extracted rules were then
applied to generate a delexicalised text. Missing en-
tities were added using a referring expression gener-
ation module (Castro Ferreira et al., 2016). Finally,
a 6-gram language model trained on the Gigaword
corpus was used to rank the system output.
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UIT-VNU-HCM did not resort to delexicalisa-
tion in their rules. Instead of using the text to extract
templates, it used the typed-dependency structure of
the text to facilitate rule extraction from the training
data. In addition, at run time, WordNet was used to
estimate similarity between predicates in the test and
train sets.

UPF-FORGE mostly focused on sentence plan-
ning with predicate-argument (PredArg) templates.
For each of the DBPedia properties found in the
training and evaluation data, they manually de-
fined PredArg templates encoding various DBPedia-
specific and linguistic features. Given a RDF triple
set to generate from, PredArg templates were used
to convert these triples to PredArg structures and
to further aggregate them to form a PredArg graph
structure. The FORGe generator took this linguistic
PredArg structure as input and generated a text.

SMT Systems. UTILBURG-SMT was the only
system which used the statistical machine transla-
tion framework. It was trained on the WebNLG
dataset using the Moses toolkit (Koehn et al., 2007).
The dataset was pre-processed whereby each entity
in the input and each corresponding referring ex-
pression in the output were delexicalised and an-
notated with the entity Wikipedia ID. The align-
ments from the training set were obtained using
MGIZA and model weights were tuned using 60-
batch MIRA with BLEU as the evaluation metric.
Similar to UTILBURG-PIPELINE, the system used
a 6-gram language model trained on the Gigaword
corpus using KenLM.

NMT Systems. Four systems (ADAPTCENTRE,
UMELBOURNE, UTILBURG-NMT and
PKUWRITER) build upon the attention-based
encoder-decoder architecture proposed in (Bah-
danau et al., 2014). Most of them make use of
existing NMT frameworks. There are however
important differences among systems with respect
to both the concrete architecture and the sequence
representations they use.

ADAPTCENTRE makes use of the Nematus
(Sennrich et al., 2017) system. They opt for sub-
word representations rather than delexicalisation to
deal with rare words and sparsity. They linearise the
input sequence and insert tuple separation special to-
kens.

UMELBOURNE does a combined de-
lexicalisation procedure and enrichment of the
input sequence. Entities are delexicalised using an
entity identifier (ENTITY-ID). When available, the
DBPedia type of the entity is appended. An n-gram
search is used to assure the most accurate target
sequence delexicalisation. They use a standard
encoder-decoder with attention model.

UTILBURG-NMT is based on the Edinburgh
Neural Machine Translation submission for the 2016
machine translation shared task (WMT 2016). The
target sequences are the delexicalised texts (cf.
UTILBURG-PIPELINE) and the input sequences are
the linearisation of the delexicalised input set of
triples. The REG module from their pipeline system
is used to post-process the decoder outputs.

The PKUWRITER system relies upon two ex-
tra mechanisms, namely a ranking module and an
extra Reinforcement Learning (RL) training objec-
tive. It uses an ensemble of attention-based encoder-
decoder models based on the TensorFlow seq2seq
API in addition to the baseline (7 models in total).
They propose an output ranking module to choose
the best verbalisation among those output by the
generation models. The ranker is trained on super-
vised data generated automatically. Input triple sets
are paired with verbalisations produced by each of
the generation models. Then, each pair is associ-
ated with a quality score, i.e. the BLEU score of
the verbalisation and the reference. Word and sen-
tence level features are extracted to train the ranker.
The generation models and ranker are trained on dif-
ferent data partitions. The RL objective encourages
the generation of output texts which include sub-
jects occurring in the input RDF triples. In addi-
tion, PKUWRITER uses a set of hand-crafted rules
to handle input cases where the model fails.

4 Evaluation Methodology

The WebNLG challenge includes both an automatic
and a human-based evaluation. Due to time con-
straints, only the results of the automatic evaluation
are presented in this paper. The results of the human-
based evaluation will be provided on the WebNLG
website2 in October 2017.

2http://talc1.loria.fr/webnlg/stories/
challenge.html
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4.1 Automatic Evaluation

Three automatic metrics were used to evaluate the
participating systems:

• BLEU-43 (Papineni et al., 2002). BLEU scores
were computed using up to three references.

• METEOR (v1.5)4 (Denkowski and Lavie,
2014);

• TER5 (Snover et al., 2006).

For statistical significance testing, we followed the
bootstrapping algorithm described in (Koehn and
Monz, 2006).

To assess the ability of the participating systems
to generalise to out of domain data, the test dataset
consists of two sets of roughly equal size: a test
set containing inputs created for entities belonging
to DBpedia categories that were seen in the train-
ing data (Astronaut, University, Monument, Build-
ing, ComicsCharacter, Food, Airport, SportsTeam,
City, and WrittenWork), and a test set containing in-
puts extracted for entities belonging to 5 unseen cat-
egories (Athlete, Artist, MeanOfTransportation, Ce-
lestialBody, Politician). We call the first type of data
seen categories, the second, unseen categories. Cor-
respondingly, we report results for 3 datasets: the
seen category dataset, the unseen category dataset
and the total test set made of both the seen and the
unseen category datasets.

Table 3 gives more detailed statistics about the
number of properties, objects and subject entities oc-
curring in each test set.

• |Test| is the number of distinct properties, sub-
jects and objects in the test set;

• |Test ∩ TnDv| is the number of distinct prop-
erties, subjects and objects which are in the test
set and were seen in the training or the devel-
opment set;

• |Test \ TnDv| is the number of distinct prop-
erties, subjects and objects which occur in the

3https://github.com/moses-smt/
mosesdecoder/blob/master/scripts/generic/
multi-bleu.perl

4http://www.cs.cmu.edu/˜alavie/METEOR/
5http://www.cs.umd.edu/˜snover/tercom/

test set, but not in the training and development
set.

Seen Unseen All

Prop.
|Test| 188 159 300
|Test ∩ TnDv| 188 51 192
|Test \ TnDv| 0 108 108

Obj.
|Test| 1033 898 1888
|Test ∩ TnDv| 1011 57 1025
|Test \ TnDv| 22 841 863

Subj.
|Test| 343 238 575
|Test ∩ TnDv| 342 6 342
|Test \ TnDv| 1 232 233

Table 3: Test data statistics on properties, objects and subjects

for seen, unseen and all datasets.

While in the seen test data (first column) almost
all triple elements are present in the training and
development sets, in the unseen test data (second
column) the vast majority of subjects, objects, and,
more importantly, properties (which need to be lexi-
calised) has not been seen in the training and devel-
opment data.

Participants were requested to submit tokenised
and lowercased texts. To ensure consistency be-
tween submissions, we pre-processed the submitted
results one more time to double-check that those re-
quirements were fullfilled. As teams used different
strategies of tokenisation, we had to modify submis-
sions using our own scripts. In particular, all punc-
tuation signs were separated from alphanumeric se-
quences (e.g. a two-token group 65.6 feet was mod-
ified to a four-token 65 . 6 feet). Moreover, we con-
verted both references and submission outputs to the
ASCII character set.

4.2 Baseline System
We developed a baseline system using neural net-
works and delexicalisation. Before training, we pre-
process the data by linearising triples, performing
tokenisation and delexicalisation using exact match-
ing.

While delexicalising, we make the following re-
placements:

• given a triple of the form (s p o) where s is of
the category C for which the triple set has been
produced (e.g., Alan Bean for the category As-
tronaut), we replace s by C.
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• given a triple of the form s p o, we replace o by
p. E.g., (s country Indonesia) becomes (s coun-
try COUNTRY). The replacements were made
using the exact match and as a result not all the
entities were replaced.

Examples 4 and 5 show a (data,text) pair before
and after delexicalisation. Note that noodles was not
substituted by the corresponding entity category in
the target text (because there is no exact match with
the NOODLE object in the input). Table 4 shows the
number of distinct tokens occurring in the original
and delexicalised data.

(4) a. Set of triples: (INDONESIA LEADERNAME

JUSUF KALLA) (BAKSO INGREDIENT NOODLE)

(BAKSO COUNTRY INDONESIA)

b. Text: Bakso is a food containing noodles; it is found

in Indonesia where Jusuf Kalla is the leader.

(5) a. Source: (COUNTRY LEADERNAME LEAD-

ERNAME) (FOOD INGREDIENT INGREDIENT)

(FOOD COUNTRY COUNTRY)

b. Target: FOOD is a food containing noodles ; it

is found in COUNTRY where LEADERNAME is the

leader .

On this delexicalised data-to-text corpus, we
trained a vanilla sequence-to-sequence model with
attention mechanism using the OpenNMT toolkit
(Klein et al., 2017) with default parameters for train-
ing and decoding. The network consists of a two-
layered bidirectional encoder-decoder model with
LSTM units. We use a batch size of 64 and a starting
learning rate of 1.0. The size of the hidden layers is
500. The network was trained for 13 epochs with a
stochastic gradient descent optimisation method and
a dropout probability of 0.3. We used the entire vo-
cabulary for the baseline due to its rather small size.

Original Delexicalised
Source 2703 1300
Target 5374 5013
Total 8077 6313

Table 4: Vocabulary size in tokens.

After training we relexicalised sentences with cor-
responding entities if of course their counterparts are

present in generated output. The performance of the
baseline is shown in Tables 5, 6, 7 along with other
teams’ results.

5 Results

We briefly discuss the automatic scores distinguish-
ing between results on the whole dataset, on data
extracted from previously unseen categories and on
data extracted from seen categories.

Global Scores. Table 5 shows the global results
that is, results on the whole test set. Horizontal lines
group together systems for which the difference in
scores is not statistically significant. The names of
the teams are coloured according to system type:
neural-based systems are in red, pipeline systems in
blue, and SMT systems in light grey.

Most systems (6 out of 8) outperform the baseline,
four of them obtaining scores well above it. In terms
of BLEU and TER scores, the first four systems in-
clude systems of each type (neural, SMT-based and
pipelines).

While BLEU and METEOR yield almost identi-
cal rankings, METEOR does not, suggesting that the
systems handle synonyms and morphological vari-
ation differently. In particular, the fact that UPF-
FORGE ranks first under the METEOR score sug-
gests that it often generates text that differs from the
references because of synonymic or morphological
variation.

Scores on Seen Categories. For data extracted
from DBPedia categories that were seen in the train-
ing data, machine learning based systems (neural
and SMT) mostly outperform rule-based systems.
In particular, in terms of BLEU and TER scores,
the three pipeline systems are at the low end of the
ranking. Again though, the METEOR scores show
a much higher ranking (3rd rather than 6th) for the
UPF-FORGE systems.

Scores on Unseen Categories. On unseen cate-
gories, the UPF-FORGE systems ranks first as the
system could quickly be adapted to handle proper-
ties that had not been seen in the training data. The
ranking of the other systems is more or less un-
changed with the exception of the ADAPTCENTRE

system. This neural system does not use delexical-
isation and the subword approach that was adopted
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BLEU
1 MELBOURNE 45.13
2 TILB-SMT 44.28
3–4 PKUWRITER 39.88
3–4 UPF-FORGE 38.65
5–6 TILB-PIPELINE 35.29
5–6 TILB-NMT 34.60
7 BASELINE 33.24
8 ADAPT 31.06
9 UIT-VNU 7.07

TER
1 MELBOURNE 0.47
2 TILB-SMT 0.53
3–4 PKUWRITER 0.55
3–5 UPF-FORGE 0.55
4–5 TILB-PIPELINE 0.56
6–7 TILB-NMT 0.60
6–7 BASELINE 0.61
8–9 UIT-VNU 0.82
8–9 ADAPT 0.84

METEOR
1 UPF-FORGE 0.39
2 TILB-SMT 0.38
3 MELBOURNE 0.37
4 TILB-NMT 0.34
5–6 ADAPT 0.31
5–7 PKUWRITER 0.31
6–7 TILB-PIPELINE 0.30
8 BASELINE 0.23
9 UIT-VNU 0.09

Table 5: Results for all categories. Lines between systems indicate a difference in scores which is statistically significant (p <

0.05). A colour for a team name indicates a type of the system used (NMT, SMT, Pipeline).

BLEU
1 ADAPT 60.59
2–3 MELBOURNE 54.52
2–4 TILB-SMT 54.29
3–4 BASELINE 52.39
5 PKUWRITER 51.23
6 TILB-PIPELINE 44.34
7 TILB-NMT 43.28
8 UPF-FORGE 40.88
9 UIT-VNU 19.87

TER
1 ADAPT 0.37
2 MELBOURNE 0.40
3–4 BASELINE 0.44
3–4 PKUWRITER 0.45
5 TILB-SMT 0.47
6 TILB-PIPELINE 0.48
7 TILB-NMT 0.51
8 UPF-FORGE 0.55
9 UIT-VNU 0.78

METEOR
1 ADAPT 0.44
2 TILB-SMT 0.42
3–4 MELBOURNE 0.41
3–4 UPF-FORGE 0.40
5–6 TILB-NMT 0.38
5–8 TILB-PIPELINE 0.38
6–8 PKUWRITER 0.37
6–8 BASELINE 0.37
9 UIT-VNU 0.15

Table 6: Results for seen categories.

BLEU
1 UPF-FORGE 35.70
2 MELBOURNE 33.27
3 TILB-SMT 29.88
4–5 PKUWRITER 25.36
4–5 TILB-NMT 25.12
6 TILB-PIPELINE 20.65
7 ADAPT 10.53
8 BASELINE 06.13
9 UIT-VNU 0.11

TER
1 UPF-FORGE 0.55
2 MELBOURNE 0.55
3 TILB-SMT 0.61
4–5 TILB-PIPELINE 0.65
4–5 PKUWRITER 0.67
6 TILB-NMT 0.72
7 BASELINE 0.80
8 UIT-VNU 0.87
9 ADAPT 1.4

METEOR
1 UPF-FORGE 0.37
2 TILB-SMT 0.33
3 MELBOURNE 0.33
4 TILB-NMT 0.31
5 PKUWRITER 0.24
6 TILB-PIPELINE 0.21
7 ADAPT 0.19
8 BASELINE 0.07
9 UIT-VNU 0.03

Table 7: Results for unseen categories.

S John Clancy is a labour politican who leads Birmingham, where architect John Madin,
who designed 103 Colmore Row, was born.

MS { BIRMINGHAM|LEADERNAME|JOHN CLANCY (LABOUR POLITICIAN),

JOHN MADIN|BIRTHPLACE|BIRMINGHAM,

103 COLMORE ROW|ARCHITECT|JOHN MADIN}

T1 Labour politician, John Clancy is the leader of Birmingham.
MT1 { BIRMINGHAM|LEADERNAME|JOHN CLANCY (LABOUR POLITICIAN)}
T2 John Madin was born in Birmingham.
MT2 { JOHN MADIN|BIRTHPLACE|BIRMINGHAM }
T3 He was the architect of 103 Colmore Row.
MT3 { 103 COLMORE ROW|ARCHITECT|JOHN MADIN}

Figure 1: An example pair out of the Split-and-Rephrase Dataset. S is a single complex sentence with meaning MS . T1, T1, T1

form a text of three simple sentences whose joint meaning MT1 ∪MT2 ∪MT3 is the same as the meaning MS of the corresponding

single complex sentence S.
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to handle unseen data does not seem to work well.

6 Conclusion

The WebNLG challenge was novel in that it was the
first challenge to provide a benchmark on which to
evaluate and compare microplanners. Despite a tight
schedule (we released the training data in April for
a submission in August), it generated a high level
of interest among the NLG community: 62 groups
from 18 countries6 downloaded the data, 6 groups
submitted 8 systems and 3 groups developped a sys-
tem but did not submit.

The training data for the WebNLG 2017 chal-
lenge is available on the WebNLG website7 and
evaluation on the test data can be run by the or-
ganisers on demand. A larger dataset consisting of
40,049 (data, text) pairs, 15,095 distinct data input
and 15 DBpedia categories is also available. Both
datasets are under the creative common licence “CC
Attribution-Noncommercial-Share Alike 4.0 Inter-
national license”. We hope that these resources will
enable a long and fruitful strand of research on mi-
croplanning.

The usefulness of the WebNLG dataset reaches
far beyond the WebNLG challenge. It can be used
for instance to train a semantic parser which would
convert a sentence into a set of RDF triples. It
can also be used to derive new datasets for related
tasks. Thus in (Narayan et al., 2017), we show how
to derive from the WebNLG dataset, a dataset for
sentence simplification which we call the Split-and-
Rephrase dataset. In this dataset, each pair con-
sists of (i) a single, complex sentence with its mean-
ing representation in terms of RDF triples and (ii)
a sequence of at least two sentences and their cor-
responding sets of RDF triples whereby these sets
form a partition on the set of RDF triples associated
with the input complex sentence. In other words,
the Split-and-Rephrase dataset associates a complex
sentence with a sequence of at least two sentences
whose meaning is the same as that of the complex
sentence. As explained in (Narayan et al., 2017),
this dataset was created using the meaning represen-

6Australia, Canada, China, Croatie, France, Germany, In-
dia, Iran, Ireland, Italy, Netherlands, Norway, Poland, Spain,
Tunisia, UK, USA, Vietnam

7http://talc1.loria.fr/webnlg/stories/
challenge.html

tations (sets of RDF triples) as pivot. The Split-
and-Rephrase dataset consists of 1,100,166 pairs
of the form 〈(MC , TC), {(M1, T1) . . . (Mn, Tn)}〉
where TC is a complex sentence and T1 . . . Tn is
a sequence of texts with semantics M1, . . . Mn ex-
pressing the same content MC as TC . Figure 1
shows an example pair. It was used to train four neu-
ral systems and the associated meaning representa-
tions were shown to improve performance.

In the future, we are planning to build a multilin-
gual resource in which the English text present in
the WebNLG dataset will be translated into French,
Russian and Maltese. In this way, morphological
variation can be explored which is an interesting
avenue of research in particular for neural systems
which have a limited ability to handle unseen input:
how well will these systems be able to handle the
generation of morphologically rich languages ?

The analysis of the participants results presented
in this paper will be complemented in an arxiv report
by the results of a human-based evaluation. Using
human judgements obtained through crowdsourc-
ing, this human evaluation will assess the system
results on three criteria, namely fluency, grammat-
icality and appropriateness (does the text correctly
verbalise the input data?). We will also provide a
more in depth analysis of the participant results on
data extracted from different categories and data of
various length.
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Abstract 

I briefly describe some of the commercial work 
which Arria NLG is doing in referring expres-
sion algorithms, and highlight differences be-
tween what is commercially important (at least 
to Arria) and the NLG research literature. Ar-
ria’s focus is on high-quality algorithms for 
types of reference which are important in its 
systems.  These algorithms need to be para-
metrisable for different genres and domains, 
usable in hybrid systems which include some 
canned text, and support variation. 

1 Introduction 

There is an extensive academic literature in NLG on 
generating referring expressions.  In this paper I par-
tially describe the types of reference which are im-
portant to Arria NLG, a company which builds com-
mercial NLG systems (I cannot fully describe what 
Arria does because of commercial confidentiality). 
     In general terms, the high-level concepts behind 
Arria’s work are similar to the high-level concepts 
behind academic NLG work.  However there is a 
difference in emphasis, and hence in the specifics of 
algorithms.  In particular, Arria has focused less on 
the task of identifying salient visual or physical en-
tities, and more on specialized reference tasks such 
as referring to a specific component in a complex 
machine, and referring to a company in a contextu-
ally appropriate way.  Arria also wants its reference 
algorithms (and indeed all of its NLG algorithms) to 
support a number of practical criteria: 
 

• Configuration: Easily configurable and par-
ametrisable for different genres and do-
mains. 

• Hybrid NLG/template systems: Usable in 
systems which produce documents which 
include canned text as well as NLG text. 

• Variation: Allow random or systematic var-
iation (when desirable), so users who regu-
larly read generated texts don’t see the same 
referring expression used again and again. 

In this paper I will give some examples of the refer-
ence algorithms Arria has developed, and explain 
how they meet the above criteria. 

2 Background: Reference 

Referring expression generation has been a focus of 
NLG research since the 1990s (van Deemter 
2016a); a good recent survey is Krahmer and van 
Deemter (2012).   Much of this research has been on 
choosing definite NPs (such as “the dog” or “the 
big black dog”) to refer to physical objects which are 
already salient to the hearer.  As described by 
Krahmer and van Deemter, many algorithms have 
been developed for this task, and there also has been 
work on data sets and evaluation criteria, and a 
shared task (e.g., Gatt and Belz 2008).  A substantial 
amount of work has also been done on using pro-
nouns, and on generating references to sets.  Less 
research has been done on reference to non-physical 
entities such as dates or companies.  In terms of the 
above criteria: 
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• Configurability: Some algorithms are para-
metrisable, for example the incremental al-
gorithm (Dale and Reiter 1995) allows a 
genre/domain specific preference order to 
be specified between features.  But this has 
not been a focus of research. 

• Hybrid systems: Similarly some work has 
been done on reference in systems which 
include canned text (e.g., van Deemter et al 
2005, Belz and Kow 2010), but this has not 
been a research focus. 

• Variation: This has been addressed indi-
rectly via research (motivated by cognitive 
modelling) on probabilistic reference algo-
rithms (e.g., Gatt et al 2013, Mitchell et al 
2013). 

In short, while the criteria of interest to Arria have 
been addressed in academic research, they have 
been peripheral and not the main focus of this work. 

3 Background: Arria 

Arria NLG is a company which specializes in sell-
ing NLG solutions and technology, especially data-
to-text systems.  As described on Arria’s webpage1, 
Arria uses a fairly standard data-to-text NLG pipe-
line (Reiter 2007).  This pipeline is incorporated 
into Articulator Pro (A-Pro), which is Arria’s NLG 
software development kit (SDK).  One of Arria’s 
systems was described (including evaluation) in an 
earlier INLG paper (Sripada et al, 2014). 

Most of Arria’s systems generate texts which are 
intended to support professionals such as engineers, 
doctors, and financial analysts.  Thus, Arria focuses 
on language used in professional contexts, not eve-
ryday language. 

4 Reference at Arria  

A-Pro has a generic API for reference modules.  
This means that different reference modules can be 
plugged into a system, depending on what is being 
referred to (e.g., person, place, time, company, ma-
chine, etc.), and the genre.  Reference modules can 
access a domain model (which describes reference 

                                                                                                            
1 www.arria.com 

targets) and a discourse model (which records lin-
guistic context). Below I briefly describe some of 
the specific reference modules which Arria has de-
veloped for A-Pro.   

It is of course essential that Arria’s reference al-
gorithms be fast computationally, robustly imple-
mented and tested, well documented, and interface 
easily to external data sources and domain models.  
I will not further discuss such software engineering 
issues in this paper, but they are very important. 

4.1 Component Reference 

Arria has developed and indeed obtained a patent on 
a reference algorithm for components in complex 
machinery (Reiter, 2016).  This algorithm arose out 
of work that Arria did in the oil industry, where it 
was necessary to refer to specific components in a 
complex machine in a narrative text which de-
scribed the status of the machine.  The specific con-
text is confidential and also quite complex, but a re-
lated problem is referring to body parts (Fig 1).  For 
example, suppose a mother is talking to her three 
children, Ann, Bob, and Charlotte, and wishes to re-
fer to the index finger of Ann’s left hand.  Depend-
ing on the discourse context and previous utter-
ances, the mother could say 

1. The index finger of Ann’s left hand 
2. The left hand index finger 
3. The index finger 
4. It 

For instance, reference (1) would be appropriate in 
a null context, or if the previous utterance had been 
about Bob.  Reference (2) might be appropriate if 
the previous utterance had been about Ann’s face.   
Reference (3) would make sense if the previous ut-
terance had been about Ann’s left hand, and refer-
ence (4) could be used if the previous utterance had 
been about the Ann’s left-hand index finger. 

Arria’s algorithm assumes there is domain model 
which specifies a part-of hierarchy of the machine 
(or body) in question, and a discourse model which 
keeps track of previous references to entities in the 
domain model.  When a new reference is needed, 
the algorithm essentially looks for the lowest com-
mon parent of the most recent previous referent and 
the new reference target, and constructs a referring 
expression by traversing the part-of hierarchy from 
the common parent to the reference target.  
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For example, if the previous reference was (1) be-
low, then the algorithm might produce (2) 

(1) Ann’s left thumb is scratched. 
(2) The index finger is bleeding. 

In this case 
PreviousRef: thumb of left hand of Ann 
TargetRef: index finger of left hand of Ann 
Lowest common parent: left hand of Ann 
PartofHiererachy from parent to referent: index 

finger 
Referring expression: index finger 
 

In terms of the criteria mentioned above 
 

• Configurability: At the semantic/content 
level, the algorithm allows levels in the 
part-of hierarchy to be skipped, and special 
names to be used. For example, we can con-
figure the algorithm so that the thumb of the 
left hand is referred to as the “left thumb”, 
not the “thumb of the left hand”. Realisa-
tion of referring expressions (e.g., the max-
imum number of noun-noun modifiers) can 
also be configured. 

• Hybrid systems: Excluding pronouns, the 
algorithm works as long as all component 
references are generated via the algorithm; 
everything else can be canned text.  In other 
words, the algorithm can be used with struc-
tures such as “I am worried about [X]”, 

where X is a component reference and eve-
rything else is canned text. 

• Variation: This is supported by allowing al-
gorithm to occasionally start from a higher 
node than the lowest-common parent (e.g., 
produce “left-hand index finger” instead of 
“index finger”, even if the latter is sufficient 
in the context), and to vary realization (e.g., 
“the index finger of the left hand”). 

4.2 Named Entity Reference 

Arria has also developed an algorithm for referring 
to named entities such as companies.  This is very 
important in financial services, which is one of the 
sectors which Arria is targeting. 

For example, suppose that a financial report 
wished to refer to Arria as a company.  Should it say 

1. Arria NLG 
2. Arria 
3. It 

Reference (1) would be appropriate when the com-
pany was first mentioned in a text, or when the full 
name was contextually required.  Reference (2) 
would be appropriate when the company had al-
ready been introduced in the text, and a short name 
was unambiguous.  References (3) would be appro-
priate when the discourse context made it clear what 
the pronoun referred to.  Note that the algorithm 
needs access to an external data source of name var-
iants, otherwise it would not know, for example, 
that International Business Machines and IBM re-
ferred to the same entity. 

The algorithm basically looks for the shortest re-
ferring expression which works in the current dis-
course context.  Crucially, it is customizable for dif-
ferent genres and clients.  For example, some genres 
require a full legal name (e.g., Arria NLG PLC), and 
in other genres a stock name (e.g. GOOGL) should 
be used to refer to a company. 

Appropriate use of pronouns also depends on 
genre and client.  In particular, some clients are rel-
atively “relaxed” about pronoun usage, because 
they think semantic context will disambiguate pro-
noun references; however for other clients pronouns 
should only be used if there is no possibility of con-
fusion.  For example, consider “Yahoo had a poor 
year.  It may need a new CEO”.  Using “It” to refer 

Person 

Left 
hand 

Head Right 
hand 

Thumb Index 
finger 

Ring 
finger 

Knuckle Fingernail Metacarpal 

Fig 1: part-of hierarchy for body (extract) 
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to Yahoo is acceptable under a relaxed strategy 
which assumes that semantic context will rule out 
“a poor year” as a potential reference target.  How-
ever under a strict reference policy “it” could not be 
used here, since (at least from a purely syntactic per-
spective) it could refer to the year. 

From the perspective of the above criteria 
 
• Configurability: supporting configurability 

(including pronoun strategies) is the most 
complex aspect of the algorithm. 

• Hybrid systems: Similar to the previous al-
gorithm, template structures such as “I rec-
ommend buying [X]” can be used provided 
that all company name references are gen-
erated via the algorithm. 

• Variation: The algorithm can be configured 
so that a specific form cannot be repeated 
more than N times in a row. 

4.3 Time and date reference 

Arria also has an algorithm for time and date refer-
ence; date reference in particular is very important 
in financial reporting. This algorithm allows 
timestamps to be referred to at different levels of 
granularity (e.g., minute, day, year), using dis-
course-appropriate references. For example, if gran-
ularity is day, then the timestamp 00:00:00 28 April 
2017 could be referred to as  

1. 28 April 2017  
2. 28 April  
3. the next day  

Formatting can be configured, for example we can 
get April 28, 2017 in USA. In any case, reference (1) 
could be used in a null context, reference (2) in a 
context where the previous date reference was to an-
other day in 2017, and reference (3) when the pre-
vious date mentioned in the text was 27 April 2017.  

From the perspective of the above criteria  
• Configurability: Developers can control which 

forms are allowed in the text (which depends 
on genre), as well as formatting.  

• Hybrid systems: Similar to the previous algo-
rithms, templates such as “I went to New York 
on [X]” can be used provided that all time/date 
references are generated via the algorithm.  

• Variation: The algorithm can be configured to 
vary the forms used in a specific context.  

5 Discussion 

High-quality referring expressions are important to 
Arria, in part because they distinguish Arria’s sys-
tems from text-generation systems built with non-
NLG technology.   However from Arria’s perspec-
tive, academic research on generating referring ex-
pressions has been less useful than originally antic-
ipated.   What would be ideal from Arria’s perspec-
tive is research on specific types of reference which 
are common in the domains Arria works in, focus-
ing on algorithms which are sensitive to linguistic 
and discourse context, configurable, usable in hy-
brid systems which include some canned text, and 
which support variation. 

There are definitely encouraging signs, for exam-
ple the recent resurgence of interest in contextually 
appropriate named entity reference (e.g., Belz and 
Kow 2010, van Deemter 2016b), although this has 
mostly focused on people rather than companies.  It 
is also encouraging to see recent work on variation 
(e.g., Baltaretu and Ferreira 2016) and on configur-
ing reference for different genres and domains (e.g. 
Koolen et al, 2012). 

Of course NLG researchers do not need to focus 
on Arria’s needs.   But there are many interesting 
research issues in specific types of reference, varia-
tion, etc.  Also human speakers arguably use differ-
ent reference strategies for different types of enti-
ties, vary reference strategies depending on domain 
and genre, insert referring expressions into fixed 
(formulaic) language, and vary reference in order to 
keep text interesting.  Investigating these issues 
could lead to important insights about language and 
reference. 
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Abstract

Integrating surface realization and the gen-
eration of referring expressions (REs) into a
single algorithm can improve the quality of
the generated sentences. Existing algorithms
for doing this, such as SPUD and CRISP,
are search-based and can be slow or incom-
plete. We offer a chart-based algorithm for
integrated sentence generation which supports
efficient search through chart pruning.

1 Introduction

It has long been argued (Stone et al., 2003) that
the strict distinction between surface realization and
sentence planning in the classical NLG pipeline (Re-
iter and Dale, 2000) can cause difficulties for an
NLG system. Generation decisions that look good to
the sentence planner may be hard or impossible for
the realizer to express in natural language. Further-
more, a standalone sentence planner must compute
each RE separately, thus missing out on opportuni-
ties for succinct REs that are ambiguous in isolation
but correct in context (Stone and Webber, 1998).

Algorithms such as SPUD (Stone et al., 2003) and
CRISP (Koller and Stone, 2007) perform surface re-
alization and parts of sentence planning, including
RE generation, in an integrated fashion. Such inte-
grated algorithms for sentence generation can bal-
ance the needs of the realizer and the sentence plan-
ner and take advantage of opportunities for succinct
realizations. However, integrated sentence planning
multiplies the complexities of two hard combinato-
rial problems, and thus existing, search-based algo-
rithms can be inefficient or fail to find a good solu-

tion; SPUD’s greedy search strategy may even find
no solution at all, even when one exists.

By contrast, chart-based algorithms have been
shown in parsing to remain efficient and accurate
even for large inputs because they support structure
sharing and very effective pruning techniques. Chart
algorithms have been successfully applied to surface
realization (White, 2004; Gardent and Kow, 2005;
Carroll and Oepen, 2005; Schwenger et al., 2016),
but in RE generation, most algorithms are not chart-
based, see e.g. (Dale and Reiter, 1995; Krahmer et
al., 2003). One exception is the chart-based RE gen-
eration of Engonopoulos and Koller (2014).

In this paper, we present a chart-based algorithm
for integrated surface realization and RE generation.
This makes it possible – to our knowledge, for the
first time – to apply chart-based pruning techniques
to integrated sentence generation. Our algorithm ex-
tends the chart-based RE generation algorithm of
Engonopoulos and Koller (2014) by keeping track of
the semantic content that has been expressed by each
chart item. Because it is modular on the string side,
the same algorithm can be used to generate with
context-free grammars or TAGs, with or without fea-
ture structures, at no expense in runtime efficiency.
An open-source implementation of our algorithm,
based on the Alto system (Gontrum et al., 2017), can
be found at bitbucket.org/tclup/alto.

2 Chart-based integrated generation

We first describe the grammar formalism we use.
Then we explain the sentence generation algorithm
and discuss its runtime performance.
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(a) (b) (c)

{e}
IR←−−−−−− sleepe,r2

def r2

rabbitr2

whiter2

IN−−−→ {sleep(e, r2), rabbit(r2), white(r2)}
[∩2]1

uniqr2

∩1

whiterabbit

sleep

]

]

white(r2)rabbit(r2)

sleep(e, r2)

(d) IS : •(•(the, •(white, rabbit)), sleeps) = ”the white rabbit sleeps”

Figure 1: A derivation tree (b) with its interpretations (a, c, d).

2.1 Semantically interpreted grammars

We describe the integrated sentence generation
problem in terms of semantically interpreted gram-
mars (SIGs) (Engonopoulos and Koller, 2014), a
special case of Interpreted Regular Tree Grammars
(Koller and Kuhlmann, 2011). We introduce SIGs
by example, and refer to Engonopoulos and Koller
(2014) for detailed definitions.

An example SIG grammar is shown in Fig. 2. At
the core of each grammar rule is a rule of the form
Aa → f(Bb, . . . ,Zz). The symbols A, . . . ,Z are
nonterminals such as S, NP, VP, and a, . . . , z are se-
mantic indices, i.e. constants for individuals indicat-
ing to which object in the model a natural-language
expression is intended to refer. These core rules al-
low us to recursively derive a derivation tree, such
as the one shown in Fig. 1b, representing the abstract
syntactic structure of a natural-language expression.

Each derivation tree t is mapped to a string
through a function IS . This function is defined re-
cursively for each rule of the grammar. In the ex-
ample grammar of Fig. 2, we have IS(whiter2) =
white, i.e. the word “white”. Given a string w1,
we have IS(rabbitr2)(w1) = w1 • rabbit, where
“•” is string concatenation. This means that given
a subtree t′ which evaluates to the string w1, a
string for the tree rabbitr2(t

′) is constructed by ap-
pending the word “rabbit” after w1. For the com-
plete derivation tree t in Fig. 1, we obtain IS(t) =
“the white rabbit sleeps”.

At the same time and in the same way, the deriva-
tion tree is also evaluated to a set of referents through
a function IR. Constants, such as rabbit and sleep,
are interpreted as subsets of and relations between
the individuals in a given model. For instance, in
the model of Fig. 3, rabbit denotes the set {r1, r2},
whereas in denotes the relation {(r1, h1), (f1, h2)}.

for all e, a ∈ sleep:
Se → sleepe,a(NPa)
IS(sleepe,a)(w1) = w1 • sleeps
IR(sleepe,a)(R1) = [sleep ∩2 uniqa(R1)]1
IN (sleepe,a)(N1) = {sleep(e, a)} ]N1

for all a ∈ rabbit:
Na → rabbita(Adja)
IS(rabbita)(w1) = w1 • rabbit
IR(rabbita)(R1) = rabbit ∩1 R1

IN (rabbita)(N1) = {rabbit(a)} ]N1

for all a ∈ U :
NPa → def a(Na)
IS(def a)(w1) = the • w1

IR(def a)(R1) = R1

IN (def a)(N1) = N1

for all a ∈ U :
Na → thinga(Adja)
IS(thinga)(w1) = w1 • thing
IR(thinga)(R1) = R1

IN (thinga)(N1) = N1

for all a ∈ white:
Adja → whitea

IS(whitea) = white
IR(whitea) = white
IN (whitea) = {white(a)}

for all a ∈ U :
Adja → nopa
IS(nopa) = ε
IR(nopa) = U
IN (nopa) = ∅

for all e, a, b ∈ takefrom(e, a, b):
Se → takefrome,a,b(NPa,NPb)
IS(takefrome,a,b)(w1, w2) = take • w1 • from • w2

IR(takefrome,a,b)(R1, R2) = [(takefrom ∩2 uniqa(R1 ∩1 [in ∩2

R2]1)) ∩3 uniqb(R2 ∩1 [in ∩1 R1]2)]1
IN (takefrome,a,b)(N1, N2) = {takefrom(e, a, b)} ]N1 ]N2

Figure 2: An example grammar.

Figure 3: An example model.

These relations are then combined using intersec-
tion R1 ∩i R2 (yielding the subset of elements of
R1 whose i-th component is an element of the set
R2), projection [R]i (yielding the set of i-th compo-
nents of the tuples in R), and the uniqueness checker
uniqa(R) (yielding R if R = {a} and ∅ otherwise).
Under this interpretation, the derivation tree in Fig. 1
maps to the set {e}, given the model in Fig. 3.

Observe, finally, that each rule is annotated with a
“for all” clause, which creates instances of the rule
for each tuple of individuals that satisfies the con-
dition. We also mention that although we only use
unary attributes such as “rabbit” and “white” in this
example grammar, SIGs deal easily with relational
attributes such as “in” or “next to”; see Engonopou-
los and Koller (2014).

2.2 Integrated sentence generation with SIGs

Engonopoulos and Koller (2014) describe an algo-
rithm which, given a SIG grammar G and a set R
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[B1, R1, N1] . . . [Bk, Rk, Nk]
A→ r(B1, ..., Bk) in G

[A, IR(r)(R1, . . . , Rk), IN (r)(N1, . . . , Nk)]
Figure 4: The chart computation algorithm.

of target referents, will compute a chart describing
all derivations t of G with IR(t) = R – that is, all
semantically valid REs for R.

Here we extend both SIGs and this algorithm to
include surface realization. We assume that the
generation algorithm is given a set N of seman-
tic atoms in addition to the grammar G and refer-
ent set R, and should return only derivations that
refer to R while expressing at least all the atoms
in N . We achieve this by adding an interpreta-
tion IN to SIGs, such that IN (t) will return a set
of semantic atoms expressed by the derivation tree
t. We have added such IN clauses to the gram-
mar in Fig. 2. For example, the rule for whiter2
expresses the set {white(r2)} of semantic atoms.
The rule for rabbitr2 evaluates to the disjoint union
of {rabbit(r2)} with whatever its “Adj” subtree ex-
pressed. Thus, the IN interpretation keeps track of
the semantic atoms expressed by each subtree of a
derivation tree; in the example of Fig. 1, we see that
the derivation tree as a whole expresses the semantic
atoms {sleep(e, r2), rabbit(r2), white(r2)}.

Given a grammar G, target referent set R, and tar-
get semantic content N , we can now compute a chart
that describes all derivation trees t of G such that
IR(t) = R and IN (t) ⊇ N ; thus this algorithm
performs surface realization and RE generation at
the same time. The algorithm, shown in Fig. 4 in
the form of a parsing schema (Shieber et al., 1995),
computes chart items [A, R, N ] in a bottom-up fash-
ion. Such an item states that there is a tree t such that
t can be derived from A, and we have IR(t) = R
and IN (t) = N . Given k items for subtrees derived
from the nonterminals B1, . . . , Bk as premises and a
rule r that can combine these into a nonterminal A,
the algorithm creates a new item for A in which the
IR and IN functions for that rule were applied to the
referent sets and semantic contents of the subtrees.
Given the inputs R and N , we define a goal item
to be an item [S, R, N ′] where S is the start symbol
of the grammar and N ′ ⊇ N . Each goal item the
algorithm discovers thus represents a sentence that
achieves the given communicative goals.

An example run of the algorithm, for the inputs

1 [Adjr2
, {r2}, {whiter2}] (whiter2 )

2 [Adjr2
, U, ∅] (nopr2

)
3 [Nr2 , {r2}, {whiter2 , rabbitr2}] (rabbitr2 , 1)
4 [Nr2 , {r2}, {whiter2}] (thingr2

, 1)
5 [Nr2 , {r1, r2}, {rabbitr2}] (rabbitr2 , 2)
6 [NPr2 , {r2}, {whiter2 , rabbitr2}] (ther2 , 3)
7 [NPr2 , {r2}, {whiter2}] (ther2 , 4)
8 [NPr2 , {r1, r2}, {rabbitr2}] (ther2 , 5)
9 [Se, {e}, {whiter2 , rabbitr2 , sleepe,r2

}] (sleepe, 6)
10 [Se, {e}, {whiter2 , sleepe,r2

}] (sleepe, 7)
11 [Se, ∅, {rabbitr2 , sleepe,r2

}] (sleepe, 8)

Figure 5: Excerpt from the chart for “The white rabbit sleeps.”

R = {e} and N = {rabbit(r2)}, is shown in Fig. 5.
Each row in the chart corresponds to one application
of the rule in Fig. 4. The grammar rule that was used,
along with any premises, is given in brackets to the
right. Observe that the only goal item, (9), corre-
sponds to the derivation in Fig. 1, and hence the out-
put string “the white rabbit sleeps”; the derivation
can be reconstructed by following the backpointers
to the premise items recursively. Observe also that
(10) – for “the white thing sleeps” – is not a goal
item because its semantic content is not a superset
of N . The item (11) – for “the rabbit sleeps” – is
not a goal item either: Its referent set is empty be-
cause (8) is not a unique RE for r2, and thus the term
uniqr2(R1) in the “sleep” rule evaluates to the empty
set. Thus, the algorithm performs both surface real-
ization and RE generation.

2.3 Generating succinct REs in context

One advantage of integrating surface realization
with RE generation is that REs can be more succinct
in the context of a larger grammatical construction
than in isolation. The shortest standalone RE for r1

in Fig. 3 is “the brown rabbit”, but it is perfectly fe-
licitous to say “take the rabbit from the hat”. Stone
and Webber (1998) explain this in terms of the pre-
suppositions of the verb “take X from Y”, which say
that X must be in Y, and thus the REs X and Y can
mutually constrain each other. They also show how
the SPUD algorithm can generate such succinct REs
in the context of the verb, by global reasoning over
the referent sets of all REs in the sentence.

Our algorithm can generate such REs as well,
and can do it in an efficient, chart-based way. As-
sume R = {e2} and N = {takefrom(e2, r1, h1)}
and the grammar in Fig. 2. The chart algo-
rithm will construct items for the sub-derivation-
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trees t1 = def r1(rabbitr1(nopr1)) (“the rabbit”)
and t2 = def h1

(hath1(noph1
)) (“the hat”), with

R1 = IR(t1) = {r1, r2} and R2 = IR(t2) =
{h1, h2}; thus, these REs are not by themselves
unique. These trees are then combined with the
rule takefrome2,r1,h1

. This rule intersects R1 with
the set of things that are “in” an element of R2, en-
coding the presupposition of “take X from Y”. Thus
R1 ∩1 [in ∩2 R2]1 evaluates to {r1}, satisfying the
uniqueness condition. Thus, the algorithm returns
t = takefrome2,r1,h1

(t1, t2) as a valid realization.
Note that we achieved the ability to let REs mutu-

ally constrain each other by moving the requirement
for semantic uniqueness to the verb that subcatego-
rizes for the RE. This is in contrast to the standard
assumption that it is the definite article that requires
uniqueness, but permits us a purely grammar-based
treatment of mutually constraining REs which re-
quires no further reasoning capabilities.

2.4 Chart generation with heuristics

Our algorithm can enumerate all subsets N of the
true semantic atoms in the model, and thus has
worst-case exponential runtime. This is probably
unavoidable, given that surface realization and the
generation of shortest REs are both NP-complete
(Koller and Striegnitz, 2002; Dale and Reiter, 1995).

However, because it is a chart-based algorithm,
we can use heuristics to avoid computing the whole
chart, and thus speed up the search for the best so-
lution. To get an impression of this, assume that we
are looking for a short sentence; other optimization
criteria are also possible. We first compute the full
chart CR for the IR part of the input alone, using
essentially the same algorithm as Engonopoulos and
Koller (2014). From CR we compute the distance
of each chart item to a goal item, i.e. the minimal
number of rules that must be applied to the item
to produce a goal item. We then refine the items
of CR by adding the IN parts to each chart item.
Unprocessed chart items [A, R, N ] are organized on
an agenda which is ordered lexicographically by the
number of atoms in the target semantic content that
are not yet realized in N and then the distance of
[A, R] to a goal item in CR. We stop the chart com-
putation once the first goal item has been found.

Using this pruning strategy, we measured
runtimes with problems from the GIVE Chal-

lenge (Koller et al., 2010) on an 2.9 GHz Intel
Core i5 CPU.1 We compared the performance of our
system against CRISP, which uses the FF planner
(Hoffmann and Nebel, 2001) to perform the search.
For CRISP, we only measured the time spent in run-
ning the planner. On the most complex scene from
GIVE that we tried, our system took 13 ms to gen-
erate the sentence “Push the button to the left of the
flower”, outperforming CRISP which generated the
same sentence in 50 ms. Note that it is possible to
construct (not entirely realistic) inputs for the gener-
ator on which FF’s much more sophisticated search
strategy outperforms the heuristic described above.
By incorporating such a heuristic into chart genera-
tion, e.g. as in Schwenger et al. (2016), our system
could be accelerated further.

3 Conclusion

We have presented a chart-based algorithm for inte-
grated surface realization and RE generation. Com-
pared to earlier approaches to integrated sentence
generation, our algorithm can exploit the capabil-
ities of charts for structure-sharing and pruning to
achieve higher runtime performance in practice. We
have only presented a simple pruning strategy here,
but it would be astraightforward extension to in-
corporate pruning strategies from surface realization
(White, 2004; Schwenger et al., 2016).

One advantage of our algorithm is that it is ag-
nostic of the grammar formalism that is used on
the string side. We have used context-free rules for
reading off string representations from the gener-
ated derivation trees, but because SIGs are special
case of IRTGs, we could instead use a tree-adjoining
grammar to construct strings instead (Koller and
Kuhlmann, 2012). In fact, the runtime experiments
in Section 2.4 were based on a TAG grammar to al-
low direct comparison with CRISP.

With the algorithm presented here, it may be-
come feasible for the first time to perform integrated
sentence generation in the context of practical ap-
plications. So far, grammars that support this lag
far behind grammars for surface realization in size
and complexity. It would thus be interesting to ei-
ther convert existing surface realization grammars to
SIGs, or to learn such grammars from data.

1We let the Java VM warm up before measuring runtimes.
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Abstract

We describe SimpleNLG-ES, an adaptation
of the SimpleNLG realization library for
the Spanish language. Our implementa-
tion is based on the bilingual English-French
SimpleNLG-EnFr adaptation. The library has
been tested using a battery of examples that
ensure that the most common syntax, mor-
phology and orthography rules for Spanish are
met. The library is currently being used in
three different projects for the development
of data-to-text systems in the meteorological,
statistical data information, and business intel-
ligence application domains.

1 Introduction

In recent times, natural language generation (NLG)
is receiving increased attention beyond its research
community. Commercial success is nowadays a fact
for several NLG companies and this trend is likely
to expand in coming years, as many opportunities
will arise for the development of NLG systems that
provide useful interpretable information and address
different needs within organizations.

In this context, software for NLG purposes which
is freely available is an exception rather than a norm.
In fact, according to Reiter (Reiter, 2017), this prob-
lem is worsened by a lack of visibility of available
software. In other words, there is not much software
for NLG and most of it is unknown to the wide pub-
lic. However, among the different tasks that can be
identified within an NLG system according to (Re-
iter and Dale, 2000), software for the realization task
(the actual text generation process from the inter-

mediate representation of the information to be con-
veyed) is actually plentiful when compared to other
tasks like referring expression generation.

In this paper we focus on a specific realizer for
the English language, namely SimpleNLG, which
was originally presented in (Gatt and Reiter, 2009),
but has been improved over the years and has be-
come a popular and active project. As a Java library,
SimpleNLG honours its name by providing an intu-
itive object-oriented API for generating text from a
lexical-syntactic specification.

Moreover, different adaptations of SimpleNLG
have been made to support other languages. Among
them, the bilingual English-French version devel-
oped by Vaudry (Vaudry and Lapalme, 2013), pro-
vided an abstraction of the common linguistic fea-
tures shared by both languages. Subsequent adap-
tations include German (Bollmann, 2011), Brazilian
Portuguese (de Oliveira and Sripada, 2014) and Ital-
ian (Mazzei et al., 2016), based on different versions
of the original and the bilingual versions of the li-
brary. SimpleNLG has also served as inspiration for
a realizer for the Indian Telugu language (Dokkara
et al., 2015).

2 Adapting SimpleNLG-EnFr to Spanish

Given that Spanish is one of the most spoken lan-
guages in the world in terms of native speakers, there
are many potential benefits about providing a real-
izer that supports this language. To our knowledge,
there has been a previous attempt at developing a
Spanish version of SimpleNLG, as in (Trzpis, 2015).
However, this project was not made publicly avail-
able and, according to its description, several fea-
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tures were missing or incomplete, such as interrog-
ative questions, gerund and participle verb forms or
an extensive lexicon.

In order to address this, we provide an adap-
tation of the bilingual English-French version of
SimpleNLG for the Spanish language. Specifi-
cally, we have opted for the creation of a bilin-
gual English-Spanish version that follows the orig-
inal class structure of SimpleNLG-EnFr, instead of
adding a third language to the existing implemen-
tation of SimpleNLG-EnFr. While we believe that
creating a more general framework based on Sim-
pleNLG with multilingual support is a necessary
task that should be undertaken in the future, our
main interest is to provide an useful NLG tool which
is not currently available for NLG developers that
may need use the Spanish language.

Thus, as in SimpleNLG-EnFr, most of the ba-
sic framework is shared between both languages,
such as document elements and some grammar rules
which are common for both English and Spanish.
Based on the abstract classes, we have subclassed
several functionalities regarding syntax, morphol-
ogy, and orthography and adapted an already exist-
ing lexicon which provides a very extensive collec-
tion of Spanish words and inflections. The Spanish
grammar used as reference is the “Nueva gramática
de la lengua española” (RAE, 2011).

2.1 Lexicon

Instead of building our own lexicon, we opted for
reusing already well-known and reputed existing re-
sources in the literature. In particular, we have
used the Spanish dictionary provided by the FreeL-
ing project (Padró and Stanilovsky, 2012) to develop
and test SimpleNLG-ES. This dictionary provides
555,000 forms corresponding to more than 76.000
lemma-PoS (Part of Speech) combinations. Since
the dictionary cannot be used directly with Sim-
pleNLG, we converted the original file format into
an XML file format which is compatible with the re-
alizer.

3 Features of the Spanish language

We describe here some of the most interesting fea-
tures of the Spanish language which have been in-
corporated into SimpleNLG-ES. These involve syn-

tax, orthography, morphology and morphophonol-
ogy elements.

3.1 Syntax

Some of the most relevant features in terms of syn-
tax include the adjective positioning, the use of re-
flexive pronouns for passive clauses, relatively sim-
ple interrogative clauses, and the subjunctive con-
version of imperative statements that are used as rel-
ative clauses.

Verb phrase: Verb phrases are in structure sim-
ilar to English verb phrases. Among the most in-
teresting verb phrase features of the Spanish lan-
guage for which we have added support, the con-
struction of verb clauses without subject using the
verb “haber”, is expressed as “hay” (which actually
means “there is/are”). Likewise, passive clauses,
which are less common in Spanish, can be con-
structed by adding the reflexive pronoun “se”. For
instance, “se crearon tres prototipos” means “three
prototypes were created”.

Noun phrase: Noun phrases follow a similar pat-
tern to their English counterpart, with a determiner,
a noun, and one or more adjectives. The main dif-
ference is that adjectives are usually positioned after
the noun, although they can also be positioned be-
fore the noun for emphatic purposes or slight differ-
ences in meaning. For instance, “that good man”
can be expressed as “ese hombre bueno” or “ese
buen hombre”.

A specific feature involving noun phrases when
used as indirect objects is that a preposition ‘a’ has
to be attached before the noun phrase. For instance,
“I gave the kids a toy” would be expressed as “Le
di un juguete a los niños”. This actually coincides
with the less used English alternative, “I gave a toy
to the kids”.

Interrogative clause: Interrogative clauses are
formed in many cases by simply adding the proper
punctuation signs at the beginning and end of a sen-
tence. For instance, a simple statement converted
into a yes/no question like “you want to eat”→ “do
you want to eat?” would be expressed as “quieres
comer”→ “¿quieres comer?”.

In the case of a ‘who’ question, where this particle
plays the role of an indirect object, the beginning of
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the question incorporates a preposition ‘a’, just like
in the indirect object case described above for the
noun phrase. For instance, “Who do you prefer?”
would be expressed as “¿A quién prefieres?”.

Relative clause: In the case of relative clauses,
subordinate imperative sentences are transformed
into subjunctive. For instance, “Throw away the
stones.” → “I want you to throw away the stones.”,
would be expressed as “Tira las piedras.” →
“Quiero que tires las piedras.” (“I want that you
throw away the stones”, literally translated).

3.2 Orthography
Most general orthography rules that are used in En-
glish also apply to Spanish, such as beginning sen-
tences with capital letters or punctuation using com-
mas and dots. Thus, in SimpleNLG-ES most orthog-
raphy code is shared for both languages.

In Spanish there exist orthographic rules that de-
termine whether specific letters within words must
include a tilde, a diacritical mark that helps de-
termine the word pronunciation. For example, in
‘pretérito’ the tilde over the ‘e’ letter implies a stress
in the pronunciation for that syllable. In our case, the
Freeling lexicon already provides the correct forms
of the words, including tildes. This allowed us to
avoid including the related orthography rules for de-
termining tildes, which involve identifying syllables
and ending letters for words.

In fact, the only Spanish orthographic rule we had
to add is the inclusion of the interrogative particle
‘¿’ that marks the beginning of an interrogative sen-
tence.

3.3 Morphology
Gender and number: Determiners, adjectives
and some nouns must be inflected in gender and
number. In our case the lexicon supports all inflec-
tions for base words, but we have also included sev-
eral rules for inflection of plurals for regular nouns.

Verb tenses: As in other languages, in Spanish
there exist regular and irregular verbs. We have in-
cluded in SimpleNLG-ES the standard rules for in-
flecting regular verbs, while irregular verbal forms
are provided by the lexicon. Moreover, verbs in
Spanish can be inflected for several modalities (in-
dicative, subjunctive, imperative) and many differ-

ent tenses. Tenses involve simple and compound
forms using the auxiliar verb “haber” (to have). All
of them are correctly supported by SimpleNLG-ES.

In order to illustrate the complexity of the ver-
bal system in Spanish, which is supported by
SimpleNLG-ES, consider the English sentence “I
had eaten”. In Spanish, depending on the context,
this could correspond to the indicative compound
tense named pretérito pluscuamperfecto “yo habı́a
comido” or to the preterito perfecto compuesto “yo
hube comido”. At the same time, “if I had eaten”
would correspond to the subjunctive pretérito plus-
cuamperfecto “si yo hubiera comido” or “si yo
hubiese comido” (this tense admits two different
forms). Thus, depending on the context of the sen-
tence, “I had eaten” could correspond in Spanish to
three different tenses, four different realizations, and
two different modalities.

3.4 Morphophonology
The Spanish language is not as rich as other
close languages in terms of morphophonology rules.
However, there exist two main contractions between
the prepositions ‘a’ and ‘de’, and the masculine sin-
gular determinant ‘el’ that are always used:

• “a el”→ ‘al’ (to the)

• “de el”→ ‘del’ (of the)

Other contractions are used in a more colloquial
spoken context, such as “para atrás” → “patrás”
(backwards) and “para adelante” → “palante”
(forwards), but these are not officially recognized
by the Real Academia Española (the official organ-
ism that regulates the Spanish language). Thus,
SimpleNLG-ES includes only support for ‘al’ and
‘del’.

4 Test and use

We have tested our adaptation of SimpleNLG for
Spanish in different ways. Firstly, we adapted the
existing tests for the English language version, as
many of the features tested also apply to Span-
ish. These tests, built using a unit testing frame-
work, check the functioning of the library at differ-
ent levels, by comparing if the text strings generated
by the library match the correct expected results.
SimpleNLG-ES passed all these tests successfully.
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Secondly, we tested SimpleNLG-ES in the real
data-to-text service GALiWeather (Ramos-Soto et
al., 2015), which is a template-based NLG system
that was deployed in May 2015 as a public service
for the Official Meteorology Agency (MeteoGalicia,
2000) of Galicia (NW Spain). GALiWeather pro-
duces automatically daily operational weather fore-
casts for each of the 314 municipalities in Galicia.

Specifically, we refactorized and adapted GALi-
Weather, to perform realization using SimpleNLG
for Spanish. Tests consisted of 76 different real
weather forecasts produced since November 2016,
which were generated for the same input data. The
corresponding forecast texts were generated using
both approaches (GALiWeather’s original template-
based and SimpleNLG-ES realizations) and their
strings were matched using unit testing assertion
methods.

Only in 7 out of the 76 testing examples (9%),
the same non-relevant difference was found between
pairs of texts generated for the same input data. This
corresponded to the case where the Spanish reflex-
ive pronoun ‘se’ appeared. In Spanish, this pronoun
can be placed separately or attached to a verb with
no changes in meaning, as in “se podrán encontrar”
or “podrán encontrarse”. The templates use the lat-
ter case, while our adaptation of SimpleNLG applies
the former rule:

• Expected (template-based GALiWeather): “Se
espera que los cielos alternen periodos muy nu-
bosos con otros parcialmente nubosos, aunque
ocasionalmente podrán encontrarse poco nu-
bosos o despejados.”

• Actual (SimpleNLG-ES): “Se espera que los
cielos alternen periodos muy nubosos con otros
parcialmente nubosos, aunque ocasionalmente
se podrán encontrar poco nubosos o despeja-
dos.”

In order to further test and refine the library, we
are also currently using SimpleNLG-ES in three dif-
ferent projects for the development of data-to-text
systems in new domains, with satisfactory results.
The first project is in the environmental information
domain, also in cooperation with the Galician Me-
teorology Agency, for automatically generating tex-
tual meteorological warnings following the guide-

lines of the European Meteoalarm service (EUMET-
Net, 2007). The second project focuses on providing
textual descriptions and explanations in natural lan-
guage about a number of official statistical data and
indicators. Finally, the third project is in the busi-
ness intelligence information realm.

5 Documentation and release

SimpleNLG-ES has been thoroughly documented.
Specifically, the source code maintains the original
documentation style of SimpleNLG in English. We
have also adapted and translated the original docu-
mentation and tutorial into Spanish.

The source code of SimpleNLG-ES and its asso-
ciated documentation are available on GitHub (Ale-
jandro Ramos-Soto, 2017).

6 Conclusions

We have described in this paper the most relevant
features of our adaptation SimpleNLG-ES of the re-
alizer SimpleNLG for the Spanish language. This
version provides an extensive support for the most
common usage of Spanish, using a comprehensive
lexicon that covers most of the common Spanish vo-
cabulary and all its inflections.

SimpleNLG-ES has been tested through various
means. Moreover, the library is currently being used
in three different projects for the development of
real D2T systems in the meteorological, statistical
data information, and business intelligence applica-
tion domains. As current and near future work, we
will extend the library to also support the Galician
language.
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Abstract

Corpora of referring expressions elicited from
human participants in a controlled environ-
ment are an important resource for research on
automatic referring expression generation. We
here present G-TUNA, a new corpus of refer-
ring expressions for German. Using images of
furniture as stimuli similarly to the TUNA and
D-TUNA corpora, our corpus extends on these
corpora by providing data collected in a simu-
lated driving dual-task setting, and addition-
ally provides exact duration annotations for
the spoken referring expressions. This corpus
will hence allow researchers to analyze the in-
teraction between referring expression length
and speech rate, under conditions where the
listener is under high vs. low cognitive load.

1 Introduction

Referring expression generation (REG) is an impor-
tant problem in natural language generation (Dale,
1989; Dale and Reiter, 1995; van Deemter, 2002;
Krahmer et al., 2003). The challenge of generating
referring expressions (REs) that can pick out a spe-
cific object among a set of similar objects represents
a prominent subtask in REG. One important goal for
REG is to produce human-like referring expressions
which are not only logically correct but also sound
natural to native speakers of the target language.

Corpora that include referring expressions and
contain transparent semantic annotation are an im-
portant resource for being able to evaluate the nat-
uralness of an REG algorithm. Because naturally
occurring corpora vary wildly with respect to do-
main and genre, van Deemter et al. (2006) pro-

posed the systematic construction of the TUNA cor-
pus of REs by eliciting them from human subjects
in a controlled setting. In their experiment, partici-
pants wrote descriptions of target objects in a scene
of similar distractor objects and were told that they
were interacting with a computer. While this pro-
vided the first systematic collection of REs written
by humans that could be used to evaluate REG al-
gorithms, Koolen & Krahmer (2010) argued that the
written modality was not natural enough to be rep-
resentative of typical language use. Indeed, most
language use is spoken and involves an interlocutor,
so when they collected the D-TUNA corpus of REs
in Dutch, Koolen & Krahmer included two spoken-
language conditions: one where the interlocutor was
visible to the speaker and one where they were not.

Including a human addressee was a marked im-
provement over the text-only modality of the TUNA
corpus, and showed that REs were longer on aver-
age and more overspecified (although the latter not
significantly) in the spoken modality. However, the
addressee was a confederate of the experimenters
and explicitly instructed to give no feedback to the
speaker. This is problematic as speakers usually ex-
pect a reaction from their listeners, and so a neutral
interlocutor is unrealistic. It is also difficult to emu-
late the reactions of a naive subject throughout many
experimental sessions. In addition, the D-TUNA
corpus does not include any acoustic information
about the recorded speech, such as RE duration,
which is important to be able to assess reduction
processes in human language production, and iden-
tify possible trade-offs between referring expression
length and speaking rate.
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2 Corpus Collection

We built a corpus of spoken referring expressions,
aimed at investigating how speakers accommodate
listeners who are under cognitive load. We created a
more natural speech environment by having pairs of
naive participants describe objects to each other in a
simulated driving context, while retaining the same
collection of furniture images used in both previous
TUNA corpora. We did not use the people domain
(Gatt et al., 2007; Koolen and Krahmer, 2010), be-
cause previous analyses on the TUNA corpora made
clear that this domain results in a large amount of
linguistic variation that is hard to capture by a se-
mantic annotation. In addition, the detail in the im-
ages did not show up well in the driving simulator.

Furthermore, the fact that this corpus was col-
lected in German means that it provides a third lan-
guage for cross-linguistic comparison. There are
two other corpora associated with the analysis of
REs in German, namely the GIVE-2 corpus (Gar-
gett et al., 2010) and the PENTOREF corpus (Zarrieß
et al., 2016). However, the virtual environment in
which the data for the GIVE-2 corpus were col-
lected, coupled with the freedom subjects had to
move around the environment, makes the corpus
poorly suited to the sort of systematic evaluation of
REs that is enabled by the TUNA, D-TUNA, and
now the G-TUNA corpora. While the PENTOREF

corpus provides data for both English and German
accompanied by utterance-level timing information,
the task-oriented dialogue with feedback from ‘In-
struction Followers’ and the different target objects
make comparisons to the TUNA corpora more chal-
lenging. Our corpus thus provides a testing ground
for evaluating referring expression generation algo-
rithms for German in a similarly controlled context
to the TUNA and D-TUNA corpora in a more natu-
ral spoken language context without introducing the
further confounds of collaborative dialogue.

2.1 Participants

Twenty pairs of Saarland University students par-
ticipated in our experiment, with mean age 23.0
(SD=4.1). Twenty-one participants were women and
the rest were men. We paid the students 10 euros
each for their participation.

Figure 1: Driving simulator with 2 subjetcs and a stimulus.

From left-to-right, top-to-bottom, the stimulus depicts a green

sofa, a grey sofa, a green sofa, a green chair, a green desk, a

green sofa, a blank space, and a red sofa. #1 was the target.

2.2 Materials

The stimuli were based on those used for the TUNA
and D-TUNA corpora. They consist of scenes con-
taining 7 images in a 2 × 4 grid, where each grid
position is numbered 1-8.1 The target image was
identified for the speaker by a number appearing on
a separate display not visible to the driver.

The images in a scene are furniture, taken from
the Object Databank2. The image set in this domain
is highly systematic, consisting of four different ob-
ject types (chair, sofa, desk, fan) in four different
colors (blue, red, green, grey), three different orien-
tations (front-, left-, right-facing)3, and two different
sizes (large, small).

The scenes were constructed so that different
numbers of modifiers are necessary for the listener
to pick out the correct referent with a minimal de-
scription (MD). We systematically varied the length
of the minimal description for each target, so that
objects could be uniquely identified by mentioning
0 (i.e. mentioning only the object type), 1, 2, or 3
attributes. For example, in Figure 1, image #1 is
identifiable by the attributes ‘orientation=left’ and
‘color=green’, allowing for descriptions like “Das

1We used a different grid size than in the previous TUNA
experiments, which used a 3× 5 grid, in order to accommodate
the presentation of the images in the driving simulator.

2Available from: http://wiki.cnbc.cmu.edu/Objects
3We removed the backward-facing objects from the origi-

nal image set as it was difficult to distinguish them from the
forward-facing objects in the driving simulator.
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grüne Sofa, das nach links zeigt”4. Each image ap-
peared at most once as the target referent.

We created two lists of 60 items, each comprising
two blocks of 30 items, such that each participant in
a pair would describe different items in their role as
speaker. Most items on a list required either one (18
trials) or two (26 trials) attributes to be mentioned.
Each block began with 4 practice trials, one for each
length of minimal description.

2.3 Procedure
Pairs of participants performed a referential commu-
nication task in a driving simulator A coin toss de-
termined which participant in each pair was assigned
to the role of speaker first. Speakers were instructed
to describe the target referents in such a way that the
listener-driver could identify the correct object from
an array displayed on the driving simulator screen.
They had 15 seconds to provide their description and
were told that they were not allowed to use the im-
age’s location as a cue. All speech was recorded. To
keep speakers aware of the listener’s cognitive state,
they were prompted to assess the driver’s degree of
cognitive load after every 10 trials.

The listener-drivers were instructed to verbally re-
spond with the number of the object that they be-
lieved was described. They were allowed to ask for
clarification if the description was not clear. During
the identification task, drivers were either holding
the steering wheel stationary (EASY driving condi-
tion) or steering to follow a moving object on the
road (HARD driving condition). We refrained from
the use of a confederate for the listener role, because
experience with the dual task may decrease cogni-
tive load, and visibly performing the role of a driver
under increased cognitive load was expected to be
too difficult for reliable results. Since both partic-
ipants played both roles, an additional factor was
whether the subject played the role of the driver first
or the speaker first. A complete experimental ses-
sion took about 1.5 hours.

3 Corpus Format and Statistics

3.1 Format
The corpus uses the same XML format as the earlier
TUNA corpora to facilitate comparisons (Gatt et al.,

4English: The green sofa facing left

2008). This annotation scheme includes information
about the target image and distractors along with the
transcribed referring expression and a flat semantic
representation of the mentioned attributes.

We supplement the annotation scheme with du-
ration information for each trial to facilitate more
detailed analyses. So far results are mixed as to
whether speakers vary word durations based on
communicative setting (Bard et al., 2000; Galati and
Brennan, 2010), so it is important to provide this in-
formation for studies on accommodation, in addition
to variation in the number of words used and the de-
gree of over- or under-specification.

3.2 Statistics and Comparison to other
Corpora

The current version of the G-TUNA corpus contains
data from 40 native speakers of German, each of
which completed 60 trials as a driver and 60 trials
as a speaker. This resulted in 2331 descriptions after
removing problematic items5, which is comparable
to the other two corpora. Table 1 compares the three
TUNA corpora on their main properties.

Out of all referring expressions, 45.5% were over-
specified, 51.4% were minimally specified, 1.9%
were underspecified, and 1.2% were wrongly spec-
ified (e.g. mentioning color and orientation where
color and size were required). These figures are
similar to those found for the TUNA and D-TUNA
corpora (Koolen and Krahmer, 2010; Koolen et al.,
2011), confirming that referential overspecification
is ubiquitous for these items in German as well as
in English and Dutch. The rate of overspecifica-
tion was very similar between the EASY (M=0.53;
SD=0.70) and HARD (M=0.56; SD=0.72) driving
conditions, which is also in line with the findings
for D-TUNA that the communicative situation does
not affect the degree of overspecification.

An important addition in G-TUNA is the duration
annotation for the descriptions. Both the average
duration of referring expressions and the number of
words showed an influence of the task manipulation.
Referring expressions were significantly shorter on

5We removed items where subjects described the wrong
item, identified the target by number, took too long to respond,
or made reference to earlier trials as well as items which in-
volved experimental errors, interruptions, etc. Any additions
triggered by listener feedback were also removed.
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TUNA D-TUNA G-TUNA
# subjects 45 60 40
language English Dutch German
# trials 20 40 60
grid size 3× 5 3× 5 2× 4
# targets/grid 1–2 1–2 1
# distractors/grid 6 6 6
communicative situation human-computer no v. invisible v. visible driver & passenger

addressee in driving simulation
modality written written + spoken spoken
domains furniture, people furniture, people furniture
# comparable REs / total 420 / 2280 400 / 2400 2331 / 2331

Table 1: Comparison table for the three versions of TUNA released so far. The ‘comparable’ RE counts are based on domain &

cardinality matches. The TUNA corpus’ REs are all in the textual modality, while the 400 D-TUNA REs listed here are in the

spoken modality as in our experiments. There are an additional 200 textual furniture REs in the D-TUNA corpus as well.

average in the HARD condition than in the EASY

condition, but only for those speakers that had al-
ready experienced the driving task themselves (5.9
words / 2464 ms vs. 6.3 words / 2687 ms). This
suggests that speakers do adapt some aspects of their
descriptions to the communicative situation.

As shown in Figure 2, our corpus provides a bal-
anced middle ground between the TUNA and D-
TUNA corpora with respect to description length.
Here we observe that the D-TUNA descriptions are
often longer, involving longer full sentences, where
the time pressure of our experimental setting encour-
aged subjects to use shorter utterances on average.
At the same time, our utterances are longer than
the TUNA expressions on average, perhaps due to
the difference in modalities as well as the difference
in language. That differences between the corpora
are already visible with such a coarse analysis sug-
gests that there are many more interesting nuances
available to study while accounting for differences
in modality and presentation as appropriate.

4 Conclusion

We presented a German corpus of referring expres-
sions, designed to examine listener accommodation
in an image identification task where listeners are
under cognitive load. The stimuli and design were
crafted to make the corpus comparable to the ex-
isting TUNA and D-TUNA corpora of referring ex-
pressions in English and Dutch. Moreover, we ex-
tended our annotations to include word durations,
enabling us to evaluate more nuances of speaker
adaptation, and to investigate the relationship be-
tween referring expression length and speech rate.
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Figure 2: Density plot of RE lengths in the 3 TUNA corpora

for comparable REs. The density plot is used so the distribution

over different lengths is more easily compared across corpora

despite the different numbers of REs in each corpus.

In addition to enabling cross-linguistic compari-
son and the evaluation of algorithms for referring
expression generation in German, this corpus will
provide insight into human behavior when describ-
ing objects for identification by listeners with vary-
ing levels of linguistic attention.
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Abstract

There are many domain-specific and
language-specific NLG systems, which are
possibly adaptable across related domains
and languages. The languages in the Bantu
language family have their own set of features
distinct from other major groups, which there-
fore severely limits the options to bootstrap an
NLG system from existing ones. We present
here our first proof-of-concept application
for knowledge-to-text NLG as a plugin to the
Protégé 5.x ontology development system,
tailored to Runyankore, a Bantu language
indigenous to Uganda. It comprises a basic
annotation model for linguistic information
such as noun class, an implementation of
existing verbalisation rules and a CFG for
verbs, and a basic interface for data entry.

1 Introduction

Natural Language Generation systems require con-
tent planning and format for the selected subject do-
main as input and specifics about the natural lan-
guage in order to generate text (Staykova, 2014),
of which the latter tend to be bootstrappable for re-
lated languages (de Oliveira and Sripada, 2014). Our
NLG system uses ontologies to represent domain
knowledge. As for language, we are interested in
Runyankore, a Bantu language indigenous to south
western Uganda. The highly agglutinative struc-
ture and complex verbal morphology of Runyankore
make existing NLG systems based on templates in-
applicable (Keet and Khumalo, 2017). There have
been efforts undertaken to apply the grammar engine

technique instead (Byamugisha et al., 2016a; Bya-
mugisha et al., 2016b; Byamugisha et al., 2016c),
which resulted in theoretical advances in verbaliza-
tion rules for ontologies, pluralization of nouns, and
verb conjugation that address the text generation
needs for Runyankore. We present our implemen-
tation of these algorithms and required linguistic an-
notations as a Protégé 5.x plugin.

2 Linguistic Annotations for NLG

Most NLG systems for ontology verbalization re-
quire some annotations to the ontology’s vocabulary
so as to make the generated sentence sound more
natural language-like. For instance, the lemon model
for ontologies (McCrae and others, 2012). However,
it has been shown to be insufficient for covering
grammar constructs for Bantu languages, most no-
tably due to the noun class system and complex mor-
phological rules (Chavula and Keet, 2014). Other
systems use tailor-made annotation schemata, e.g.
(Androutsopoulos et al., 2013; Keet and Chirema,
2016). While they differ in number of linguistic an-
notation properties, what they share in common is
the separation of annotation from ontology, as pro-
posed in (Buitelaar et al., 2009), and storing that an-
notation in a separate XML file for further process-
ing. We thus also annotated using an XML-based
model, but limited our structure to our information
of interest: NC, part-of-speech, and translation. The
annotation functionality was implemented as a view
tab in the Protégé 5.x plugin, so that it can be used
during either multi-lingual or mono-lingual ontol-
ogy development, or validation of the represented
knowledge in an easily accessible way. The interface
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also ensures no typographical errors are made in the
XML file. These annotation fields are mandatory,
and we allowed for the use of 0 as the NC for the
POS which is not a noun. These restrictions to input
were achieved using document filters. The XML file
is queried during the verbalization process so as to
obtain the required annotations that are needed for
the algorithms.

3 Implementation of the Grammar Engine

We implemented the algorithms for verbalization
and pluralization presented in (Byamugisha et al.,
2016a; Byamugisha et al., 2016c) as a Java appli-
cation. The CFG specified in (Byamugisha et al.,
2016b) was implemented using the CFG Java tool
(Xu et al., 2011). We used this tool for three main
reasons: our grammar engine implementation was
done in Java, so we wanted a Java tool as well; we
wanted a small CFG implementation for reasonable
performance; and their tool extended Purdom’s al-
gorithm to fulfill Context-Dependent Rule Cover-
age (CDRC), which generates more and simpler sen-
tences. A sample of the generated text is presented
below:
• Buri rupapura rwamakuru n’ekihandiiko ek-

ishohoziibwe, (generated from: Newspaper v
Publication)
• Buri ntaama nerya ebinyaansi byoona, (gener-

ated from: Sheep v ∀ eats.Grass)
The generated text is saved in a text file, which
ensures that the text can be linked to other ap-
plication scenarios. We are working on a bet-
ter design to present the sentences within the tool,
for interaction during multi-modal ontology devel-
opment. The grammar engine can be launched
through the ‘Runyankore>Verbalize’ submenu un-
der the ‘Tools’ menu in Protégé 5.x. The jar
file is available from https://github.com/
runyankorenlg/RunyankoreNLGSystem.

4 Conclusion

We briefly presented the core components of the
Runyankore grammar engine Protégé 5.x plugin.
It implements algorithms for verbalization patterns,
noun pluralization, and verb conjugation. To make
this work, the grammar engine requires linguistic in-
formation about each noun and verb (OWL class and

object property) in the ontology in order to generate
text. This linguistic information is stored in as sep-
arate XML file. The demo will show the working
system and further details of the architecture.
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Abstract

We present a fully fledged practical working
application for a rule-based NLG system that
is able to create non-trivial, human sounding
narrative from structured data, in any language
(e.g., English, German, Arabic and Finnish)
and for any topic.

1 Introduction

Use cases for Natural Language Generation are
abundant and vary widely from theoretically inter-
esting to practically relevant. Topically limited sys-
tems are already being used in different areas like
weather reports (Ramos-Soto et al., 2013) or finan-
cial analysis (Nesterenko, 2016). Our topically un-
limited software has an abstraction layer for text
planning, structure, semantics, and content that can
be fitted to any kind of subject. In addition, this ab-
straction layer includes a cross-language abstraction
as well, making it feasible to write texts in multi-
ple languages at the same time, independent from
data source language or grammatical differences in
the output. This demonstrates a feature complete
NLG system (Reiter et al., 2000) with a rule-based
non-template approach (Van Deemter et al., 2005).
Most important, this is available as a web-based
tool for everyone including eLearning elements. A
free sandbox license for playing around is avail-
able, as well as free licenses for educational use –
https://cockpit.ax-semantics.com/signup.

2 Topicality Free NLG abstraction

The basic level of the realisation is based in a con-
tainer, which implements the basic NLG notation

for a phrase. The notation is written in Automated
Text Markup Language (ATML3) syntax, which is
an open specification.

Example:
Máte [property1,adj=yes,case=acc,

cardinal=property2].

This ATML3 expression will generate in Czech:
Máte jednu novou zprávu (You have one new mes-
sage) or Máte sedm nových zpráv (You have seven
new messages) from the noun zpráva, the adjective
nový and a numerical value coming from the data.
Noun and adjective are provided by property1 and
the numerical value is taken from property2 which
abstracts the data itself. Both properties are supplied
by the planner component.

Containers are used inside statements, which im-
plement the content determination, together with
story types and statement groups which are respon-
sible for the document structuring. Lexical choices
can be defined by the configuration in the property
output, and are related to the data they are inter-
preting, removing the limitations of topicality inside
of the NLG core. Data intake and interpretation is
done in so-called properties, which relate the data
to extractable meaning, and are then referenced in-
side the linguistics configuration. Together, these
configurations build the text and logic ruleset as a
training for a certain topic and text output. If cross-
language output is desired, word-level and phrase-
level lookups can be used to identify uninflected
word pairs across languages, which will automati-
cally be inflected correctly during realization of the
phrases.
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3 Components and Compilation workflow

The data intake for a text is one data document,
which is combined with the ruleset to form the ba-
sis for the text production. The NLG core then in-
terprets the data and ruleset together, and combines
this with grammatical information about the selected
output language and a lexicon for word-based gram-
mar information.

4 NLG Core Capabilities

The core grammar module allows for all possible
language features. Each distinct used language has
a unique configuration that combines those features
according to the required phenomena. This allows
for adding “new” languages within a few days.

5 User Access

ATML3 is designed as a markup language that, in
contrast to programming approaches, allows every-
one to create the required configuration. No devel-
oper skills are required, making the system suitable
to be used by any kind of user. A GUI is avail-
able as well. To decrease manual effort, the software
combines NLP and data analysis features: (1) prop-
erties are automatically generated from the training
data; (2) part-of-speech tagging is used to transform
a manual written sample text to an ATML3 ruleset
automatically.

6 Examples

The sentence “A camera, Wi-Fi and bluetooth are
just a few of its features.” in ATML3 will render
the pluralization and the verb based on the number
of features in the dataset (DATA Features), han-
dling conjunction, capitalization and articles as well:
[DATA Features.all(),conj=and,

det=indef,id=subject] [G:verb=be,

grammar-from=subject] just [Text:a few;

On,true=LOGIC more than one features;

Alt:one] of its features.

will return in English:
“A camera, Wi-Fi and bluetooth are just a few of its
features.” OR “Bluetooth is just one of its features.”

The same containers are used in Spanish:
[Text:Algunas;

On,true=LOGIC more than one features]

de sus caracterı́sticas

[G:verb=ser,grammar-from=subject;Alt:Una]

[DATA Features.all(),conj=y,id=subject]

“Algunas de sus caracterı́sticas son cámara, WiFi y
Bluetooth.” OR “Algunas de sus caracterı́sticas es
Bluetooth.”

7 Overcoming Limitations

As of now, no limitations exist as intrinsic or con-
ceptual barriers, proven by (1) in use large scale text
production in milliseconds, (2) the current 17 lan-
guages, and a wide range of topics from personal-
ized communication, live dialogue systems or static
text outputs. Practical limits relate to two categories:
one being the feasibility in reference to effort by im-
plementing a set of rules by the user to define in-
ference and text output, the second one being the
predictability of possible input data errors (Graefe,
2016).

These Limitations are already being solved by in-
tegrating the progress from other related fields from
the language analysis side and machine translation
improvements: An implementation for integrating
NLP-based tools like POS-tagging allow for sug-
gesting possible ATML3 rules, reducing the effort
and error rate of human rule creation; and machine
learning based toolchains for data analysis can be
used to predict inference-oriented rules.
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Abstract

We present three approaches to generate titles
for browse pages in five different languages,
namely English, German, French, Italian and
Spanish. These browse pages are structured
search pages in an e-commerce domain. We
first present a rule-based approach to gener-
ate these browse page titles. In addition, we
also present a hybrid approach which uses
a phrase-based statistical machine translation
engine on top of the rule-based system to
assemble the best title. For the two lan-
guages English and German, we have access
to a large amount of rule-based generated and
human-curated titles. For these languages,
we present an automatic post-editing approach
which learns how to post-edit the rule-based
titles into curated titles.

1 Introduction

Natural language generation has a broad range of
applications, from question answering systems to
story generation, summarization etc. In this pa-
per, we target a particular use case common to
many e-Commerce websites. In e-Commerce sites,
multiple items can be grouped on a common page
called browse page. Each browse page contains an
overview of various items which share some char-
acteristics. However, the items do not necessar-
ily share all characteristics. The characteristics can
be expressed as slot/value pairs. For example, we
can have a browse page for all items which share
the characteristics (Watch Type: wrist watch) and
(Band: stainless steel). These watches can have ad-
ditional characteristics such as (Feature: day clock)

Logo Search ... Find

Electronics
✓Cellphones
   Smartwatches
   Acessories

Brand
✓ACME
   Zorg

Color
   black
✓white
   red

ACME white 32GB Smart Phones
Shop by Network 

Network A Network B Network C◀ ▶

Shop by Model 
Model A Model B Model C C◀ ▶

Results
NEW ACME Model UNLOCKED
32GB Smartphone WHITE $123.99

ACME 4G Smartphone 5.1"
Model New In Box $111.11

Figure 1: Example of a browse page

or (Feature: date indicator) or (Feature: chrono-
graph), which can differ between all items grouped
on one browse page. Different combinations of char-
acteristics bijectively correspond to different browse
pages, and consequently to different browse page ti-
tles. To show customers which items are grouped on
a browse page, we need a human-readable descrip-
tion of the content of that particular page. A lack of
such description negatively impacts the user experi-
ence.

Figure 1 shows an example of a browse page with
a title, with navigation elements leading to related
browse pages as well as the individual items listed
in this page. The corresponding meta-data for the
browse page is shown in Table 1. Note that in our
problem definition slot names are already given; the
task is to generate a title for a set of slots. Moreover,
we do not perform any selection on the slots, all the
slots needs to be realized in order to have a unique
browse page title.
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Slot Name Value
Category Cell Phones & Smart Phones
Brand ACME
Color white
Storage Capacity 32GB

Table 1: The underlying meta-data for Figure 1

We have access to a few thousand human-created
titles (curated titles) for English and German. To
generate these titles, humans annotators were given
a set of slot name-value pairs and were asked to gen-
erate a title for that within a set of guidelines, the
important one being that all slots need to be realized
in the title.

Large e-Commerce sites can easily have tens of
millions of such browse pages in many different lan-
guages. The problem gets more complex as each
browse page can have one to six slots to be real-
ized. On top of that, the number of unique slot-value
pairs are in the order of hundreds of thousand. All
these factors render the task of human creation of all
the browse page titles infeasible. In this paper, we
propose several strategies to generate these human-
readable titles automatically for any possible browse
page, aiming for a high average title quality.

These different strategies address the existence
(or non-existence) of human-curated titles across the
different languages we are dealing with. In sec-
tion 3, we present a rule-based system which can
be used if there are no human-curated titles at all.
We show that title quality can be improved by com-
bining this rule-based system with a machine trans-
lation system, exploring monolingual data, as de-
scribed in section 4. If there are human-curated titles
available, we can use automatic post-editing on top
of the rule-based system, as described in section 5,
to achieve even higher quality titles.

2 Previous works

Generating titles for pages containing structured
data, for example in e-Commerce, is a frequent
problem. Dale et al. (1998) describe the problem of
generating natural language titles and short descrip-
tions of structured nodes which consist of slot/value
pairs. There are many publications which deal
with learning a generation model from parallel data.
These parallel data consist of the structured data and

natural-language text, so that the model can learn to
transform the structured data into text. Konstas and
Lapata (2012) compare 1-best vs k-best approaches
in the verbalization of database records; the k-best
is implemented as hypergraph decoding under a tri-
gram language model. Duma and Klein (2013)
generate short natural-language descriptions, taking
structured DBPedia data as input. Their approach
learns text templates which are filled with the infor-
mation from the structured data. Mei et. al. (2015)
use recurrent LSTM models to generate text from
facts given in a knowledge base.

Several recent papers tackle the problem of gen-
erating a one-sentence introduction for a biography
given structured biographical slot/value pairs. Le-
bret et al (2016) introduced a neural model for this
concept-to-text generation and evaluated on a large
dataset of biographies from Wikipedia. Chisholm
et. al. (2017) solve the same problem by applying
a machine translation system to a linearized version
of the pairs. All of these approaches require a large
set of parallel training data to learn from.

In the work presented here, however, we need to
generate titles also in languages for which we do not
have parallel (slot/value pairs to natural language)
training data. For the romance languages (French,
Italian and Spanish), no curated titles are available
for training. For these languages, we resort to rule-
based language generation. These systems are time-
consuming and require significant human effort, but
a lot of research work has been done in this area such
as the FoG system (Goldberg et al., 1994), the Sum-
Time system (Reiter et al., 2005) and the PLAN-
DOC system (McKeown et al., 1994).

For the languages English and German, we have
parallel data available, so we can directly learn with
a machine translation (MT) approach to “translate”
from rule-based generated titles to curated titles.
Note that, both source and target language are iden-
tical in our case. This problem is widely studied in
the MT community under the umbrella of Automatic
Post-Editing (APE) (Simard et al., 2007). APE sys-
tems are mostly used to correct the output of a tra-
ditional MT system (with different source and target
language), thereby producing higher quality transla-
tions. To the best of our knowledge, there is no work
in the prior art that leverages an APE system to im-
prove the quality of a rule-based generation system.
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Another difference between our work and some
of the papers described above, (Konstas and Lap-
ata, 2012), (Mei et al., 2015) and (Chisholm et
al., 2017), is that they perform selective genera-
tion, i.e. they run a selection step that determines the
slot/value pairs which will be included in the ver-
balization. For our e-Commerce browse pages, all
slot/value pairs are relevant and need to be verbal-
ized.

The work of (Zajic and Dorr, 2002) is related in
that they add morphological variation of verbs into
a HMM approach for headline generation. In our
hybrid approach described in section 4, we also in-
corporate many alternative lexicalizations and let the
decoding process find the optimal sequence. How-
ever, our work is different in that we generate titles
from slot/value pairs instead of news stories, and
we allow for much more variation than those used
in (Zajic and Dorr, 2002).

3 Rule-based approach

The first title generation system described in this pa-
per is a strictly rule-based approach with a manually
created grammar. These approaches are especially
useful when the amount of human-curated training
data is limited. Since on an e-Commerce site, differ-
ent categories will have different possible slots and
slot-value pairs, the total number of potential slots
can be huge. In this case, creating individual rules
for each slot is not feasible. But we can heuristically
classify slot/value pairs into a small set of slot types.
With Table 1 as an example, we classify

• All slot/value pairs with an adjective value as
Adjective slots, e.g. Color: white

• All slots mentioning a brand, model, series,
maker as Brand slots, e.g. Brand: ACME

• All slots with a numerical value as Numerical
slots, e.g. Storage Capacity: 32GB

• All slots with a Boolean (Yes/No) value as
Boolean slots, etc.

Furthermore, in the slot classification phase, we
can use a language model trained on related-domain
texts (product titles and description, search queries,
. . . ) to identify whether certain nominal aspect val-
ues typically go with specific prepositions, e.g. “in

English” for (Language: English) slots, “for chil-
dren” for (Age group: Children) slots.

Each of these slot types then gets a hand-written
language-dependent rule for lexicalization1, using
parts of the slot value as well as the slot name,
if required: For example, adjective slot values are
inflected to match the category head noun inflec-
tion2 and realized by themselves (Category: Schuhe)
+ (Farbe: Grün) → “grüne (Schuhe)”3. Numeric
aspects are realized as combination of an optional
preposition, the slot name including units, and the
numeric value (Diamètre (cm): 20)→ “diamètre 20
cm”4). Certain slots can also replace parts of the
category name; e.g. (Category: RC Boats & Water-
crafts) + (Type: Submarine’) is combined into “RC
Submarines”.

We then create a language-dependent grammar
which combines all these realizations by slot type
in a defined order, e.g. for English, BRAND |
NUMERIC | ADJECTIVES | NOMINAL | CAT-
EGORY+TYPE | FROM | WITH | FOR | LAN-
GUAGE | BOOLEAN.

4 Hybrid approach

4.1 Motivation

This section describes the hybrid generation ap-
proach which combines the rule-based language
generation approach (Section 3) and statistical ma-
chine translation for situations in which monolin-
gual data for the language is available, but human-
curated titles are not.

The approach described in Section 3 requires cre-
ating and maintaining individual rules for all poten-
tial slots in all categories for all languages, which
is next to impossible on a large e-Commerce site.
The structure of categories and slots is dynamic and
typically evolves over time. Furthermore, there are
many combinations of slots that lead to redundan-
cies and non-fluent generations, which are hard to
cover with individual rules. For example, if we have
a “Room” slot, any mentions of “interior-” in a title
become redundant. We therefore developed a model

1Lexicalization is the same as verbalization or realization in
this context.

2We use a shallow tagger for that
3“green shoes”
4“diameter 20cm”
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which is able to learn and generalize the realizations
from data.

4.2 Statistical machine translation

The process of generating a title from category in-
formation and slot/value pairs can be modeled by
leveraging phrase-based statistical machine transla-
tion (PBSMT). Translation from source into target
language using PBSMT works as follows:

1. the source sentence is split into all possible se-
quence of words called phrases5,

2. each of these source phrases is looked up in a
phrase translation table (learned from the train-
ing data) and translated into a target phrase,

3. these target phrases are then combined to form
a translation candidate,

4. a language model scores the translation candi-
dates, and

5. the system outputs the best scoring translation.

We use the open-source Moses translation sys-
tem (Koehn et al., 2007) for our hybrid system. In
order to combine the rule-based generation approach
with machine translation decoding, we leverage the
so-called cache-based translation model (Bertoldi
et al., 2014). This model uses an additional dy-
namic phrase table providing one score per phrase
pair, originally implemented for dynamic adapta-
tion. CBTM has been integrated into Moses, and
we extended the available implementation to match
our use case of title generation:

• CBTM is intended to work at the document
level, while we are working on the title level.
We extended this so that each title has a sepa-
rate cache model which is not accessible to any
other thread but the thread assigned to that sen-
tence, thus also making the model thread-safe;

• The original CBTM score decays over time,
i.e. the recent phrase pairs are scored higher
than the old phrase pairs, where recency refers
to document history. We modified this so that

5These are sequences of contiguous words and not necessar-
ily linguistically well-defined phrases.

Slot/Value Lexicalizations
Category/Cell Phones
& Smart Phones

”Cell Phones & Smart
Phones”

Brand/ACME ”ACME”
Color/white “white”, “in white”
Storage Capacity/32GB “32GB”, “with 32GB”,

“with storage capacity
32GB”, “, 32GB”, . . .

Table 2: Alternative lexicalizations for the slot/value pairs for

the browse page in Figure 1

the cache entries do not decay over time. In-
stead, the cache entries are deleted once the
sentence is processed;

• CBTM generates only one score based on re-
cency of the phrase pair. We extended this mul-
tiple static scores for each cache entry, similar
to a standard phrase-table.

4.3 Combining rule-based and PBSMT

The rule-based generation approach generates ex-
actly one lexicalization for each slot/value pair. In
the hybrid approach, we extend this and gener-
ate many different alternative lexicalizations6 for a
slot/value pair.

For the example browse page from Table 1, al-
ternative lexicalizations for the slot/value pairs are
shown in Table 2. Note that we also add the cate-
gory as a slot and the category name as its lexicaliza-
tion. This is done in order to generate distinct title
for products that have same slot/value pairs across
categories.

We use the cache-based translation model de-
scribed in section 4.2 to represent these alternative
realizations. The slot/value pairs are represented
as the source phrases, and their alternative lexical-
izations are represented as different target phrases,
i.e. different possible ”translations” of this source
phrase. For each browse page, we dynamically cre-
ate a specific phrase table containing source repre-
sentations and their possible target phrases.

These target phrases are then combined and
scored by a language model, and the system re-
turns the best scoring title. This language model

6We use a shallow tagger to lexicalize the slot names and
values.
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BN 1

BN 2

BN n

…

r.-b. Title 1

r.-b. Title 2

r.-b. Title n

Human Title 1

Human Title 2

Human Title n

Learn to ”translate“
(post edit)

new BN r.-b. Title

BN n

APE title 

Figure 2: Principle of Automatic Post Editing. “r.-b. Title“ de-

notes an auto-generated (rule-based) title as described in Sec-

tion 3.

is trained on a large corpus of monolingual out-of-
domain data. As mentioned in the introduction, we
have set up the hybrid system for languages where
no curated browse page titles are available. How-
ever, we do have access to monolingual data which
can be used to build a language model.

5 Automatic Post-Editing approach

Rule-based title generation causes some errors in the
output which are recurrent and consistent. For En-
glish and German, we have access to a reasonably
large amount of already available curated titles (refer
Table 3). By generating titles using the rule–based
system for the same browse pages, we can create
parallel data, where the source side is the – some-
times erroneous – automatically created title, and the
target is the – desired human–curated title. Note that
in this case, both source and target text are in the
same language.

These parallel data can be used to train an au-
tomatic post-editing (APE) system (Simard et al.,
2007) which will then learn how to correct the er-
rors made by the rule-based system. In this work,
we are learning to automatically correct the titles
generated by the rule-based system. As proposed
in APE, we train a phrase-based statistical MT sys-
tem on the “parallel” data where the source corpus is
the rule-based generated data and the target corpus
is the human curated title data. The principle behind
this approach is sketched in Figure 2. We use the
Moses toolkit (Koehn et al., 2007) for training and
decoding.

The APE approach has several advantages: it
is straightforward to implement, automatic post-
editing is a well-studied topic, and we can apply all
features and models used within the current state-of-
the-art MT systems.

We leverage the following MT models:

1. Phrase translation model, including a simple
string-matching penalty that is used to control
for higher faithfulness with regard to the raw
machine translation output (Junczys-Dowmunt
et al., 2016). This penalty is added as phrase
score in the phrase translation model.

2. Operation Sequence Model (OSM): This mod-
els the translation process as a Markov chain of
sequence of operations. OSM basically clubs
the benefits of both translation and language
model into one model (Durrani et al., 2011).

3. Language Model (LM): The 5-gram LM was
trained only on the target side of our “parallel”
data, i.e. the human-curated titles, because this
is clean in-domain data.

At the same time, there are some disadvantages of
using an APE system:

• Only errors seen in training can be corrected by
APE;

• When the data is noisy, APE learns to generate
artifacts from the data.

• Data that is lost in the rule-based generation
cannot be reconstructed.

6 Experiments

6.1 Data
We evaluated our rule-based, HybridMT and APE
approach for the generation of browse page titles
in English (En), German (De), French, Italian and
Spanish (FrItEs). The rule-based system does not
require any training data. The HybridMT system re-
quires a language model (LM) which we trained on
large monolingual data extracted from descriptions
of items in the e-Commerce inventory. For FrItEs,
we do not have access to many human-curated ti-
tles (we have access to small development and eval-
uation sets), but we do have these item description
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data available. We heuristically filter the description
data by making sure that each sentence has at least
one preposition and the number of tokens are greater
than 3. Parallel data is used to train, tune and evalu-
ate the APE system.

For development and testing purposes, we use a
manually-generated set of 500 browse page titles per
language. Statistics on the amount of parallel and
monolingual data for the languages are given in Ta-
ble 3. “AlgoTok” represents the number of tokens in
browse page titles which were generated using the
rule-based system, while “CuratedTok” represents
those in human curated titles.

Curated Monolingual
Language #SrcTok #TrgTok #TrgTok
English 5.21M 4.97M 4.97M
German 3.68M 3.76M 3.76M
French - - 47.3M
Italian - - 39.8M

Spanish - - 56.7M
Dev Test

Language #Src #Trg #Src #Trg
English 7.5K 6.7K 6.7K 6.6K
German 8.5K 8.8K 8.6K 8.8K
French - 3.2K - 3.8K
Italian - 10K - 3.7K

Spanish - 6.7K - 3.6K
Table 3: Statistics of training (Curated, Monolingual), develop-

ment (Dev) and evaluation (Test) datasets. For French, Italian,

Spanish there is no parallel training data. M, K stands for mil-

lion and thousand respectively.

6.2 Systems

This section describes the various language genera-
tion systems we have applied. All the language mod-
els are 5-grams with modified Kneser-Ney smooth-
ing trained with KenLM (Heafield, 2011). We use
the modified cache-based translation model (cf. Sec-
tion 4) for the HybridMT systems. For the APE sys-
tem, we train the translation and operation sequence
model with scripts provided under Moses (Koehn et
al., 2007). For tuning the weights we use the k-
best batch MIRA implementation (Cherry and Fos-
ter, 2012) provided in the Moses toolkit. A combina-
tion of BLEU (Papineni et al., 2002) and word error
rate (WER) (Nießen et al., 2000) is used for tuning
the system, because tuning on BLEU only resulted

in overly long translations. Performance of all sys-
tems are reported in terms of BLEU, character F1-
score CHRF1 (Popović, 2016) and WER. Statistical
significance tests were conducted using approximate
randomization tests (Clark et al., 2011).

7 Results

This section collects the results from the three differ-
ent generation systems, namely the rule-based sys-
tem (RBNLG), the Hybrid Machine Translation sys-
tem (HybridMT) and the automatic post-editing sys-
tem (APE), for 5 different languages. We group the
results based on the amount of curated titles avail-
able per language. For English and German, we
have curated titles and can thus train an APE system.
For FrItEs, we do not have such data, so we compare
the RBNLG system with the HybridMT approach.
In addition, we also run a contrastive experiment on
English with the HybridMT system, comparing the
quality for all three systems on this language.

7.1 English and German

Table 4 collects results for English and German. In
general, the results obtained by the APE systems
are significantly better than the rule-based system.
For English, the APE system shows an absolute im-
provement of almost 10 BLEU points over the rule-
based system. The effect of in-domain data can be
clearly seen in this experiment.

Our rule-based approach for German in compar-
ison with English does not fare well. German is
a morphologically rich language and to manually
cover all the grammar rules in German requires a
lot of effort. This is one of the reasons why the met-
ric scores on German are far lower than on English.
These errors by the rule-based system, such as re-
ordering errors, usage of prepositions etc., are how-
ever systematic and consistent across titles. These
consistent errors are captured well by the APE sys-
tem which results in a very impressive improve-
ment: the APE system outperforms the rule-based
approach by almost 30 BLEU points and reduces
WER by 29% absolute.

The HybridMT system on English is also bet-
ter than the RBNLG system by almost 3 BLEU
points. In this particular case, HybridMT bene-
fits from the large monolingual in-domain language
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model trained on the curated titles. The tuned weight
of the in-domain LM is 0.41 in comparison to the
out-of-domain LM with a weight of 0.13.

Language System BLEU CHRF1 WER

English
RBNLG 69.96 87.30 25.82

HybridMT 72.71 88.44 22.25
APE 80.29 91.71 15.89

German RBNLG 41.68 76.68 56.00
APE 65.10 89.6 29.51

Table 4: Cased BLEU, Character F-score and WER on the hu-

man post-edited data for English and German.

7.2 FRITES
Table 5 collects results for French, Italian and Span-
ish. We see a similar trend for these three lan-
guages as we saw for English and German. In all
cases, the HybridMT system is significantly better
than the RBNLG system. The largest gains are ob-
served in French and Italian (7–10 BLEU points)
and relatively moderate improvements in Spanish
(∼4.5 BLEU points).

Language System BLEU CHRF1 WER

French RBNLG 66.47 86.79 27.20
HybridMT 73.32 89.42 22.87

Italian RBNLG 49.92 79.08 38.28
HybridMT 60.63 83.67 30.98

Spanish RBNLG 65.33 85.83 26.57
HybridMT 69.92 87.40 23.14

Table 5: Cased BLEU, Character F-score and WER on the hu-

man post-edited data for French, Italian and Spanish.

7.3 Analysis of HybridMT
We have seen that HybridMT takes advantage of the
alternative phrase pairs generated in the output of
the rule-based system and then leverages the LM to
score the title. With this system, we can also gen-
erate an n-best list of titles for a particular browse
page. The HybridMT system picks the best title as
scored by the decoder. This one title might indeed
be the best title the system can generate. However,
there might be even better alternatives which the sys-
tem can generate, but which receive a worse score
from the decoder models.

To find this out, we did several experiments with
the HybridMT system for the FrItEs languages. We
looked for the best possible title in the n-best list by

comparing sentence-level BLEU scores of the can-
didates in the n-best against the curated title. This
gives us the upper bound of the quality of transla-
tion that can be achieved. With the increasing size
of the n-best list we found out that we can find bet-
ter generated titles. Figure 3 plots the BLEU scores
against the increasing size of n-best list respectively.
As we can observe in these figures, BLEU score con-
tinuously increases with the increasing size of n-best
and plateaus after a while.

Figure 3: Learning curve of HybridMT system with increasing

size of n-best list against BLEU score.

This experiment basically shows that there is a
large scope of improvement in the quality of titles
if we have access to a large amount of in-domain
data or curated titles in these languages.

7.4 Qualitative Evaluation

In Table 6 we show examples from the evaluation set
where our HybridMT and APE systems solved the
problems occurring in the rule-based RBNLG sys-
tem.

One of the most common issues we encountered
in the RBNLG system is redundancy. In this rule-
based system, all slot/value pairs are realized inde-
pendently of each other in the title. This realization
approach can cause redundancy in the title if there
is overlap between two slot/value pairs. For exam-
ple, consider the browse page with slot/value pairs
(Category: Lamps, Type: Side lamps, Color: Blue,
Style: Decorative). The RBNLG system will gen-
erate the title “Decorative blue lamps side lamps”,
whereas the reference title is “Decorative blue side
lamps”. This happens because RBNLG system does
not know that side lamps are also lamps.
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Language System Title

English

RBNLG Album Suite Classical SACD Music CDs
HybridMT SACD Album Suite Classical Music CDs

APE Album Suite Classical Music SACDs
Ref Album Suite Classical Music SACDs

German
RBNLG Ab 12 LEGO Baukästen & Sets mit Weltraum

APE LEGO Weltraum-Baukästen & - Sets ab 12 Jahren
Ref LEGO Weltraum-Baukästen & - Sets ab 12 Jahren

French RBNLG Réflecteurs pour automobiles Marque du véhicule BMW
HybridMT Réflecteurs pour automobiles BMW

Ref Réflecteurs pour automobiles BMW
Table 6: Examples of English, German and French titles generated by rule-based, HybridMT and APE systems.

A similar problem occurs in the first English ex-
ample in Table 6: RBNLG realizes all slot/value
pairs independently, and ends up generating both
“SACD” (Super Audio CD) and “CDs” in the title.
The same happens in the HybridMT system, which
generates a title containing both “SACD” and “Mu-
sic CDs”. The automatic post-editing system, on the
other hand, learns to fix this redundancy in the ti-
tle and drops “CDs” and at the same time inflects
“SACD” to its plural form.

While realizing the slot/value pairs, the rule-based
system has an option to either verbalize the “slot” or
drop it and just output the “value”. This is done in
order to not generate any redundant information in
the title. In the German example7 in Table 6, we
see that the RBNLG system incorrectly dropped the
slot and did not verbalize it. For the slot/value pair
(Jahre: Ab 12), RBNLG generates the incomplete
verbalization “Ab 12” and puts it in the wrong po-
sition within the title. APE learns to correct these
kind of errors from the parallel data, and fixes both
the ordering and the missing word.

The French titles8 generated by RBNLG and
HybridMT in Table 6 are another example of the
same issue. In this case, the slot/value (Marque
du véhicule: BMW) is realized as “Marque du
véhicule BMW” by the RBNLG system, i.e. both
slot and value are output. This is not needed since
“pour automobiles” already contains the informa-
tion about the “véhicule”. In HybridMT, the cache-
based translation model has the option of realizing
the slot/value pair as “Marque du véhicule BMW”
or “BMW”, and in this case the language model

7Translation: LEGO Space kits & sets from 12 years
8Translation: Reflectors for BMW cars

chooses the latter option, thereby improving over the
rule-based system.

8 Conclusion

We have described three different approaches for
automatic generation of browse page titles. The
rule-based approach can be applied on languages for
which we do not have in-domain data at all. The hy-
brid machine translation approach extends this ap-
proach and uses monolingual in-domain data, yield-
ing substantial gains over the rule-based system. For
settings where we have large amounts of human-
curated browse page titles already, we developed an
automatic post-editing system which can be applied
on top of a rule-based system and leads to very im-
pressive improvements.

In future work we are planning to extend the hy-
brid approach to German by adding the generation
of realization alternatives, and compare this with the
APE approach. We will also investigate on com-
bining learned and rule-generated realizations, and
on using different Machine Translation approaches
for APE and the Hybrid model. We will also work
on generating the browse page titles directly from
the realized form of meta-data (i.e. concatenation
of all slots and slot-values pairs) using a sequence
to sequence model with attention mechanism as de-
scribed in Bahdanau et. al. (Bahdanau et al., 2014).
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Rémi Lebret, David Grangier, and Michael Auli. 2016.
Generating text from structured data with application
to the biography domain. Computing Research Repos-
itory (CoRR), abs/1603.07771.

Kathleen McKeown, Karen Kukich, and James Shaw.
1994. Practical issues in automatic documentation
generation. In Proceedings of the Fourth Conference
on Applied Natural Language Processing, ANLC ’94,
pages 7–14, Stroudsburg, PA, USA. Association for
Computational Linguistics.

Hongyuan Mei, Mohit Bansal, and Matthew R. Wal-
ter. 2015. What to talk about and how? Se-
lective generation using LSTMs with coarse-to-fine
alignment. Computing Research Repository (CoRR),
abs/1509.00838.

Sonja Nießen, Franz Josef Och, Gregor Leusch, and Her-
mann Ney. 2000. An evaluation tool for machine
translation: Fast evaluation for MT research. In Lan-
guage Resources and Evaluation (LREC), pages 39–
45, Athens, Greece, May.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: a method for automatic eval-
uation of machine translation. In Proceedings of the
40th annual meeting on association for computational
linguistics, pages 311–318. Association for Computa-
tional Linguistics.
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Abstract

Data-to-text generation is very essential and
important in machine writing applications.
The recent deep learning models, like Recur-
rent Neural Networks (RNNs), have shown
a bright future for relevant text generation
tasks. However, rare work has been done
for automatic generation of long reviews from
user opinions. In this paper, we introduce a
deep neural network model to generate long
Chinese reviews from aspect-sentiment scores
representing users’ opinions. We conduct
our study within the framework of encoder-
decoder networks, and we propose a hierar-
chical structure with aligned attention in the
Long-Short Term Memory (LSTM) decoder.
Experiments show that our model outper-
forms retrieval based baseline methods, and
also beats the sequential generation models in
qualitative evaluations.

1 Introduction

Text generation is a central task in the NLP field.
The progress achieved in text generation will help a
lot in building strong artificial intelligence (AI) that
can comprehend and compose human languages.

Review generation is an interesting subtask of
data-to-text generation. With more and more online
trades, it usually happens that customers are lazy to
do brainstorming to write reviews, and sellers want
to benefit from good reviews. As we can see, review
generation can be really useful and worthy of study.
But recent researches on text generation mainly fo-
cus on generation of weather reports, financial news,
sports news (Konstas, 2014; Kim et al., 2016; Zhang

et al., 2016), and so on. The task of review genera-
tion still needs to be further explored.

Think about how we generate review texts: we
usually have the sentiment polarities with respect to
product aspects before we speak or write. Inspired
by this, we focus on study of review generation from
structured data, which consist of aspect-sentiment
scores.

Traditional generation models are mainly based
on rules. It is time consuming to handcraft rules.
Thanks to the quick development of neural networks
and deep learning, text generation has achieved a
breakthrough in recent years in many domains, e.g.,
image-to-text (Karpathy and Fei-Fei, 2015; Xu et
al., 2015), video-to-text (Yu et al., 2016), and text-
to-text (Sutskever et al., 2014; Li et al., 2015), etc.
More and more works show that generation models
with neural networks can generate meaningful and
grammatical texts (Bahdanau et al., 2015; Sutskever
et al., 2011). However, recent studies of text gener-
ation mainly focus on generating short texts of sen-
tence level. There are still challenges for modern
sequential generation models to handle long texts.
And yet there is very few work having been done in
generating long reviews.

In this paper, we aim to address the challenging
task of long review generation within the encoder-
decoder neural network framework. Based on the
encoder-decoder framework, we investigate differ-
ent models to generate review texts. Among these
models, the encoders are typically Multi-Layer Per-
ceptron (MLP) to embed the input aspect-sentiment
scores. The decoders are RNNs with LSTM units,
but differ in architectures. We proposed a hierarchi-
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cal generation model with a new attention mecha-
nism, which shows better results compared to other
models in both automatic and manual evaluations
based on a real Chinese review dataset.

To the best of our knowledge, our work is the first
attempt to generate long review texts from aspect-
sentiment scores with neural network models. Ex-
periments proved that it is feasible to general long
product reviews with our model.

2 Problem Definition and Corpus

To have a better understanding of the task investi-
gated in this study, we’d like to introduce the corpus
first.

Without loss of generality, we use Chinese car re-
views in this study and reviews in other domains can
be processed and generated in the same way. The
Chinese car reviews are crawled from the website
AutoHome1. Each review text contains eight sen-
tences describing eight aspects2, respectively: 空
间/Space, 动力/Power, 控制/Control, 油耗/Fuel
Consumption, 舒适度/Comfort, 外观/Appearance,
内饰/Interior, and 性价比/Price. Each review
text corresponds to these eight aspects and the cor-
responding sentiment ratings, and the review sen-
tences are aligned with the aspects and ratings. So
we may split the whole review into eight sentences
when we need. Note that the sentences in each re-
view are correlated with each other, so if we re-
gard them as independent sentences with respect
to individual aspect-sentiment scores, they proba-
bly seem pretty mendacious when put altogether.
We should keep each review text as a whole and
generate the long and complete review at one time,
rather than generating each review sentence inde-
pendently. Specifically, we define our task as gen-
erating long Chinese car reviews from eight aspect-
sentiment scores.

The raw data are badly formatted. In order to
clean the data, we keep the reviews whose sentences
corresponding to all the eight aspects. And we skip
the reviews whose sentences are too long or too
short. We accept length of 10 to 40 words per sen-

1www.autohome.com.cn
2In fact, there may be multiple grammatical sentences de-

scribing one single aspect. But for simplification, we define
the sequence of characters describing the same aspects as a se-
quence.

tence. We use Jieba3 for Chinese word segmenta-
tion. Note that each review text contains eight sen-
tences, where each sentence has 24 Chinese charac-
ters on average. The review texts in our corpus are
actually very long, about 195 Chinese characters per
review.

The rating score for each aspect is in a range of
[1, 5], and we regard rating 3 as neutral, and nor-
malize ratings into [-1.0, 1.0] by Equation (1)4, and
the sign of a normalized rating means the sentiment
polarity. For instance, if the original ratings for all
eight aspects are [1,2,3,4,5,4,3,2], we will normalize
it into[-1.0,-0.5,0.0,0.5,1.0,0.5, 0.0,-0.5] and use the
normalized vector as the input for review generation.

x′ =
x− Max+Min

2
Max−Min

2

(1)

And finally, we get 43060 pairs of aspect-
sentiment vectors and the corresponding review
texts, in which there are 8340 different inputs5. Then
we split the data randomly into training set and test
set. The training set contains 32195 pairs (about
75%) and 6290 different inputs, while the test set
contains the rest 10865 pairs with 2050 different in-
puts. The test set does not overlap with the train set
with respect to the input aspect-sentiment vector.

Furthermore, we transform the input vector into
aspect-oriented vectors as input for our models.
For each aspect, we use an additional one-hot vec-
tor to represent the aspect, and then append the
one-hot vector to the input vector. For exam-
ple, if we are dealing with a specific aspect Power
corresponding to a one-hot vector [0,1,0,0,0,0,0,0]
for the above review with input vector [-1.0,-
0.5,0.0,0.5,1.0,0.5,0.0,-0.5], the new input vec-
tor with respect to this aspect is actually [-1.0,-
0.5,0.0,0.5,1.0,0.5,0.0,-0.5,0,1,0,0,0,0,0,0]. Each
new input vector is aligned with a review sentence.
Similarly, we can get eight new vectors with respect
to the eight aspects as input for our models.

3github.com/fxsjy/jieba
4We set the origin rating as x, and the normalized rating as

x′. Max and Min is the maximum and minimum value out of
all the original ratings in the dataset, or rather, 5 and 1.

5We allow multiple gold-standard answers to one input.
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3 Preliminaries

In this section, we will give a brief introduction
to LSTM Network (Hochreiter and Schmidhuber,
1997).

3.1 RNN
RNN has been widely used for sequence genera-
tion tasks (Graves, 2012a; Schuster and Paliwal,
1997). RNN accepts sequence of inputs X =
{x1, x2, x3, ..., x|X|}, and gets ht at time t accord-
ing to Equation (2).

ht = WH ×
[

ht−1

xt

]
(2)

3.2 LSTM Network
An LSTM network contains LSTM units in RNN
and an LSTM unit is a recurrent network unit that
excels at remembering values for either long or short
durations of time(Graves, 2012b; Sundermeyer et
al., 2012). It contains an input gate, a forget gate,
an output gate and a memory cell. Respectively, at
time t, we set the above parts as it, ft, ot, ct. In an
LSTM network, we propagate as Equation (3)(4)(5).

 it
ft

ot

 = sigmoid

 WI

WF

WO

× [ ht−1

xt

]
(3)

ct = it× tanh

(
WC ×

[
ht−1

xt

])
+ft×ct−1 (4)

ht = ct × ot (5)

In the past few years, many generation models
based on LSTM networks have given promising re-
sults in different domains (Xu et al., 2015; Shang et
al., 2015; Wu et al., 2016). Compared to other net-
work units of RNN, like GRU (Chung et al., 2014),
LSTM is considered the best one in most cases.

4 Review Generation Models

4.1 Notations
We define our task as receiving a vector of
aspect-sentiment scores Vs to generate review

texts, which is a long sequence of words
Y {y1, y2, . . . , y|Y |−1, 〈EOS〉} (〈EOS〉 is the spe-
cial word representing the end of a sequence). As
mentioned in section 2, we also transform an in-
put vector Vs into a series of new input vectors
{V1, V2, . . . , V8}with respect to eight aspects for our
models. More specifically, in order to obtain each
Vi, we append a one-hot vector representing a spe-
cific aspect to Vs. That is, Vi = [Vs, O], where O is
a one-hot vector with the size of eight, and only the
ith element of O is 1.

We have three different kinds of embeddings:
EW stands for word embedding, EV stands for
embedding of the input vector by a MLP encoder,
and EC stands for embedding of context sentences.
There will be subscripts specifying the word, the
vector, and the context.

And in LSTM, h is a hidden vector, x is an in-
put vector, P is the possibility distribution, y′ is the
predicted word, and t is the time step.

4.2 Sequential Review Generation Models
(SRGMs)

SRGMs are similar to the popular Seq2Seq models
(Chung et al., 2014; Sutskever et al., 2011), except
that it receives inputs of structured data (like aspect-
sentiment scores) and encodes them with an MLP.

The encoder’s output EV
s is treated as the initial

hidden state h0 of the decoder. And the initial in-
put vector is set as the word embedding of 〈BOS〉
(〈BOS〉 is the special word representing the begin
of a sequence). Then the decoder proceeds as a stan-
dard LSTM network.

At time t(t ≥ 1), the hidden state of the decoder
ht is used to predict the distribution of words by a
softmax layer. We will choose the word with max
possibility as the word predicted at time t, and the
word will be used as the input of the decoder at time
t + 1.

This procedure can be formulated as follows:

h0 = EV
s = MLP (Vs) (6)

x1 = EW
〈BOS〉 (7)

ht = LSTM(ht−1, xt) (8)

Pt = softmax(ht) (9)

y′t = argmaxw(Pt,w) (10)
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Figure 1: The architecture of SRGM-w.

xt+1 = EW
y′

t
(11)

In each training step, we adopt the negative like-
lihood loss function.

Loss = − 1
|Y |
∑

t

logPt,yt (12)

However, Sutskever et al. (2014) and Pouget-
Abadie et al. (2014) have shown that standard LSTM
decoder does not perform well in generating long se-
quences. Therefore, besides treating the review as a
whole sequence, we also tried splitting the reviews
into sentences, generating the sentences separately,
and then concatenating the generated sentences alto-
gether. Respectively, we name the sequential model
generating the whole review as SRGM-w, and the
one generating separate sentences as SRGM-s.

4.3 Hierarchical Review Generation Models
(HRGMs)

Inspired by Li et al. (2015), we build a hierarchi-
cal LSTM decoder based on the SRGMs. Note that
we have two different LSTM units in hierarchical
models, in which the superscript S denotes the sen-
tence－level LSTM, and the superscript P denotes
the paragraph－level one. And t is the time step no-
tation in the sentence decoder, while T is the time
step notation in the paragraph decoder. Both the
time step symbols are put in the position of sub-
scripts.

There is a one-hidden-layer-MLP to encode the
input vector into EV

s . LSTMP receives EV
s as the

initial hidden state, and the initial input xP
1 is a zero

vector. At time T (T ≥ 1), the output of LSTMP

is used as the initial hidden state of LSTMS . And
then LSTMS works just like the LSTM decoder in

SRGMs. The final output of LSTMS is treated as
the embedding of the context sentences EC

T , which
is also the input of LSTMP at time T + 1. We call
this hierarchical model HRGM-o.

hP
0 = EV

s = MLP (Vs) (13)

xP
1 = 0 (14)

hP
T = LSTMP (hP

T−1, x
P
T ) (15)

hS
T,0 = hP

T (16)

hS
T,t = LSTMS(hS

T,t−1, x
S
T,t) (17)

PT,t = softmax(hS
T,t) (18)

y′T,t = argmaxw(PT,t,w) (19)

xS
T,t+1 = EW

y′
T,t

(20)

xP
T+1 = EC

T = hS
T,|YT | (21)

In the experiment results of HRGM-o, we find
that the model has its drawback. In some test cases,
the output texts miss some important parts of the in-
put aspects.

As many previous studies have shown that the at-
tention mechanism promises a better result by con-
sidering the context (Bahdanau et al., 2015; Fang et
al., 2016; Li et al., 2015). We adopt attention to the
generation of each sentence, which is aligned to the
sentence’s main aspect.

Different from the attention mechanism men-
tioned in previous studies, in our situation, we
have the alignment relationships between aspect-
sentiment ratings and sentences, which are natural
attentions to be used in the generation process. By
applying additional input vector VT at each time step
T , we obtain the initial hidden state of LSTMS

from two source vectors EV
T and hP

T . Therefore,
we simply train a gate vector g to control the two
parts of information. The encoding of VT is similar
to Equation (13), but with different parameters. In
brief, we change Equation (16) to Equation (22)(23).

EV
T = MLP ′(VT ) (22)

hS
T,0 =

[
hP

T

EV
T

]
× [g,1− g] (23)

Based on all of these, we propose a hierarchical
model with a special aligned attention mechanism
as shown in Figure 2. We call the model HRGM-a.
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Figure 2: The architecture of HRGM-a.

5 Experiments

5.1 Training Detail

We implemented our models with TensorFlow
1.106, and trained them on an NVIDIA TITANX
GPU (12G).

Because the limitation of our hardware, we only
do experiments with one layer of encoder and one
layer of LSTM network. The batch size is 4 in
HRGMs, and 32 in SRGMs. The initial learning rate
is set to 0.5, and we dynamically adjust the learn-
ing rate according to the loss value. As experiments
show that the size of hidden layer does not affect the
results regularly, we set all of them to 500.

All the rest parameters in our model can be
learned during training.

6github.com/tensorflow/tensorflow/tree/r0.10

5.2 Baselines

Apart from SRGM-w and SRGM-s, we also devel-
oped several baselines for comparison.
• Rand-w: It randomly chooses a whole review

from the training set.
• Rand-s: It randomly choose a sentence for each

aspect from the training set and concatenates the
sentences to form a review.
• Cos: It finds a sentiment vector from the train-

ing set which has the the largest cosine similarity
value with the input vector, and then returns the cor-
responding review text.
• Match: It finds a sentiment vector from the

training set which has the maximum number of rat-
ing scores matching exactly with that in the input
vector, and then returns the corresponding review
text.
• Pick: It finds one sentence for each aspect re-

spectively in the training set by matching the same
sentiment rating, and then concatenates them to
form a review.

Generally speaking, models in this paper are di-
vided into four classes. The first class is lower bound
methods (Rand-w, Rand-s), where we choose some-
thing from the training set randomly. The second
one is based on retrieval (Cos, Match, Pick), and we
use similarity to decide which to choose. The third
one is sequential generation models based on RNNs
(SRGM-w, SRGM-s). And the last one is hierarchi-
cal RNN models to handle the whole review gener-
ation (HRGM-o, HRGM-a).

5.3 Automatic Evaluation

We used the popular BLEU (Papineni et al., 2002)
scores as evaluation metrics and BLEU has shown
good consistent with human evaluation in many ma-
chine translation and text generation tasks. High
BLEU score means many n-grams in the hypothesis
texts meets the gold-standard references. Here, we
report BLEU-2 to BLEU-4 scores, and the evalua-
tion is conducted after Chinese word segmentation.

The only parameters in BLEU is the weights W
for n-gram precisions. In this study, we set W as
average weights (Wi = 1

n for BLEU-n evaluation).
As for multiple answers to the same input, we put all
of them into the reference set of the input.

The results are shown in Table 1. Retrieval based
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BLEU-2 BLEU-3 BLEU-4
Rand-w 0.1307 0.0378 0.0117
Rand-s 0.1406 0.0412 0.0124

Cos 0.1342 0.0403 0.0129
Match 0.1358 0.0423 0.0136
Pick 0.1427 0.0434 0.0133

SRGM-w 0.1554 0.0713 0.0307
SRGM-s 0.1709 0.0829 0.0369
HRGM-o 0.1850 0.0854 0.0334
HRGM-a 0.1985 0.0942 0.0412

Table 1: The results of BLEU evaluations.

baselines get low BLEU scores in BLEU-2, BLEU-3
and BLEU-4. Among these models, Cos and Match
even get lower BLEU scores than the lower bound
methods in some BLEU evaluations, which may be
attributed to the sparsity of the data in the training
set. Pick is better than lower bound methods in
all of the BLEU evaluations. Compared to the re-
trieval based baselines, SRGMs get higher scores in
BLEU-2, BLEU-3, and BLEU-4. It is very promis-
ing that HRGMs get the highest BLEU scores in all
evaluations, which demonstrates the effectiveness
of the hierarchical structures. Moreover, HRGM-a
achieves better scores than HRGM-o, which verifies
the helpfulness of our proposed new attention mech-
anism.

In all, the retrieval models and sequential genera-
tion models can not handle long sequences well, but
hierarchical models can handle long sequences. The
reviews generated by our models are of better qual-
ity according to BLEU evaluations.

5.4 Human Evaluation

We also perform human evaluation to further com-
pare these models. Human evaluation requires hu-
man judges to read all the results and give judgments
with respect to different aspects of quality.

We randomly choose 50 different inputs in the
test set. For each input, we compare the best mod-
els in each class, specifically, Rand-s, Pick, SRGM-
s, HRGM-a, and the Gold (gold-standard) answer.
We employ three subjects (excluding the authors of
this paper) who have good knowledge in the domain
of car reviews to evaluate the outputs of the mod-
els. The outputs are shuffled before shown to sub-
jects. Without any idea which output belongs to

which model, the subjects are required to rate on
a 5-pt Likert scale7 about readability, accuracy, and
usefulness. In our 5-pt Likert scale, 5-point means
“very satisfying”, while 1-point means “very terri-
ble”. The ratings with respect to each aspect of qual-
ity are then averaged across the three subjects and
the 50 inputs.

To be more specific, we define readability, accu-
racy, and usefulness as follows. Readability is the
metric concerned with the fluency and coherence of
the texts. Accuracy indicates how well the review
text matches the given aspects and sentiment ratings.
Usefulness is more subjective, and subjects need to
decide whether to accept it or not when the text is
shown to them. The readability, accuracy, even the
length of the review text will have an effect on the
usefulness metric.

Readability Accuracy Usefulness
Gold 4.61 4.41 4.39

Rand-s 4.44 3.21 3.52
Pick 4.55 4.15 4.20

SRGM-s 4.51 4.21 4.21
HRGM-a 4.52 4.33 4.26

Table 2: Human evaluation results of typical models. We set

the best result of each metric in bold except for Gold-Standard.

The results are shown in Table 2. We can see
that in human evaluations, all the models get high
scores in readability. The readability score of our
model HRGM-a is very close to the highest readabil-
ity score achieved by Pick. Rand-s gets the worst
scores for accuracy and usefulness, while the rest
models perform much better in these metrics. Com-
pared to the strong baselines Pick and SRGM-s, al-
though our model is not the best in readability, it
performs better in accuracy and usefulness. The re-
sults also demonstrate the efficacy of our proposed
models.

5.5 Samples

To get a clearer view of what we have done and
have an intuitive judgment of the generated texts, we
present some samples in Table 3.

In Table 3, the first three samples are output texts
of Gold-Standard, Pick, and our model HRGM-a
for the same input. And in the last sample, we

7en.wikipedia.org/wiki/Likert scale
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Inputs Outputs

后备箱的空间还是蛮大的，就是后排的空间比较小，座椅也不平整。动力还行吧，只要舍得给油，还说的过去
Gold-Standard 。方向盘精准度高，路况反应清晰。可能是因为轮胎薄的原因吧，自动档的油耗有点高，市区油耗在10个左右，高

Space: 3 速最多7个油。座椅还是蛮舒适的，就是行车中噪音比较大，建议做个全车隔音比较好。小〈UNK〉的颜值在同级
Power: 4 别里算高的了，这点比较不错，特别是那个战斧轮毂。用料还行，偶尔会有点小异响，这个价位的车差不多

Control: 5 〈UNK〉这样。不错，对得起这个价了，毕竟价钱摆在那里。
Fuel: 3 Translation: Trunk space is quite large, but the rear space is relatively small, and the seat is not smooth. Power is also okay,

Comfort: 3 as long as willing to give oil. Steering wheel has high precision. Probably because of the reasons for thin tires, fuel con-
Appearance: 5 sumption of automatic transmission is a bit high, urban fuel consumption in 10 or so, while on high way up to 7 oil. The seat

Interior: 4 is still quite comfortable, but there is large noise when driving. I propose the car to have a better sound insulation. Little
Price: 4 〈UNK〉’s appearance is better than others in the same class, and this is quite good. I especially like the Tomahawk wheels.

Materials are okay, there is occasionally a little abnormal sound. The price of the car is acceptable. Yeah, worthy of the
price 〈UNK〉. After all, the price is not that high.

略显狭小，如果坐4个人就很拥挤了。1.4T双增压带来的直观动力表现是不错的，不输给家里的锐志，毕竟1.4
Pick 的车。新款也把双增压换成单增压，感觉有点不厚道。指哪打哪，宝马的公路操控，应该是比较不错了，很精准，

Space: 3 无虚伪，路感强，现在400公里纯市内全程空调12个多，没平均速度可看，2.5的排量这个油耗能够接受。由于空间
Power: 4 较大，所以随之舒适性也加了不少分。这个不多说OK！！！满意！！！一般吧，希望有些小细节要改进一下，多

Control: 5 听听大家的意见。优惠完之后，觉得性价比还好，要是优惠〈UNK〉就不考虑宝来了
Fuel: 3 Translation: The space is slightly narrow, not enough for four people. The intuitional performance given by 1.4T double boo-

Comfort: 3 ster is good, better the Reiz of mine. After all, 1.4T. The new dual-pressure supercharger is replaced by a single one, where
Appearance: 5 I feel a little unkind. The car goes anywhere I want. BMW’s road control should be relatively good. Very accurate, no hypo-

Interior: 4 crisy, strong sense of the road. I have driven the car 400 km along with air condition, the fuel consumption is about 12. I
Price: 4 didn’t pay attention to the average speed, but I think a displacement of 2.5 is acceptable to have such fuel consumption. Be-

cause of the large space, it’s very comfortable in the car. I’m very satisfactory with the appearance! About interior, I think
there are some small details to improve. The price is good with discount, if not for the discount 〈UNK〉, I won’t consider Bora.

HRGM-a 空间一般，后排空间有点小。动力方面，提速很快。超车很轻松。操控很好，指向精准，方向盘很轻，高速
Space: 3 容易上手。油耗在市区内比较高，高速在7个左右，市区的话油耗在10个左右。舒舒舒适适适性性性一一一般般般，，，毕毕毕竟竟竟是是是运运运动动动型型型的的的车车车
Power: 4 。外观很满意，我喜欢。内饰做工还可以，就是中控的塑料感太强了。性价比很高，这个价位的车，这个配置的值

Control: 5 价位，这个价格。性价比配置，这个价位。值！
Fuel: 3 Translation: The space is just so so, as the rear space is a little small. As for power, it can speed up very quickly, which

Comfort: 3 makes it pretty easy to overtake. The control is good. It’s very precise. And the steering wheel is very light, easy to use on
Appearance: 5 highway. Fuel consumption in the urban area is relatively high, about 7 on highway, about 10 in urban roads. It’s not

Interior: 4 comfortable enough in the car. After all, it is a sports car. The appearance is very satisfactory. I like it very much.
Price: 4 Interiors are ok. But there is too much plastic in center control area. The price/performance ratio is very high. A car at this

price, with these configurations, worths buying.

HRGM-a 空间一般，后排空间有点小，后备箱空间也不错，就是后排座椅不能放倒。动力还不错，提速很快。操控
Space: 3 很好，指向精准。油耗还可以，毕竟是2.0的排量，油耗也不高，毕竟是2.0的排量，也不可能我个人开车的原因
Power: 4 。舒舒舒适适适性性性很很很好好好，，，座座座椅椅椅的的的包包包裹裹裹性性性很很很好好好，，，坐坐坐着着着很很很舒舒舒服服服。。。外观很满意，就是喜欢。很有个性。内饰做工一般，但是用

Control: 5 料还是很好的，不过这个价位的车也就这样了！性价比不错，值得购买。
Fuel: 3 Translation: The space is just so so, as the rear space is a little small. The trunk space is also good, but the rear seat cannot

Comfort: 5 be tipped. Power is also OK. The car can speed up very quickly. Control is very good. It goes wherever you want. Fuel
Appearance: 5 consumption is acceptable. After all, with a 2.0 displacement, fuel consumption is not that high. But it can’t be my pro-

Interior: 4 blem. It’s comfortable in the car. The seats are well wrapped, which makes them really comfortable. The appearance
Price: 4 is very satisfactory. I just like the cool features. Interiors are ok. The materials are ok. After all, you can’t want more from

cars at this price. It’s worth buying the car, and I can say that the price/performance ratio is pretty good.

Table 3: Sample reviews. Given the same input, our model can generate long reviews that matches the input aspects and sentiments

better than the baseline methods. When we change the input rating for Comfortable from middle (3) to high (5), our model can also

detect the difference and change the outputs accordingly.

change one rating in the input to show how our
model changes the output according to the slight dif-
ference in the input.

As we can see, Pick is a little better than our
model HRGM-a in text length and content abun-

dance. But the output of Pick has a few problems.
For example, there is a serious logic problem in
the reviews of Space and Comfort. It says the car
is narrow in Space, but the car has a large space
in Comfort, which violates the context consistency.
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What’s more, it gives improper review to Comfort.
Although Comfort gets 3-point, the review sentence
is kind of positive. And that can be considered as
a mismatch with the input. On the contrary, our
model produces review texts as a whole and the texts
are aligned with the input aspect-sentiment scores
more appropriately. All 3-point aspects get neutral
or slightly negative reviews, while all 5-point as-
pects get definitely positive comments. And 4-point
aspects also get reviews biased towards being posi-
tive.

As for the last example after changing the rating
of Comfort from 3-point to 5-point, we can see that
except for the review sentence for Comfort, other
sentences do not change apparently. But the review
sentence of Comfort changes significantly from neu-
tral to positive, which shows the power of our model.

6 Related Work

Several previous studies have attempted for review
generation (Tang et al., 2016; Lipton et al., 2015;
Dong et al., 2017) . They generate personalized re-
views according to an overall rating. But they do not
consider the product aspects and whether each gen-
erated sentence is produced as the user requires. The
models they proposed are very similar to SRGMs.
And the length of reviews texts are not as long as
ours. Therefore, our work can be regarded as a sig-
nificant improvement of their researches.

Many researches of text generation are also
closely related to our work. Traditional way for text
generation (Genest and Lapalme, 2012; Yan et al.,
2011) mainly focus on grammars, templates, and
so on. But it is usually complicated to make every
part of the system work and cooperate perfectly fol-
lowing the traditional techniques, while end-to-end
generation systems nowadays, like the ones within
encoder-decoder framework (Cho et al., 2014; Sor-
doni et al., 2015), have distinct architectures and
achieve promising performances.

Moreover, the recent researches on hierarchical
structure help a lot with the improvement of the gen-
eration systems. Li et al. (2015) experimented on
LSTM autoencoders to show the power of the hier-
archical structured LSTM networks to encode and
decode long texts. And recent studies have succe-
fully generated Chinese peotries(Yi et al., 2016) and

Song iambics(Wang et al., 2016) with hierarchical
RNNs.

The attention mechanism originated from the area
of image (Mnih et al., 2014), but is widely used in all
kinds of generation models in NLP (Bahdanau et al.,
2015; Fang et al., 2016). Besides, attention today is
not totally the same with the original ones. It’s more
a thinking than an algorithm. Various changes can
be made to construct a better model.

7 Conclusion and Future Work

In this paper, we design end-to-end models to chal-
lenge the automatic review generation task. Re-
trieval based methods have problems generating
texts consistent with input aspect-sentiment scores,
while RNNs cannot deal well with long texts. To
overcome these obstacles, we proposed models and
find that our model with hierarchical structure and
aligned attention can produce long reviews with high
quality, which outperforms the baseline methods.

However, we can notice that there are still some
problems in the texts generated by our models.
In some generated texts, the contents are not rich
enough compared to human-written reviews, which
may be improved by applying diversity decoding
methods (Vijayakumar et al., 2016; Li et al., 2016).
And there are a few logical problems in some gen-
erated texts, which may be improved by generative
adversarial nets (Goodfellow et al., 2014) or rein-
forcement learning (Sutton and Barto, 1998).

In future work, we will apply our proposed mod-
els to text generation in other domains. As men-
tioned earlier, our models can be easily adapted for
other data-to-text generation tasks, if the alignment
between structured data and texts can be provided.
We hope our work will not only be an exploration
of review generation, but also make contributions to
general data-to-text generation.
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Abstract

Most work on automatic generation of narra-
tives, and more specifically suspenseful narra-
tive, has focused on detailed domain-specific
modelling of character psychology and plot
structure. Recent work on the automatic learn-
ing of narrative schemas suggests an alterna-
tive approach that exploits such schemas for
modelling and measuring suspense. We pro-
pose a domain-independent model for track-
ing suspense in a story which can be used to
predict the audience’s suspense response on a
sentence-by-sentence basis at the content de-
termination stage of narrative generation. The
model lends itself as the theoretical foundation
for a suspense module that is compatible with
alternative narrative generation theories. The
proposal is evaluated by human judges’ nor-
malised average scores correlate strongly with
predicted values.

1 Introduction

Research on computational models of narrative has a
long tradition, with important contributions from re-
searchers in natural language generation, such as the
AUTHOR system (Callaway and Lester, 2002), which
provides the blueprint for a prose generation archi-
tecture including a narrative planner and organiser
with traditional NLG pipeline components (sentence
planner, realiser) and a revisor.

Two features are found in much of such research.
Firstly, work on content determination and organisa-
tion has often centred on use of detailed representa-
tions for character goals and plans – see for exam-
ple Cavazza et al. (2002) and Cavazza and Charles
(2005). According to such approaches, a good and,
more specifically, a suspenseful story should arise

out of the complex interaction of the system com-
ponents. It is often hard to separate the different
contributions of the system choices from the quality
of the underlying domain-specific plans and story
templates (Concepción et al., 2016).

Secondly, existing approaches to suspense often in-
terlock with the concept of a story protagonist under
some kind of threat. For example, the suspense mod-
elling in the SUSPENSER system Cheong and Young
(2015) - which aims to enable choices that can max-
imise suspense in narrative generation - is entirely
based on Gerrig and Bernardo (1994)’s definition,
according which suspense varies inversely with the
number of potential actions of the central protagonist
which could allow him or her to escape a threat. Simi-
larly, Zillman’s definition (Zillmann, 1996) links sus-
pense to the reader’s fearful apprehension of a story
event that threatens a liked protagonist. Delatorre
et al. (2016) proposed a computational model based
on Zillman’s definition from which they derived the
use of emotional valence, empathy and arousal as
the key components of suspense. Interestingly, their
experimental results led the authors to question the
usefulness of empathy for measuring suspense.

In this paper, we approach the problem of sus-
penseful story generation from a different angle. Our
main contribution is a domain-independent model of
suspense together with a method for measuring the
suspensefulness of simple chronological narratives.
Thus we identify a separately testable measure of
story suspensefulness. By separating out emotional
salience and character empathy considerations from
informational and attentional processes at the heart
of the suspense reaction, we construct a modular def-
inition of suspense that could in theory encompass
the definitions cited above. The method builds on the
psychological model of narrative proposed by Brewer
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and Lichtenstein (1982), and was first developed in
Doust (2015).

Inspired by Brewer and Lichtenstein’s informal
model, we build a formal model in which the concept
of a narrative thread plays a pivotal role. Narrative
threads model the reader’s expectations about what
might happen next in a given story. As a story is
told, narrative threads are activated and de-activated.
Different threads may point to conflicting events that
are situated in the future. As more of the story is re-
vealed, the moment of resolution of the conflict may
appear more or less proximal in time. We capture
this by formally defining the concept of Imminence.
Imminence is based on the potential for upcoming
storyworld events to conflict with one another and
on the narrative proximity with these conflicts. It
is the key factor in what we call conflict-based sus-
pense. Additionally, as the story is told, conflicting
interpretations about certain events in the story may
prevail. This leads us to define a distinct second type
of suspense which we call revelatory suspense.

Our approach has a number of advantages. Firstly,
by disentangling suspense from story protagonist-
based modelling, our approach can deal with scenes
that have no discernable human-like protagonist. An
example could be an ice floe slowly splitting up or a
ball slowly rolling towards the edge of a table1. Thus
the empirical coverage of the theory is extended.

Secondly, the model lends itself as the theoretical
foundation for a suspense module that is compatible
with alternative narrative generation theories. Such a
module could be used to evaluate story variants being
considered in the search space of a narrative gener-
ation program. This is possible because the model
operates at a level of abstraction where character mo-
tivations are subsumed by higher level properties of
an unfolding story, such as imminence.

Thirdly, the underlying world knowledge that our
model relies on, makes use of a format, narrative
threads, which meshes with recent work in computa-
tional linguistics on the automatic learning of narra-
tive schemas as proposed in Chambers and Jurafsky
(2009) and Chambers and Jurafsky (2010).

The remainder of this paper is organised as follows.
In Section 2 we discuss previous primarily compu-

1One could postulate the existence of imaginary protagonists
for such scenarios, but this seems unnecessarily complex.

tational work on suspense. The section concludes
with a description of Brewer and Lichtenstein’s psy-
chological theory of suspense, which forms the basis
for our model. Section 3.1 introduces our formal
model. Section 3.2 presents our model of the reader’s
response to a suspenseful narrative and the algorithm
for calculating suspense. Section 3.3 presents an
overview of revelatory suspense. Section 4 reports
on the evaluation of the model by human judges. Fi-
nally, in Section 5 we present our conclusions and
avenues for further research.

2 Related work on computational models
of narrative and suspense

In computational models of narrative, a common ap-
proach is to determine some basic element, which,
when manipulated in certain ways, will produce a
skeletal story-line or plot. For example, TALE-
SPIN (Meehan, 1977) uses the characters’ goals,
whereas MINSTREL (Turner, 1992) uses both au-
thorial and character goals. MEXICA (Pérez y Pérez
and Sharples, 2001) uses a tension curve to represent
love, emotion and danger in order to drive the gen-
eration process. Riedl and Young (2010) and later
the GLAIVE narrative planner (Ware and Young,
2014) introduce a novel refinement search planning
algorithm that combines intentional and causal links
and can reason about character intentionality.

The focus in the aforementioned work is on the
global story-modelling task and the automatic gener-
ation of new narratives. Suspense is seen as one of
a set of by-products of story generation. There is no
re-usable model of what makes a suspenseful story.

Other approaches have been more specifically
aimed at generating suspenseful stories. Cheong and
Young (2015)’s SUSPENSER and O’Neill and Riedl
(2014)’s DRAMATIS propose cognitively motivated
heuristics for suspense using the planning paradigm.
Characters have goals and corresponding plans, and
suspense levels are calculated as a function of these.
The measurement of suspense in these algorithms
was evaluated using alternate versions of a story. In
particular, O’Neill and Riedl (2014) asked human
judges to make a decision about which story was
more suspenseful and then compared these results to
the story their system identified as most suspenseful.

Several psychological theories of narrative under-
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standing have attempted to approach suspense mod-
elling. For example, Kintsch (1980) considers the
schemata and frames that readers call upon to actually
learn from the text they are reading. They examine
the additional focus generated by expectation viola-
tions, i.e., surprise rather than suspense.

Our suspense measurement method is grounded
in Brewer and Lichtenstein (1982)’s psychological
theory of narrative understanding. They suggest that
three major discourse structures account for the ‘en-
joyment’ of a large number of stories: surprise, cu-
riosity and suspense. This approach is based on
the existence of Initiating Events (IE) and Outcome
Events (OE) in a given narrative.

For suspense, an IE is presented which triggers
the prediction of an OE which corresponds to a sig-
nificant change in the state of the storyworld. The
reader feels concern about this outcome event, and
if this state is maintained over time, the feeling of
suspense will arise. Such a change in the state of
the storyworld can have a positive or negative va-
lence for the reader, and may often be significant
because it concerns the fate of a central character in
the story. However, this link to a character’s fate is
not a requirement of our model.

Also, as Brewer & Lichtenstein say: ‘often addi-
tional discourse material is placed between the ini-
tiating event and the outcome event, to encourage
the build up of suspense’ (Brewer and Lichtenstein,
1982, p. 17). Thus, to produce suspense, the IE and
OE are ordered chronologically and other events are
placed between them.

We propose a computational extension of this
model based on what we call narrative threads, a
concept grounded in psychological research such
as Zwaan et al. (1995), the constructionist and
prediction-sustantiation models of narrative compre-
hension (Graesser et al., 1994) and scripts (Lebowitz,
1985; Schank and Abelson, 1977). Our narrative
threads include both causal and intentional links as
do for example Ware and Young (2014) and also in-
clude the concept of recency (see for example Jones
et al. (2006)).

The research reported in this paper differs in two
key respects from the computational approaches de-
scribed above.

Firstly, it eschews a planning approach to story
generation that makes use of detailed modelling of

character intentions and goals. In our view, suspense
is not dependent on the existence of characters’ goals:
we can experience suspense about a piece of string
breaking under the strain of a weight. Nor does our
approach require the existence of a central protago-
nist and his or her predicament.

Secondly, our model tracks suspense throughout
the telling of a story. Unlike much previous work,
rather than evaluate only the predicted overall sus-
pense level of a story, in our evaluation we compare
predicted suspense levels with human judgements
at multiple steps throughout the telling of the story.
This provides us with a much more fine-grained eval-
uation of our suspense measurement method than has
hitherto been used.

Brewer and Lichtenstein’s work has been the basis
of further work such as Hoeken and van Vliet (2000)
and Albuquerque et al. (2011). The former found
that ‘suspense is evoked even when the reader knows
how the story will end’ whereas the latter explored
story-line variation to evoke suspense, surprise and
curiosity. However, neither presents a model of how
suspense fluctuates during the telling of a story nor
any empirical evaluation of such a model.

In the following section, we present our computa-
tional model of suspense that extends that of Brewer
and Lichtenstein (1982).

3 Formalism and Algorithm for Suspense
Generation

3.1 Formalism
A story can be considered the work of a hypothetical
author, who first chooses some events from a story-
world and orders them into a fabula (this includes all
relevant events from the storyworld, not just those
that get told). The author then chooses events and
orderings of events from this fabula to create a story
designed to trigger specific reactions from its readers.

3.1.1 A storyworld
A storyworld W = (E,N,D) is made up of the

following elements:

• E, the set of possible events,

• N, the set of narrative threads. Each narrative
thread Z ∈ N consists of a fixed sequence of
distinct events chosen from the set E and an
Importance value, Value(Z),
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• D, the set of ordered pairs (a, b) of disallowing
events where a, b ∈ E and a disallows b.

We will be dealing in this research only with
chronological stories. For a given set of narrative
threads, a story will satisfy the chronological con-
straint if and only if:

For all pairs of events a and b where a
precedes b in the story, if there are any
narrative threads in which both a and b
occur, then in at least one of these threads
a precedes b.

Using the chronological qualities of narrative
threads, we can now define a fabula as a chrono-
logically ordered list of n events chosen from E, the
set of possible events in the storyworld W. We define
a story as an ordered list of events chosen from a
given fabula. In the general case, a story for a fab-
ula can reorder, repeat or skip any of the fabula’s
events. Because we are only dealing with chronolog-
ical stories, in our current model, the only allowable
difference between a fabula and a story is that some
elements of the fabula can be skipped.

We now give two constraints on fabulas for a given
storyworld W = (E,N,D). An (optional) complete-
ness relation between the set of events, E, and the
set of narrative threads, N, is a useful constraint to
include in most storyworlds. It excludes the possibil-
ity that an event in a fabula has no narrative thread
which contains it, thus avoiding the situation where
an event is ‘uninterpretable’ in storyworld terms.

Concerning D, the set of disallowing event-pairs,
(a, b) ∈ D means that if a is told, then b is predicted
not to occur in storyworld W, or we can also say,
b should not be one of the subsequent events to be
told. We will therefore require that no event that is a
member of a fabula disallows any other2.

3.1.2 Telling the story
Telling a story is equivalent to going through an

ordered list of events one by one. To ‘tell an event
in the story’, we take the next event from a list of
Untold events and add it to the tail of a list of Told
events. Each new told event may have an effect on
one or more narrative threads.

2This is in fact a transposition of the constraints used in the
GLAIVE narrative planner (Ware and Young, 2014).

Each narrative thread also has a Conveyed and
Unconveyed event list. Events in a thread become
conveyed in two cases: when they are told in a story,
or when they are presumed to have occurred in the
storyworld because in some thread they precede an
event which has been told (see also 3.1.3).

If the new story event matches a member of the Un-
conveyed list of any narrative thread, then we move
it (and all the events before it) into the thread’s Con-
veyed list. Additionally, the thread also becomes
active (if previously, it was not).

Finally, certain threads may be deactivated by the
new story event. Any active narrative thread with an
event α in its Unconveyed list will be deactivated if
an event γ is told in the story and (γ, α) ∈ D.

For each thread Z, we designate state(Z) which
indicates both whether Z is active or inactive, which
events in Z have been conveyed, and which are as
yet unconveyed. Before the story starts to be told,
all narrative threads are inactive and all their events
are in their respective Unconveyed lists. Inactive
threads always have this form and have no effect
on suspense calculations. When the last event in a
narrative thread Z gets conveyed in the story, we can
say: ‘Z succeeds’.

3.1.3 Implicated events

An implicated prior event is any event in the Con-
veyed list of some active narrative thread that has
not been told in the story, but is ‘presumed to have
occurred’. If α and γ are implicated prior events (in
different active threads), and (γ, α) ∈ D, then α is a
conflicted implicated prior event. In a similar way to
implicated upcoming events, implicated prior events
in different threads may remain in conflict with each
other over several story steps. A conflicted thread is
a thread whose Conveyed list contains at least one
conflicted implicated prior event.

An implicated upcoming event is just any member
of the Unconveyed list of an active thread. Such an
event is predicted to be told in the current story with
a confidence level that depends on the confidence we
have in the narrative thread of which it is a member.
It is conflicts between implicated upcoming events
that create suspense.
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3.1.4 Confirmed and unconfirmed threads
Active threads may be confirmed or unconfirmed.

An active confirmed thread is any thread whose Con-
veyed list contains at least one told event. Active
unconfirmed threads with no told events are impor-
tant in our system because they allow for a degree of
flexibility in the linking together of different narra-
tive threads. Thus, an inactive thread which shares
at least one event with some other active thread can
become active but unconfirmed for the purposes of
suspense calculation. For example, a set of threads
which detail the different things that someone might
do when they get home can under this rule be acti-
vated before the story narrates the moment when they
open their front door. We can formalise this in the
following way:

An inactive thread Z can become an active
unconfirmed thread if any of its (uncon-
veyed) events appears in the Unconveyed
list of some other active confirmed thread
(and as long as it has no event that is disal-
lowed by some told event).

Thus, in such a case, an inactive (and thus uncon-
firmed) thread Z becomes active even though none
of its events have yet been told in the story. We can
say that ‘the confirmation of thread Z is predicted’.

3.2 Modelling the reader’s predicted reactions:
the suspense algorithm

For each narrative thread, we first determine the fol-
lowing intermediate values: Imminence, Importance,
Foregroundedness, and Confidence. We then com-
bine these values to calculate the suspense contribu-
tion from each individual narrative thread. Finally
we propose a heuristic to combine all these individ-
ual narrative thread suspense values and produce the
global suspense level for each moment in the story.

3.2.1 Imminence
Each active narrative thread Z generates two val-

ues for Imminence. Completion Imminence is related
to the number of events in Z still to be conveyed for
it to be completed or to ‘succeed’. Figure 1 shows a
thread with a Completion Imminence number of 4.

Interruption Imminence is related to the smallest
number of events still to be conveyed in some other
thread Y before an event is told which can interruptZ

Figure 1: Completion Imminence

Conveyed events are black, unconveyed grey.

by disallowing one of its events. In the case where no
thread can interrupt Z, the Interruption Imminence of
Z is zero. In Figure 2, thread A has an Interruption
Imminence number of 3 due to thread B.

Figure 2: Interruption Imminence

If a large number of events must be told for a
thread to be completed, the Imminence is low, and
vice versa. To model this behaviour, we adopted the
ratio 1/x . Also, to enable exploration of the relative
effects of Completion and Interruption Imminence on
this measure, we used a factor ρ to vary the relative
weighting of these two effects.

We can now give a first definition of the
Total Imminencen(Z) of a narrative thread Z after
the nth event in the story.

Total Imminence = ρ
1
H

+ (1− ρ) 1
R

(1)

where H is the number of events to the completion
of Z and R is the minimum number of events before
an event in some other narrative thread could be told
which would disallow some unconveyed event in Z.

Experimentation with the implementation of our
model led us to choose ρ = 0.7, in effect boosting
the relative effect of Completion imminence.

3.2.2 Foregroundedness
We use a parameter called Foregroundedness to

represent how present a given narrative thread is in
the reader’s mind. This is similar to the concept of

182



recency in the psychological literature3. The Fore-
groundedness of each narrative thread changes with
each new event in the story and varies between 0 and
1. Threads which contain the current story event are
considered to be very present and get ascribed the
maximum level of Foregroundedness, that is 1.

In our current model, the Foregroundedness of all
other narrative threads is simply set to decrease at
each story step due to the following decay function:

decayFunction(x) = βx,where 0 < β < 1 (2)

Experimentation led us to use β = 0.88.

3.2.3 Confidence
Depending on the number of its conflicted prior

events, a thread will have varying degrees of Confi-
dence as the story progresses. In Figure 3, we show
narrative threads A and B that share an event, the
event which has just been told in the story.

Figure 3: Threads with a shared event. Implicated prior events

have a question mark. Bidirectional arrows show mutual disal-

lowing relations.

We see that two implicated prior events in A are
in conflict with implicated prior events in B. Overall
then, thread A has two conflicted prior events and
one confirmed event. Narrative threads with many
conflicted prior events will have a low Confidence
level, reducing their potential effect on suspense. We
define the Confidencen(Z) of a narrative thread Z
after the nth event in the story as follows:

Confidence =
1

(1 + φQ
P )

where φ = 1.5 (3)

where P is the (non-zero) number of told events
and Q the number of conflicted implicated prior
events in Z and 0 ≤ Confidence ≤ 1. Note that

3See for example, Jones et al. (2006).

if the threads containing events conflicting with Z
get deactivated, then Z may come to no longer have
any conflicted prior events. In such a case, as long
as Z has at least one confirmed event, its confidence
level would reach the maximum value of 1. In other
words, if P > 0, Q = 0, then Confidence = 1. Em-
pirical work on our implementation led us to use a
‘conflicted-to-told ratio’ of φ = 1.5.

3.2.4 Importance
We next define Value(Z) as the measure of the

Importance of a narrative thread Z.

Value(Z) = the predicted degree of posi-
tive or negative appraisal of the storyworld
situation that the reader would have, were
Z to succeed.

In our model, we use the range (−10,+10) for
this value, where −10 and +10 correspond to events
about which the reader is very negative (sad, dissatis-
fied) and very positive (happy, satisfied) respectively.

3.2.5 Our suspense algorithm
After the telling of the nth story event, we cal-

culate the Imminencen(Z), Foregroundednessn(Z),
Confidencen(Z) and Importancen(Z) for each active
narrative thread Z. For the general case, we assumed
that all four variables were independent and chose
multiplication to combine them and create a measure
of the suspense contribution of each narrative thread
after story event n:

Suspensen(Z) = Imminencen(Z)
× Importancen(Z)
× Foregroundednessn(Z)
× Confidencen(Z)

(4)

Once we have the suspense level of each active
thread, we assume that the thread with the highest
suspense value is the one that will be responsible for
the story’s evoked suspense at that point. We there-
fore define this thread’s suspense value as equivalent
to the suspense level of the narrative as a whole at
that point in the story.

3.3 Revelatory suspense
As well as the general case of conflict-based suspense
described above, our thread-based model allows us
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to deal with a type of suspense we call revelatory
suspense, or curiosity-based suspense. This kind of
suspense is linked to the potential disambiguation of
a story event that belongs to several narrative threads.
There is suspense about which thread will provide
the ‘correct’ interpretation of the event.

To understand this, we can imagine that in a given
storyworld, event δ is present in several different
threads. When δ is told in the story, several threads
become activated as candidates to uniquely ‘explain’
it. Subsequent story events may disallow some can-
didate threads. Exactly which thread turns out to be
the correct ‘explanation’ of δ in the storyworld will
be determined by the rest of the story. In Figure 3
already mentioned, there is therefore revelatory sus-
pense about which of threads A and B will remain
active to explain the shared event. Revelatory sus-
pense is potentially present as soon as the storyworld
has threads with shared events.

We can contrast this disambiguation process with
Cheong and Young (2015)’s SUSPENSER system,
where suspense varies inversely with the number of
possible actions of a central protagonist. Similarly,
because the decrease in conflicted events boosts the
thread’s Confidence level, in our model, the suspense-
ful effect of a thread will go up as ambiguity is re-
duced. However, in the SUSPENSER system, the sus-
pense depends on the protagonist’s options, whereas
in our model, it depends on the reduced number of
options for the reader.

4 Evaluation

We implemented our formal model and suspense met-
ric computationally. To test our implementation, we
designed and wrote a short suspenseful story, the
Mafia story, where an important judge drives towards
his home with a bomb ticking in his car. The story
was inspired by the story used in Brewer and Licht-
enstein (1982)’s experiment.4

4.1 Original story and storyworld calibration
First we used Zwaan’s protocol (Zwaan et al., 1995)
to split the story into separate events each time there
was a significant change in either time, space, inter-
action, subject, cause or goal.

4Both the PROLOG implementation and story vari-
ants are available at https://doi.org/10.6084/m9.
figshare.5208862.

The next step was to create the storyworld informa-
tion. Our model is designed to rely on information in
a form which could be generated automatically from
real-world data or corpora. The actual generation of
this information lay however outside the scope of this
research. We therefore created the events, E, the nar-
rative threads N, their importance values Value(Z)
and the set of disallowing events D by hand, partly
modelling our work on the event chains described
in Chambers and Jurafsky (2009).

We then conducted an experiment to calibrate the
importance values and check the validity of the events
in our hand-made narrative threads. The online inter-
face created for the experiment presented a warm-up
story and then the Mafia story to the participants
(N=40 for 33 story steps, 1320 individual judge-
ments), recording step-by-step self-reported suspense
ratings using magnitude estimation (see for example
Bard et al. (1996)). The raw suspense ratings were
converted to normalised z-scores.

Next, we used our suspense algorithm to produce
suspense level predictions for all the steps in the
Mafia story. Once we had obtained both predicted
and experimental values for suspense levels in the
Mafia story, we examined their degree of match and
mismatch for different sections of the story. We then
adjusted some importance values and made minor
modifications to some narrative threads.

4.2 Variant of the original story

Next, we created the Mafia-late story variant, which
differed only from the original (henceforth) Mafia-
early story in that the vital information suggesting
the presence of a bomb in the judge’s car is revealed
at a later point in the story. Apart from this change
in the event order, we strove to create as realistic a
story as possible that used exactly the same events.

With the calibrated importance values from the
first study, we then used our implementation to cre-
ate new predictions for this story variant. For com-
parison, we show these together with the original
Mafia-early predictions in Figure 45.

We then collected human suspense level judge-
ments (N=46 for 31 steps, 1426 individual judge-

5The Mafia-late story has two events fewer than the Mafia-
early story. To facilitate comparison, we have aligned the Mafia-
late and Mafia-early results so that as far as possible the same
events occur at the same point on the x-axis.
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Figure 4: Predicted suspense for the story variants. The Mafia-

early and Mafia-late stories mention the bomb at steps 4 and 15

respectively.

ments) for the Mafia-late story. We predicted that the
suspense levels calculated by our calibrated model
for the Mafia-late story variant would agree with
the step-by-step averaged z-scores of ratings for this
story given by a new set of participants.

4.3 Results and Statistical Analysis

The magnitude estimation ratings obtained for each
participant were first converted to z-scores. For each
story step, we then calculated the mean and standard
deviation of the z-scores for all participants which,
for comparison, we present together with the pre-
dicted values in Figure 5.
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Figure 5: Experimental and predicted suspense for the Mafia-

late story

For these two curves, the Pearson Correlation Co-
efficient is 0.8234 and the Spearman’s Rho Coeffi-
cient is 0.794, both values indicating a strong positive

correlation. However, the vertical standard deviation
values for the z-scores are large, suggesting large
variations between participants’ responses. To check
inter-coder reliability, we performed Fleiss’ Kappa
test and achieved a value of 0.485. Landis and Koch
(1977) interprets this value as signifying moderate
inter-coder agreement. Levels of agreement as mea-
sured by Fisher’s test between predicted and exper-
imental suspense levels for our story-variant show
highly significant success in prediction (P=0.002).

5 Conclusions and further work

We believe that narrative and more specifically sus-
pense is an important topic of study. As discussed
in Delatorre et al. (2016), suspense is a pervasive
narrative phenomenon that is associated with greater
enjoyment and emotional engagement.

In this paper, we describe a formal model of sus-
pense based on four variables: Imminence, Impor-
tance, Foregroundedness and Confidence together
with a method for measuring suspense as a story
unfolds. The model enabled us to predict step-by-
step fluctuations in suspensefulness for a short story
which correlate well with average self-reported hu-
man suspense judgements.

Our method for obtaining suspense judgements
was intrusive and may have created some interfer-
ence with the reading process. Ideally, future re-
search should explore less intrusive methods that
use direct physiological measurements of the partici-
pants. So far, the search for measurement methods
that correspond with perceived suspense has been
unsuccessful (Cheong and Young, 2015).

A key difference with previous work is that our
model predicts and evaluates suspense at multiple
stages within the same story. This is why we fo-
cussed on variations in one storyworld instead of a
large corpora of stories. Indeed, our goal is to create
the first model of the suspense evoked as a narrative
is being received, and not just a single overall sus-
pense rating. Also, instead of starting from character
goals and plans, our basic construct is the narrative
thread which is akin to narrative schemas that can
be harvested automatically (Chambers and Jurafsky,
2009). In future work, we aim to apply our method
to such automatically harvested schemas and extend
our model to different storyworlds and story variants.
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Abstract

Despite increasing amounts of data and ever
improving natural language generation tech-
niques, work on automated journalism is still
relatively scarce. In this paper, we explore
the field and challenges associated with build-
ing a journalistic natural language genera-
tion system. We present a set of require-
ments that should guide system design, in-
cluding transparency, accuracy, modifiability
and transferability. Guided by the require-
ments, we present a data-driven architecture
for automated journalism that is largely do-
main and language independent. We illustrate
its practical application in the production of
news articles upon a user request about the
2017 Finnish municipal elections in three lan-
guages, demonstrating the successfulness of
the data-driven, modular approach of the de-
sign. We then draw some lessons for future
automated journalism.

1 Introduction

Traditional media companies around the world are
confronted by many challenges stemming from the
radical digital transformation of the publishing in-
dustry. This includes the increase in availability of
and access to data, on a scale that prohibits journal-
ists from handling it and using it for news report-
ing. An essential development in this area is the
automation of editorial processes, with capabilities
to work with scalable, data-driven content (Linden,
2017). Noticeably, while natural language genera-
tion (NLG) as a field has made huge strides in re-
cent years, few NLG systems have been developed

to meet the journalistic automation needs of news-
rooms (Linden, 2017).

In this paper, we investigate the design and de-
velopment of NLG systems for generating news.
Specifically, we aim to address the question: How
should an NLG system be designed to meet journal-
istic requirements?

Based on a review of literature on automation of
journalistic processes, we identify a set of six re-
quirements (e.g., transparency, accuracy, modifia-
bility) that should be considered when developing
NLG systems for the newsroom. We then describe
a data-driven architecture that is modular and to a
large extent domain and language independent. We
demonstrate the applicability of the design by im-
plementing a real-world automatic news generation
system1 that was capable of producing hundreds of
thousands of news articles about the Finnish munic-
ipal elections that took place in April 2017, in three
languages. Responding to user requests, the system
was able to generate hyper-localized news, e.g. on
how one candidate fared at a single polling station.

2 Related work

Carlson (2015) defines automated journalism as pro-
grams or algorithms capable of converting struc-
tured data into publishable news stories without hu-
man intervention. A recent review (Linden, 2017) of
the state of automated journalism found that, while
NLG as a field has taken huge strides, these changes
have not so far manifested themselves in news-
rooms. While many media companies, such as the
Associated Press, Forbes, and the New Yorker, have

1https://www.vaalibotti.fi
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started to automate production of news content due
to the demands and pressures of reduced resources
in newsrooms, the majority of news generation ef-
forts have been in domains where structured data
is abundant and the domains are well understood,
such as weather forecasting (Sripada et al., 2003;
Goldberg et al., 1994), weather news summaries
(Chen and Huang, 2014), finance (Nesterenko,
2016; Mendez-Nunez and Trivino, 2010; Andersen
et al., 1992) and sports (Bouayad-Agha et al., 2012;
Theune et al., 2001; United Robots, 2017).

As most systems used in newsrooms are built
by private companies, details of their architectures
and operation are scarce. From what information
is available, the majority appear to be heavily rule-
and template-based. For instance, the widely used
Wordsmith (Automated Insights, nd) enables jour-
nalists to easily build templates for whole stories.
Homicide Report (Los Angeles Times, 2007) and
Quakebot (Los Angeles Times, 2014) by the Los
Angeles Times, use templates with simple, hand-
written rules (Young and Hermida, 2015). In con-
trast, Quill (Narrative Science, nd) uses a data on-
tology, together with user input, to generate text, re-
lying less on application-specific templates. A de-
velopment manager from a Nordic news company
points out: “It is difficult to create generic solu-
tions, [newsrooms] have to start from scratch for
each new case, and relatively little is reusable” (Lin-
den, 2017). Newsrooms use primarily whole-story
templates and custom software that is not easy to
port across domains and produces news in one lan-
guage.

NLG systems generally range from the classical
type of multi-staged architecture described by Reiter
and Dale (2000) to end-to-end architectures, such as
recurrent neural networks. For reasons discussed be-
low, we here focus on the pipeline architecture com-
mon in earlier NLG work (Reiter, 2007; Mahapatra
et al., 2016), consisting of document planning, mi-
cro planning, and surface realization stages.

3 Requirements for Journalistic Natural
Language Generation

An NLG system for news production must try to
meet some if not all requirements that are placed on
journalists. From literature on journalism, we iden-

tify a set of six requirements that are important in
journalism in general and should adequately be re-
flected in journalistic NLG. These stem from three
primary motivations: the journalistic process (re-
quirements for transparency and accuracy), the sys-
tem itself (modifiability and transferability, fluency)
and the application of the system (data availability
and topicality).

Transparency While trust in the underlying data
is not strictly an NLG problem, trust in the sys-
tem that transforms the data into an article is a con-
cern. This is related to journalistic transparency and
accountability. Transparency has been defined by
Deuze (2005) as the “ways in which people both in-
side and external to journalism are given a chance
to monitor, check, criticize and even intervene in the
journalistic process.” In the case of automated jour-
nalism, transparency might include making public
the steps taken to process the data, the analysis code,
the model or inferences made with it, software used,
or data sources (Diakopoulos and Koliska, 2016).
This transparency in turn reinforces the goal of me-
dia accountability (McBride and Rosenstiel, 2013;
Stark and Diakopoulos, 2016). This requirement,
however, may be in opposition to the possible busi-
ness benefits of keeping the algorithmic processes
hidden (Diakopoulos, 2015).

For end-to-end (e.g. neural network-based) NLG
systems, transparency can become an issue, since
their ‘black box’ design prohibits inspection of the
generation process, which makes tracing the deci-
sions of the system often impossible. Traditional
pipeline systems are better suited to providing trans-
parency, as they allow the processing to be logged
and observed to a high degree and individual deci-
sions to be traced to specific components.

Accuracy Like journalists, a journalistic NLG
system must meet basic standards of journalistic ac-
curacy. The produced text must be supported by
factual data and should not provide any misleading
statements (Wright, 2015; Smiley et al., 2017). It
may be appropriate to add a disclaimer on the accu-
racy or correctness of data (Smiley et al., 2017).

Modifiability and transferability of the system
Software modifiability is a desirable characteristic
of NLG systems, as well as other software systems
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(Oskarsson, 1982). In particular, for journalistic
NLG systems, easy modifiability of system compo-
nents in order to incorporate new knowledge will
allow for transferability to other domains. This is
especially important for newsrooms that have a de-
clining budget and resources, where it would be de-
sirable for one NLG system to produce news over
several domains.

Fluency of output Just as humans, NLG systems
are expected to output natural sounding texts that are
coherent and fluent (Gatt and Krahmer, 2017). Flu-
ency helps make NLG systems more usable (Ober-
lander and Brew, 2000), which would help maintain
or increase newsrooms’ customers’ satisfaction.

Data availability Although availability of (struc-
tured) data is a requirement for all NLG systems, for
newsrooms it affects or dictates a number of areas.
For instance, it affects the domains and topicality of
generated news and the speed of content production
(Dörr, 2016). In addition, the data must be newswor-
thy and available in good quality for accurate report-
ing. Frequency of availability further affects how
regularly an NLG system can produce news. Thus
newsrooms first have to be aware of available data
sources before investing in NLG systems.

Topicality of news To ensure user interest, the
produced news should be topical, discussing recent
events that are relevant to the reader (Dörr, 2016).
One way to increase topicality is to focus on local-
ity, covering stories for small, local audiences which
currently go unreported (Van Dalen, 2012). This
might take the form of tailoring the content, style or
even the language of the article (Dörr, 2016; Linden,
2017). Highly localized news needs to be targeted to
readers, either by automated means or by allowing
the user to interact with the service (Dörr, 2016).

4 A Data-Driven NLG Architecture

We present an architecture for a journalistic NLG
system, addressing the above process- and system-
oriented requirements. An overview of the design is
given in Figure 1. It aims to be modular with respect
to application domain, language, and representation
of individual facts. We next describe how the design
supports these goals, and in the following section de-
scribe an instantiation of this architecture.

Figure 1: Overview of the architecture. Thick boxes represent

software components and thin boxes data structures.

Generic representation of facts Aiming for wide
applicability and domain independence, all facts are
represented using identical data structures. Inspired
by the informal need for news stories to communi-
cate what took place, where and who was involved,
we represent a fact as a triplet of (entity, location,
value). This minimal set of information could be ex-
tended as necessary to cover aspects such as when.

To allow explicit handling of different types of en-
tities, locations, and values, each field will in prac-
tice need to specify a category or type. For example,
the system may distinguish ‘person’ and ‘party’ en-
tity types. The triplets thus become sextuplets (en-
tity type, entity, location type, location, value type,
value). The domains of types and values are open;
the core components are made application indepen-
dent by allowing such meta-information to be spec-
ified later for a particular domain.

Use of Flat Sets of Facts The sets of facts ob-
tained as input data are assumed to have no structure
beyond their sextuplet forms. All facts are initially
considered equal such that stories could, in princi-
ple, express each fact and in any order.

The design uses templates for short natural lan-
guage expressions. The templates are typically spec-
ified at the fact level, which gives the system the pos-
sibility to order and aggregate them to create richer
sentences or paragraphs.

These assumptions together allow for applica-
tion independence in core components: there is no
need for application-specific data structures or story
structures. It is easy to make incremental changes or
additions to the possible fact types, adding templates
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as necessary without changes to the existing ones.

Data-Driven, Application-Independent Fact
Ranking Method A measure of newsworthiness
is computed for facts as the product of two factors.

Outlierness: evaluates how exceptional a given
value is when compared to other values of the same
value type within the same location. It is completely
data driven and calculated with respect to the in-
terquartile range of the distribution of the values.

Importance: depends on the application and the
user. In the design, we parameterize its computation,
so that parameters can be expressed for a specific ap-
plication in a modular fashion and changes to impor-
tance can be made at run-time according to the user’s
interests. The parameters specify weights for differ-
ent entity types, location types and value types; the
overall interestingness is their product.

This parameterization makes it easy to generate
highly tailored and localized news, by adjusting pa-
rameters in response to, e.g., user profile data or user
interaction.

Data-Driven, Application-Independent Selection,
Grouping and Ordering of Facts A document
plan is created with application-independent meth-
ods using the newsworthiness-ranked list of facts,
potentially constrained to a particular location or en-
tity by the user. Since no fixed story structures are
assumed, the most newsworthy fact is chosen as the
nucleus – the most important part (Forsbom, 2005)
– of the first paragraph, to which other supporting
facts, or satellites, are added.

Isolation of Language-Specific Aspects
Language-specific aspects are isolated in a modular
fashion. First, each new language requires fact tem-
plates and a lexicon, providing language-specific
expressions for entities in the input data, for use
in referring expression generation (REG). Second,
aggregation, REG, and morphology components
must be modified for the language; existing tools
and methods can often be used. The templates,
realization component, and user interface are the
only language-dependent parts of the architecture.

Application-Independent Microplanning Based
on Fact Templates The final story is constructed
from small templates, typically each representing

one fact. The templates are the only application-
dependent input to the process aside from the data
itself; the proposed design allows microplanning
(template selection, aggregation, and REG) and sur-
face realization (morphology) to be performed in an
application-independent manner.

5 A Data-Driven Election News System

5.1 Finnish Municipal Elections

The architecture presented above was implemented
and applied to the Finnish municipal elections of
2017. These occur every four years and are a large
political event in Finland, comparable to presidential
and parliamentary elections in voter turnout.

The election results, as released immediately af-
ter the first count by the Finnish Ministry of Jus-
tice (MoJ), offer ample opportunities for automated
news production. The data is made available in a
machine-readable format. The files include the re-
sults for each party on the level of the whole coun-
try, each of the 13 electoral districts, 311 munici-
palities, and 2,012 polling stations. For each of the
33,316 candidates, the data includes details of their
success in their own municipality (each candidate is
only votable in a single municipality) and all of the
municipality’s polling stations.

In total, 727,404 valid combinations of locations
and entities (party, candidate, or none) are possible.
Each of these combinations corresponds to a distinct
topic for a news story, satisfying the goal of produc-
ing news at varying levels of locality.

The Finnish context further calls for multilingual-
ity. Finland is bilingual, with both Finnish and
Swedish being official languages. This situation, not
uncommon in other countries with several official
languages or minority languages, exemplifies the
modifiability and transferability requirements dis-
cussed in Section 3. With international audiences
in mind, it was also desirable to produce articles in
English.

5.2 Implementation

The design of the election news system follows Fig-
ure 1. Software components corresponding to the
top part of the figure are generic, and any informa-
tion about the election domain is provided to them
as parameters or data at run-time. The bottom part

191



of the figure is domain and application specific.

Fact Types Components in the lower part of the
figure work with specific fact types, while the upper
part treats them as abstract symbols. In the election
system, fact types consist of three components: the
types of the entity, the location and the value con-
cerned. Entity has two types: party and candidate.
Location has four types: the whole country, electoral
district, municipality, and polling station.

Value types are more varied. They capture nu-
merical information such as the absolute number of
votes received by an entity in a location, the percent-
age of votes received, and the number of seats ob-
tained (distinction A in computing importance, be-
low). For each of these types of information, we
also have the corresponding numbers from the pre-
vious municipal elections, and thus also the change
in each of them (B). In addition, for each of these
nine numbers, we can compute ranks, e.g., who re-
ceived most votes, or who won most new seats (C).
We can also compute reverse ranks, which are inter-
esting especially for changes: who lost most votes or
most seats. With the addition of some facts provid-
ing background information about candidates and
the removal of some redundant types, we have a to-
tal of 14 value types per candidate and 21 per party,
for each applicable location.

Data Import Data is imported from the MoJ on-
line system with custom-built software. Facts are
extracted and derived according to the sextuplet
schema (entity type, entity, location type, location,
value type, value). Slightly over 10 million facts
were obtained.

Lexicon Finnish and Swedish lexicons are auto-
matically extracted from the MoJ dataset at data im-
port, providing natural language expressions for en-
tities and locations. In the English lexicon we use
the Finnish names. For this application, we had no
use for lexical entries of values, which are largely
numeric or boolean.

Some additional entries were specified for each
language: alternative short names for parties, as well
as pronouns and other generic referring expressions
used for entities and locations, such as “the party”
and “it” for parties.

Templates We use a simple templating lan-
guage. A template expression consists of
(1) a sentence expressed in natural language with
slots that can be filled with information from
facts, such as “{entity} won {value} new
seats in {location}”, and (2) conditions on
what facts the template can be used for, such
as “value type = nr of seats, value >
0”. Slots are optionally associated with cases to in-
struct the morphological component.

Multi-linguality is supported by allowing expres-
sions in different languages to be specified within
the same template. This allows different languages
to share the conditions and logic of templates. One
template can also have multiple expressions for the
same language.

We supplied the system with 100 templates for
Finnish, averaging 5.7 tokens; 102 for English, av-
eraging 9.4 tokens; and 70 for Swedish, averaging
8.3 tokens. A separate, smaller set of templates was
used for generating headlines. Templates were writ-
ten by journalists who are native speakers of the re-
spective languages.

Fact Type Importance Value types have a com-
positional structure, corresponding to distinctions A,
B and C in Fact Types above: they talk about the ab-
solute or relative number of votes or of seats (A),
of the current or previous election results or the
change (B), and possibly about the ranking or re-
verse ranking of the values (C).

From a news reporting perspective, some of these
value types are more important than others. For in-
stance, the number of seats is important because it
directly reflects the power of a party, and changes
are usually interesting to readers; on the other hand,
the absolute numbers of votes are mostly minutiae.

The importance of any given value type is defined
as the product of factors reflecting distinctions A,
B, and C. This allows developers to tune their view
of fact importance in a modular way. In future, the
same tuning could also be performed, either directly
or implicitly, by the user at generation time.

In the same way, factors are specified for different
entity types and location types and included in the
importance of a fact. The overall newsworthiness of
a fact is the product of the fact type importance and
of the outlierness of the value (cf. Section 4).
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Fact Selection, Grouping and Ordering To sup-
port locality and selectivity of news, the system al-
lows users to make queries based on an entity and a
location. The system then extracts only those facts
that have the specified location and entity, letting the
user specify what is relevant for them.

Among the extracted facts, the system picks the
most newsworthy as a nucleus. Satellite facts that
share the nucleus’ location and entity are then se-
lected, ordered by their newsworthiness. Satellites
are added until the paragraph is considered full (in
our case, consisting of five facts) or the newsworthi-
ness drops below 20% of the most newsworthy fact
in the story.

Nuclei for subsequent paragraphs are selected in
order of newsworthiness, but giving preference to
facts with a different location or entity to the previ-
ous nucleus. Paragraphs are added in this way until
either a maximum number (five) is reached or there
are no newsworthy candidate nuclei remaining.

Additionally, the system handles context changes.
If a fact talks about a new location, this change in
context will need to be expressed in the resulting
text. If no suitable template that expresses the lo-
cation exists, the fact is disallowed at that point in
the document plan.

Template Selection Realization of facts in a given
language is performed by instantiating matching
templates to obtain initial sentences. Each fact in
the document plan is associated with a template. If
there are several choices meeting all requirements,
one is picked at random.

Aggregation The aggregation component simply
checks whether two subsequent templates contain a
common prefix of one or more tokens. If they do,
and the first sentence is not already a product of ag-
gregation, the two sentences are joined together by
a conjunction (e.g., “and”), with the common prefix
removed from the second sentence.

Referring Expression Generator The REG con-
sults the lexicon for names of entities. When an en-
tity is first encountered in the document plan, the
full name (e.g. “Kansallinen Kokoomus”) is al-
ways used. On subsequent encounters, the short
name (e.g. “Kokoomus”) or the pronoun form is
used depending on whether the previously men-

tioned named entity is a different entity or not. In-
stead of the pronoun form, an equivalent general ex-
pression (e.g. “the party”) can be also used.

Morphology To produce morphologically correct
forms of filled slots, a few simple rules suffice for
Swedish and English. Finnish morphology is sig-
nificantly more complex, with 15 cases. We use
Omorfi (Pirinen, 2015) to perform inflection, with
some additional rules for uncommon names.

User Interface The system is accessed via a web
interface. The user can specify a query via an en-
tity or a location, or both, or neither, and the system
produces the corresponding story. After the gener-
ated story, headlines linking to random recently read
articles are displayed.

5.3 Deployment
The web application was launched at the night of
Finnish municipal elections in April 2017 on a web-
site not associated with any news organization or
university, at https://www.vaalibotti.fi.

During its first day of operation, it saw 398 unique
visitors accessing 573 unique news stories. Out of
these, 343 (60%) stories were viewed only by one
user each. This indicates a need for a high degree of
tailoring of news stories in this application.

The system and the reports it generates were made
freely available for reuse. At least one Finnish news-
paper published stories generated by the system on
their website, as-is without any editing.

An example of the system’s English language out-
put is presented in Figure 2. A formal quantitative
evaluation of the output is outside the scope of this
article: we concentrate here on how the constraints
set by the journalistic domain influence system de-
sign. However, we make some brief, subjective and
informal remarks of the produced reports.

Overall, the generated news is expressed in clear
language. The few linguistic errors are mostly due
to the complexity of Finnish morphology. The texts
are fluent, but not always as fluent as human-written
texts. There seem to be two main reasons for this:
fact ordering sometimes is suboptimal (e.g., the
second-last sentence in Figure 2), and the simple ag-
gregation method sometimes combines sentences in
unnatural or misleading ways (e.g., the last sentence
in Figure 2; “17.5%” refers to current elections, not
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Perussuomalaiset drop most seats across Finland

Perussuomalaiset dropped the most council seats throughout
Finland and got 3.5 percentage points fewer votes than in
the last municipal election. Perussuomalaiset decreased their
voter support by the greatest margin and has 769 seats in the
new council. The party secured 4th most council seats.

Throughout Finland, Vihreä Liitto secured the largest gain in
council seats. The party increased their voter support by the
greatest margin and got 3.9 percentage points more votes than
in the last municipal election. 12.4% of the vote went to the
party. The party got 319440 votes.

Suomen Keskusta lost 254 seats and the second most council
seats. The party has 2823 seats in the new council and won the
most council seats nationwide in the previous election. The
party secured 17.5% of the vote and had 3077 seats in the
previous council.

Figure 2: Excerpt of the system’s output. The user has re-

quested an overview article on country-wide results without any

specific candidate or party as focus.

the previous ones). These results are unsurprising
given the simplicity of the corresponding compo-
nents in our implemented system.

Fact ranking, selection and grouping work well.
Stories generated for different queries exhibit a wide
range of different story structures and contents, re-
flecting the corresponding election results in a natu-
ral way. The balance of story diversity and quality is
in our view striking, given that stories are composed
of sentence-long components.

6 Discussion

Reflecting on the requirements for journalistic NLG
systems described in Section 3, in this section we
discuss, based on our experiences, how the pre-
sented data-driven NLG design manages to satisfy
them.

Transparency A journalistic NLG system should
be transparent at least to the editorial staff of the
newsroom, to give it accountability and ensure trust.
The simple and modular architecture we described
is easier to understand than a large and complex sys-
tem, not to mention black-box architectures. It al-
lows journalists to observe the generation processes
in detail via fine-grained logging, and any decisions
made by the system can be explained if needed. For
instance, the reason for including any specific fact in
the story can be traced back to nucleus-satellite rela-

tions in the story structure and to the weights of fact
types given as parameters.

The implemented election system is, however, not
as transparent as systems built around a story tem-
plate with explicit, human-written rules of how to
apply the templates. There seems to be a trade-
off here between general-purpose architectures and
custom-built ones. However, in the long run, it may
be easier for journalists to understand the principles
of one generic system rather than many manually
built ones.

Accuracy The accuracy of a news story is
paramount and it is critical that any journalistic NLG
system truthfully describes the underlying facts. In
the proposed design, it is clear that facts are not
modified or faked. Two questions remain: are the
“right” facts selected, and are they shown in a man-
ner that accurately conveys their meanings.

Fact selection is based on parameters that adjust
fact type importances as well as the data point out-
lierness. It is possible – or even likely – that the
result does not correspond exactly to what a jour-
nalist would report, but we can expect disagreement
among journalists too on this. The benefit of trans-
parency, and here especially of the explicit fact type
importance parameters, is that they can be discussed
and modified in the light of a system’s behaviour.

Fact templates need to be carefully written
to not misrepresent any situation. For exam-
ple, the template “{party} got the most
votes in {location}” can be technically true
even when two distinct parties were tied for the most
votes received, but the reader would be misled to
think that there was one winner.

Aggregation of templates by the simple, surface-
level technique our system uses, can also produce
misleading sentences. For example, aggregating “X
got most votes”, and “X got 5 seats in the previous
elections” into “X got most votes and 5 seats in the
previous elections” changes the meaning of the first
text snippet. Avoiding this sort of error requires a
more sophisticated aggregation component with, at
least, an awareness of syntactic structure – a well-
studied task in NLG (Dalianis, 1999).

Modifiability and transferability of system Our
case study shows that it is possible to design an
NLG system so that the domain-specific, language-
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specific, and general subsystems are separated.
Transferring a system to a new language or a new
domain then entails only localized changes in the
respective components. In the multilingual election
application we added English last, and the additional
effort required was minimal, consisting mostly of
translating template sentences to English.

The design and its successful implementation in
the election system also demonstrate that language-
and domain-independent software components can
have a central role in content determination and doc-
ument planning, and any information that is depen-
dent on either the language or the domain is pro-
vided as parameters or small extensions.

Modularity also opens up interesting avenues for
automation of parts of the architecture that were
built by hand in our election system. Modularity
with respect to fact types, for instance, allows for the
possibility of automated acquisition of templates.

Fluency of output The requirement for the flu-
ency of a journalistic NLG system is dependent on
the intended audience and use of the system. If the
intention is to produce stories to subscribers (rather
than drafts to journalists, or short fragments of text),
the system must produce near-flawless text. In a
data-driven architecture like ours, it is safer to use
simpler sentence structures than more complex, ag-
gregated structures, for reasons discussed above.

Based on our experience, a large balancing act ex-
ists between transferability of the system and the flu-
ency of the produced text. Long and complex tem-
plates are less transferable to different domains or
languages, while general rules end up not produc-
ing the kind of idiomatic language one would expect
from a human journalist.

Data availability and topicality of news These
requirements have more to do with the application
domain than the system or processes. Since the fo-
cus of this paper is on the latter, we only make some
general remarks.

The data source used in this case study was an
example of a rarely published but large data set.
Other domains might have data sources that produce
smaller amounts of data near-constantly. Evaluating
whether the amount and frequency of published data
is enough in any particular scenario to make automa-

tion worthwhile is an important step when consider-
ing potential applications (Reiter and Dale, 2000).

7 Conclusions

Automated journalism is an interesting and under-
studied application area for NLG. We examined the
needs of journalistic systems and extracted six key
requirements. We proposed a data-driven, modu-
lar architecture to address the requirements and de-
scribed its instantiation in news generation for mu-
nicipal elections.

The architecture allows for the implementation of
an NLG pipeline using application- and language-
independent software components, parameterized
with application-specific information about fact
types. The design as well as the election system suc-
cessfully demonstrate that the data-driven, modular
approach is able to select and structure content in an
accurate and transparent manner and output fluent
text. The high modularity further made it straight-
forward to produce text in three languages as well as
tailor the text based on user request.

In future work, we will conduct a more formal
evaluation of the texts output by the election sys-
tem. Whilst the support for multiple languages vali-
dates some of our design decisions, it is also crucial
to test the proposed design principles by transfer-
ring the system to new domains. Potential improve-
ments during this process include more versatile fact
types (e.g., adding a time element to facts) and iden-
tifying generic alternatives for the flat fact structure
(e.g., stories that have a causal structure), possibly
using existing, general formalisms, such as Abstract
Meaning Representations. Finally, we aim to apply
machine learning to specific components within the
architecture, such as automatic acquisition of tem-
plates.
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Abstract

Data augmentation is widely used to train
deep neural networks for image classifi-
cation tasks. Simply flipping images can
help learning by increasing the number
of training images by a factor of two.
However, data augmentation in natural
language processing is much less stud-
ied. Here, we describe two methods
for data augmentation for Visual Question
Answering (VQA). The first uses exist-
ing semantic annotations to generate new
questions. The second method is a genera-
tive approach using recurrent neural net-
works. Experiments show the proposed
schemes improve performance of baseline
and state-of-the-art VQA algorithms.

1 Introduction

In recent years, both computer vision and natural
language processing (NLP) have made enormous
progress on many problems using deep learning.
Visual question answering (VQA) is a problem
that fuses computer vision and NLP to build upon
these successes. In VQA, an algorithm is given an
image and a question about the image, and it pre-
dicts the answer to the question (Malinowski and
Fritz, 2014; Antol et al., 2015). Although progress
has been rapid, there is still a significant gap be-
tween the performance of the best VQA systems
and humans. For example, on the open-ended
‘The VQA Dataset’ that uses real images, the best
systems in 2016 are at around 65% accuracy (e.g.,
Fukui et al. (2016)) compared to 83% for hu-
mans (Antol et al., 2015). Analysis of VQA algo-
rithm performance as a function of the amount of
training data show that existing algorithms would
benefit greatly from more training data (Kafle and

∗Corresponding author.

Figure 1: We explore two methods for data augmentation
for VQA. The Template method uses semantic image anno-
tations. The LSTM method is a generative approach. For this
image, the original questions are: 1) ‘Where are the people
sitting at?’ 2) ‘How many orange cups are there?’ and 3)
‘What is the coffee table made of?’ The Template augmen-
tation method generates the questions (4 of 13 total): 1) ‘Is
there a person in the picture?’ 2) ‘Is there a couch?’ 3) ‘How
many people are there?’ and 4) ‘What room is this?’ The
LSTM method generates the questions: 1) ‘How many peo-
ple are there?’ 2) ‘How many people are in the picture?’ and
3) ‘Are they playing a video game?’

Kanan, 2017). One way to address this would be
to annotate additional questions about images, but
this is time-consuming and expensive. Data aug-
mentation is a much cheaper alternative.

Data augmentation is generating new training
data from existing examples. In this paper, we ex-
plore two data augmentation methods for generat-
ing new question-answer (QA) pairs for images.
The first method uses existing semantic annota-
tions and templates to generate QA pairs, similar
to the method in Kafle and Kanan (2017). The
second method is a generative approach using a re-
current neural network (RNN). Fig. 1 shows an ex-
ample image from ‘The VQA Dataset’ along with
the original questions and the questions generated
using our methods. Our methods improve the va-
riety and the number of questions for the image.
We evaluate how well each augmentation method
performs on two VQA datasets. Our results show
that augmentation increases performance for both
datasets.
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1.1 Related Work

For supervised computer vision problems, e.g.,
image recognition, labels are scarcer than images.
This is especially a problem with deep convolu-
tional neural networks (CNNs) that have millions
of parameters. Although more human labeled data
would be ideal, it is easier to exploit the train-
ing dataset to generate new examples. For im-
age classification, common ways to exploit train-
ing images to create more labeled examples in-
clude mirror reflection, random crops etc. Many
of these methods were used in training the semi-
nal AlexNet (Krizhevsky et al., 2012), which in-
creased the training data by more than ten folds
and produced relative improvement of over 4% for
image classification.

Compared to vision, where augmentation is
common, little work has been done on augment-
ing text for classification problems. A notable ex-
ception is Zhang et al. (2015), where a thesaurus
was used to replace synonymous words to create
more training data for text classification. How-
ever, this augmentation produced little improve-
ment and sometimes even hurt performance. The
authors’ argued that because large quantities of
real data are available, models generalize properly
without augmentation. Although training using
augmented text data is rare, generating new ques-
tions about images has been studied. The COCO-
QA dataset (Ren et al., 2015) for VQA was created
by parsing COCO captions with a syntactic parser,
and then used this to create QA pairs for four kinds
of questions using hand-crafted rules. However,
due to inability of the algorithm to cope with com-
plex sentence structures, a significant portion of
COCO-QA questions have grammatical errors or
are oddly phrased. Visual question generation was
also studied in (Mostafazadeh et al., 2016), with
an emphasis on generating questions about images
that are beyond the literal visual content of the im-
age. They endeavored to avoid simple questions
such as counting and color, which were empha-
sized in COCO-QA. Unlike our work, their objec-
tive was not data augmentation and they did not
try to answer the generated questions.

1.2 Datasets and Algorithms for VQA

We conduct experiments on two of the most pop-
ular VQA datasets: ‘The VQA Dataset’ (Antol
et al., 2015) and COCO-QA (Ren et al., 2015).
‘The VQA Dataset’ is currently the most popu-

lar VQA dataset and it contains both synthetic
and real-world images. The real-world images are
from the COCO dataset (Lin et al., 2014). All
questions were generated by human annotators.
We refer to this portion as COCO-VQA, and use it
for our experiments. COCO-QA (Ren et al., 2015)
also uses images from COCO, with the questions
generated by an NLP algorithm that uses COCO’s
captions. All questions belong to four categories:
object, number, color, and location.

Many algorithms have been proposed for VQA.
Some notable formulations include attention based
methods (Yang et al., 2016; Xiong et al., 2016; Lu
et al., 2016; Fukui et al., 2016), Bayesian frame-
works (Kafle and Kanan, 2016; Malinowski and
Fritz, 2014), and compositional approaches (An-
dreas et al., 2016a,b). Detailed reviews of existing
methods can be found in Kafle and Kanan (2017)
and Wu et al. (2016). However, simpler mod-
els such as linear classifiers and multilayer per-
ceptrons (MLPs) perform only slightly worse on
many VQA datasets. These baseline methods pre-
dict the answer using a vector of image features
concatenated to a vector of question features (Ren
et al., 2015; Zhou et al., 2015; Kafle and Kanan,
2016). We use the MLP model to conduct the
bulk of the experiments, but we show that the pro-
posed method is also effective on more sophisti-
cated VQA systems like multimodal compact bi-
linear pooling (MCB) (Fukui et al., 2016).

2 Methods for Data Augmentation

The impact of using data augmentation to improve
VQA has not been studied. We propose two meth-
ods for generating QA pairs about images: 1) a
template based generation method that uses im-
age annotations and 2) a long short term memory
(LSTM) based language model. The number of
questions generated using both methods are shown
in Table 1.

2.1 Template Augmentation Method

The template data augmentation method uses the
semantic segmentation annotations in COCO to
generate new QA pairs. COCO contains detailed
segmentation annotations with labels for 80 ob-
jects typically found in the images. We synthesize
four kinds of questions from the COCO annota-
tions: yes/no, counting, object recognition, scene,
activity and sport recognition.

Yes/No Questions: First, we make a list of the
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Table 1: Number of questions in COCO-VQA compared to the number generated using the LSTM and
template methods.

Type COCO-VQA(Antol et al., 2015) LSTM Template Total Augmentation

Yes/No 140,780 (38.0%) 31,595 (29.2%) 1,023,594 (86.2%) 1,055,189 (81.5%)
Number 45,813 (12.4%) 2,727 (2.52%) 60,547 (5.1%) 63,274 (4.8%)
Other 183,286 (49.6%) 73,617 (68.2%) 102,617 (8.6%) 176,234 (13.6%)

Total 369,879 107,939 1,186,758 1,294,697

COCO objects present in an image. If the object
has an area greater than 2000 pixels, we can gen-
erate an object presence question, e.g., ‘Is there
a OBJECT in the picture?’ with ‘yes’ as the an-
swer. We use 10 templates to allow some varia-
tion in phrasing. For example, ‘Is there a person
in the image?’ and ‘Are there any people in the
photo?’ are variations of the same question. To
avoid question imbalance, we ask equal number
of ‘no’ questions about the objects that are absent
from the image.

Counting Questions: To make counting ques-
tions, we count the number of separate annotations
of all the objects of a particular category that have
an area greater than 2000 pixels, and ask 12 varia-
tions of a counting question template.

Object Recognition Questions: Object recog-
nition questions such as ’What is in the picture?’
can be ambiguous because multiple objects may
be present. So, we ask questions about COCO
‘super-categories’ (e.g., ‘food,’ ‘furniture,’ ‘vehi-
cle,’ etc.) to specify the type of object in the
question. However, ambiguity may persist if there
are multiple objects belonging to same supercate-
gory. For example, ‘What vehicles are shown in
the photo?’ becomes ambiguous if both ‘cars’ and
‘trucks’ are present. So, we ensure only a single
object of a supercategory is present before asking
a recognition question. We use 12 variations of
‘What SUPERCATEGORY is in the image?’

Scene and Activity Questions: If a object in an
image belongs to the COCO supercategory indoor
or outdoor, we generate questions such as ‘Is this
indoor or outdoors?’ Similarly, we ask about dif-
ferent rooms in the house by identifying the com-
mon objects in the room. For example, if there are
least two common kitchen appliances in the pic-
ture(e.g., toaster, microwave, etc.), then we infer
the room is a kitchen and ask ‘What room is this?’
with ‘kitchen’ as the answer. We employ similar
strategies for ‘living room’ and ‘bathroom.’ We
used six variations for ‘indoor/outdoor’ questions

and four variations for room classification ques-
tions. For sports, we check if any sports equip-
ment is present in the image and generate a ques-
tion about the type of sport being depicted in the
image. We use four variations of questions to ask
about each of the six common sports activities.

2.2 LSTM Augmentation Method

One major issues with our template-based aug-
mentation method is that the questions are rigid
and may not closely resemble the way questions
are typically posed in the VQA dataset. To ad-
dress this, we train a stacked LSTM that gener-
ates questions about images. The network consists
of two LSTM layers each with 1000 hidden units
followed by two fully connected layers, with 7000
units each, which is the size of our vocabulary con-
structed by tokening training questions into indi-
vidual words. The first fully connected layer has a
ReLU activation function, while the second layer
has the 7000-way softmax. The output question
is produced one word at a time until the ¡end-of-
question¿ token. The network is trained using the
COCO-VQA training data. During the generation
process, we start by passing the ¡start-question¿
token concatenated with the image features. To
predict the next word, we sample from a multi-
nomial distribution characterized by the prediction
probabilities. Sometimes such sampling generates
questions unrelated to image content. To com-
pensate for this, we repeat the sampling for ev-
ery word multiple times and pick the word occur-
ring most frequently. We then generate 30 initial
questions per image, and only retain the 3 most
frequent questions. Any generated question that
already exists in the original dataset is removed.

We use the MLP VQA method described in
Sec. 3 to create answers for the generated ques-
tions, but it is trained without augmented data.
Used alone, this can produce many incorrect an-
swers. To mitigate this problem, we tried to iden-
tify the kinds of questions the MLP VQA algo-
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COCO-VQA: What instru-
ment does the person who
lives here play? A: Guitar

COCO-QA: What is in front
of a computer looking at the
screen as if browsing? A: Cat

Figure 2: Examples of questions and predicted an-
swers from COCO-VQA and COCO-QA datasets.
The results are from model trained jointly on orig-
inal and temple based QA pairs.

rithm tends to get correct. To do this, we use k-
means to cluster the training question features con-
catenated to a one-hot vector with the answer for
each question type (k = 25). We assign each val-
idation QA pair to one of these clusters and com-
pute each cluster’s accuracy. QA pairs assigned
to clusters that have a validation accuracy of less
than 70% are removed from the dataset.

3 Experiments And Results

First, we use the simple MLP baseline model used
in Kafle and Kanan (2016) to assess the two data
augmentation methods. Kafle and Kanan (2016)
showed that MLP worked well across multiple
datasets despite its simplicity. The MLP model
treats VQA as a classification problem with con-
catenated image and question features given to the
model as features and answers as categories. CNN
features from ResNet-152 (He et al., 2016) and
the skip-thought vectors (Kiros et al., 2015) are
used as image and question features respectively.
We evaluate the MLP model on COCO-VQA and
COCO-QA datasets. For COCO-QA, we excluded
all the augmented QA pairs derived from COCO’s
validation images during training, as the test por-
tion of COCO-QA contains questions for these
images. Table 2 shows the results for the MLP
model when trained with and without augmenta-
tion. Some examples for the model trained with
augmentation are are shown in Fig. 2.

Next, to demonstrate that the data augmentation
scheme also helps improve more complex mod-
els, we train the state-of-the-art MCB model with
attention (MCB+Att.+GloVe) (Fukui et al., 2016)
with the template augmentation and compare the
accuracy when the same model trained only on the
COCO-VQA dataset (Table 3).

Table 2: Results on COCO-VQA (test-dev) and
COCO-QA datasets for the MLP model trained
with and without augmentation.

Method COCO-QA COCO-VQA

MLP (Our Baseline) 60.80 58.65
MLP (LSTM Augmentation) 61.31 58.11
MLP (Template Augmentation) 62.21 59.61
MLP (Joint Augmentation) 62.28 58.45

Table 3: Results on COCO-VQA (test-dev) for the
MCB+Att.+GloVe model trained with and without
template augmentation.

Method COCO-VQA

MCB+Att.+GloVe 64.7
MCB+Att.+GloVe (Template Aug.) 65.28

4 Discussion and Conclusion

Referring to Table 2, we can see that both forms
of augmentation improved accuracy on COCO-
QA compared to the baseline, and the template-
based approach worked better than LSTM. For
COCO-VQA, the template-based augmentation
helped considerably, producing a relative increase
of 1.6% compared to when it was not used. We did
not observe an improvement from using the LSTM
method, perhaps due to label noise. While we tried
to mitigate label noise by rejecting QA pairs that
were likely to be wrong, this was not sufficient.
We are exploring alternative training methods that
are robust to label noise (e.g., Reed et al. (2014))
to help improve results using LSTM.

Additionally, we also evaluated which types of
questions benefit the most from data augmenta-
tion. For the MLP model trained on COCO-VQA
with the template augmentation, counting cate-
gory answer is improved the most (1.74%), fol-
lowed by others (1.01%), and yes/no (0.7%).

The results are promising and demonstrate that
VQA algorithms can benefit from data augmenta-
tion, even for hard question types like counting.
Furthermore, there is a lot of room for expansion
in both the LSTM and the template based methods
to produce a larger number and variety of ques-
tions. Template augmentation worked best in our
experiments, but if we can control for label noise,
the LSTM method can be more flexible than the
template method, and could be used to generate
virtually unlimited amount of training data using
images from the Internet.

201



References

Jacob Andreas, Marcus Rohrbach, Trevor Darrell, and
Dan Klein. 2016a. Deep compositional question an-
swering with neural module networks. In The IEEE
Conference on Computer Vision and Pattern Recog-
nition (CVPR).

Jacob Andreas, Marcus Rohrbach, Trevor Darrell, and
Dan Klein. 2016b. Learning to compose neural net-
works for question answering. In Annual Meeting of
the North American Chapter of the Association for
Computational Linguistics (NAACL).

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Mar-
garet Mitchell, Dhruv Batra, C. Lawrence Zitnick,
and Devi Parikh. 2015. VQA: Visual question an-
swering. In The IEEE International Conference on
Computer Vision (ICCV).

Akira Fukui, Dong Huk Park, Daylen Yang, Anna
Rohrbach, Trevor Darrell, and Marcus Rohrbach.
2016. Multimodal compact bilinear pooling for vi-
sual question answering and visual grounding. In
Conference on Empirical Methods on Natural Lan-
guage Processing (EMNLP).

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian
Sun. 2016. Deep residual learning for image recog-
nition. In The IEEE Conference on Computer Vision
and Pattern Recognition (CVPR).

Kushal Kafle and Christopher Kanan. 2016. Answer-
type prediction for visual question answering. In
The IEEE Conference on Computer Vision and Pat-
tern Recognition (CVPR).

Kushal Kafle and Christopher Kanan. 2017. Visual
question answering: Datasets, algorithms, and fu-
ture challenges. Computer Vision and Image Un-
derstanding .

Ryan Kiros, Yukun Zhu, Ruslan Salakhutdinov,
Richard S Zemel, Antonio Torralba, Raquel Urta-
sun, and Sanja Fidler. 2015. Skip-thought vectors.
In Advances in Neural Information Processing Sys-
tems (NIPS).

Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hin-
ton. 2012. Imagenet classification with deep con-
volutional neural networks. In Advances in Neural
Information Processing Systems (NIPS).

Tsung-Yi Lin, Michael Maire, Serge Belongie, James
Hays, Pietro Perona, Deva Ramanan, Piotr Dollár,
and C Lawrence Zitnick. 2014. Microsoft coco:
Common objects in context. In European Confer-
ence on Computer Vision (ECCV).

Jiasen Lu, Jianwei Yang, Dhruv Batra, and Devi
Parikh. 2016. Hierarchical question-image co-
attention for visual question answering. In Advances
in Neural Information Processing Systems (NIPS).

Mateusz Malinowski and Mario Fritz. 2014. A multi-
world approach to question answering about real-
world scenes based on uncertain input. In Advances
in Neural Information Processing Systems (NIPS).

Nasrin Mostafazadeh, Ishan Misra, Jacob Devlin, Larry
Zitnick, Margaret Mitchell, Xiaodong He, and Lucy
Vanderwende. 2016. Generating natural questions
about an image. CoRR abs/1603.06059.

Scott E. Reed, Honglak Lee, Dragomir Anguelov,
Christian Szegedy, Dumitru Erhan, and Andrew
Rabinovich. 2014. Training deep neural net-
works on noisy labels with bootstrapping. CoRR
abs/1412.6596.

Mengye Ren, Ryan Kiros, and Richard Zemel. 2015.
Exploring models and data for image question an-
swering. In Advances in Neural Information Pro-
cessing Systems (NIPS).

Qi Wu, Damien Teney, Peng Wang, Chunhua Shen,
Anthony Dick, and Anton van den Hengel. 2016.
Visual question answering: A survey of methods and
datasets. arXiv preprint arXiv:1607.05910 .

Caiming Xiong, Stephen Merity, and Richard Socher.
2016. Dynamic memory networks for visual and
textual question answering. In International Con-
ference on Machine Learning (ICML).

Zichao Yang, Xiaodong He, Jianfeng Gao, Li Deng,
and Alexander J. Smola. 2016. Stacked attention
networks for image question answering. In The
IEEE Conference on Computer Vision and Pattern
Recognition (CVPR).

Xiang Zhang, Junbo Zhao, and Yann LeCun. 2015.
Character-level convolutional networks for text clas-
sification. In Advances in Neural Information Pro-
cessing Systems (NIPS).

Bolei Zhou, Yuandong Tian, Sainbayar Sukhbaatar,
Arthur Szlam, and Rob Fergus. 2015. Simple base-
line for visual question answering. arXiv preprint
arXiv:1512.02167 .

202



Proceedings of The 10th International Natural Language Generation conference, pages 203–207,
Santiago de Compostela, Spain, September 4-7 2017. c©2017 Association for Computational Linguistics

 
 
 

 

Personalized Questions, Answers and Grammars: Aiding the Search for 

Relevant Web Information 

 
Marta Gatius 

Computer Science Department, Technical University of Catalonia,  

Jordi Girona Salgado, 1-3, 08034 Barcelona, Spain 

gatius@cs.upc.edu  

 

 

 

Abstract 

This work is about guiding the user web 

search by generating most relevant questions, 

answers and grammars from web documents. 

The proposed approach is based on the repre-

sentation of the main domain concepts as a set 

of attributes and relating these attributes to the 

user models and to a syntactico-semantic tax-

onomy, that describes the general relation-

ships between conceptual and linguistic 

knowledge. This taxonomy is used for both 

generating questions and answers and also for 

extracting data from the web. The data ex-

tracted from the web documents is represent-

ed as instances of the domain concepts. Ques-

tions, answers and grammars are generated 

from these instances. 

1 Introduction 

The large amount of data and services available on 

the web has increased the need of tools that may 

assist the different types of users when looking for 

information.  The approach described in this paper 

to guide the user search consists of providing the 

most relevant data in a particular domain as a set of 

questions and their corresponding answers.  

Presenting the main questions (and their an-

swers) could be valuable in different types of sce-

narios, especially when the information to search is 

voluminous and/or when the user is looking for 

relevant data that has to be understood perfectly. 

For example, including most relevant questions 

and answers in the web description of academic 

courses could result useful for students, as de-

scribed in the next sections. 

The generation of personalized questions for a 

specific domain involves reasoning skills as well 

as domain and linguistic knowledge. To reduce the 

human effort needed in this process, this work pro-

poses a general organization of the conceptual and 

linguistic knowledge involved, thus limiting the 

specific data that has to be incorporated for a new 

domain. In this proposal, the main domain con-

cepts are described by a set of attributes and those 

attributes are related to user models and to a 

syntactico-semantic taxonomy, which represents 

the general relationships between conceptual and 

linguistic knowledge. This taxonomy, described in 

a previous work (Gatius, 2013), was defined fol-

lowing (Bateman et al, 1994). It is used for gener-

ating questions, answers and grammar and also for 

extracting data from the web. 

This work is focused on the generation of ques-

tions and answers from (semi)structured web doc-

uments describing particular cases of general con-

cepts (i.e., university courses and types of foods). 

Information from these documents can be automat-

ically extracted and represented as instances of the 

general concepts, previously described by the ex-

pert. Questions, answers and grammars can be au-

tomatically generated from the resulting instances. 

The next section gives an overview of the ap-

proach proposed together with its adaptation in 

several languages (English, Catalan and Spanish) 

for two different domains:  university courses and 

cultural events. The Section 3 describes the im-

plementation and evaluation done. Finally, related 

work and discussion is given in the last section 

2 Approach Overview  

The approach proposed to generate personalized 

questions, answers and grammars from web docu-

ments in a particular domain is based in a separat-

ed representation of the different types of 
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knowledge involved. This approach consists of the 

following five steps: 

1. Representing the most relevant domain con-

cepts as a set of attributes.  

2. Relating the attributes to the taxonomy.  

3. Relating the attributes to the users groups. 

4. Extracting the web data. 

5. Generating the personalized questions and 

answers (or grammars). 

 

The first three steps, studied in a previous work 

(Gatius, 2015), have to be done by a human expert. 

First, the main concepts have to be defined by a set 

of attributes and these attributes by facets, which 

describe details such as the cardinality.  

In a second step, the conceptual attributes have 

to be associated with the classes in the syntactico-

semantic taxonomy, defined in previous work. 

These classes are associated with the linguistic 

structures involved in the questions and answers 

about the conceptual attributes. They can be easily 

adapted to new languages. 

Figure 1 shows a partial description of the con-

cepts involved in this scenario: Course and Exam. 

The course description is represented by a set of at-

tributes. Each of the course exam is represented by 

an attribute, which value is an instance of the con-

cept Exam. As can be seen in the Figure, the con-

ceptual attributes have been associated with the 

corresponding syntactico-semantic classes. For ex-

ample, the attributes code and content are related 

to the class of, corresponding to general descrip-

tions  and there are others attributes related to its 

subclasses, describing more precise information:  

of_quantity (i.e., the credits, assessment and 

weight), of_time, of_date and of_place. 

 

 
Figure 1: The main concepts describing a course 

 

User models can also be incorporated by classi-

fying users in groups and associating each concep-

tual attribute with the group interested on it. In 

several scenarios, stereotypes could also be related 

to different values of the attribute. For example, in 

the nutrition domain, the values of the attributes 

describing the number of calories and physical ac-

tivity needed daily are different for each group 

(women, men and children). 

In the academic scenario two user groups can be 

distinguished: students and teachers. The attributes 

describing the course are considered relevant for 

the two groups, except for the attribute Code, only 

interesting for teachers. 

The two last steps proposed can be done auto-

matically, although human supervision of the data 

obtained is needed. First, from the web documents 

selected, the appropriate data is extracted and rep-

resented as instances of the domain concepts. The 

values of the conceptual attributes are obtained us-

ing general rules defined for that purpose. Finally, 

the questions and answers (or grammars) are gen-

erated from the conceptual instances.  

2.1 Personalized Questions and Answers 

Most university web sites include clear and de-

tailed descriptions about their courses. However, 

frequently, students ask teachers about this infor-

mation, especially that related to the exams. For 

this reason, including relevant questions and their 

answers in the course description could help. 

The extraction of the data in this domain re-

quires a limited human effort, because the descrip-

tions of university courses usually include similar 

content and are presented in a (semi)structured 

form. Several web documents from different facul-

ties in the same university have been analyzed. 

The web description of the courses analyzed, is 

placed in separated documents, with different for-

mats: The particular data related to the exams 

(date, time and room) is presented by tables while 

more general information is in textual form. 

The data related to a particular course is extract-

ed from the web documents and represented as in-

stances of the concepts Course and Exam. For this 

purpose, domain independent rules that use the 

facets describing the attributes (type, related terms 

and cardinality) are used. The data extracted is rep-

resented as the values of the instance attributes. 
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   The general rule for obtaining the value of an at-

tribute from a textual document is:  “If the attribute 

related terms (or synonyms) are found, then extract 

the context words that correspond to the type of 

the attribute”. 

In this rule, context is a variable that indicates 

the maximum number of words before or after the 

attribute terms that have to be considered. Its value 

is obtained by analyzing the domain documents. 

A condition to this general rule has been added 

to extract all possible values of the attributes, con-

sidering its cardinality. 

Using this rule, the data describing the final ex-

am of a particular course is obtained from the doc-

ument giving general data and represented as the 

instance shown in Figure 2 (which belongs to con-

cept Exam in Figure 1). 

 

 

 

 

 
     Figure 2: Representation of data extracted as an instance 

 

 
Figure 3: Generated questions and answers about the exam 

 

More specific details about the exam have to be 

obtained from a separated document, where the 

date, time and room for the exams of several 

courses in the faculty are presented in a table. For 

this type of document a new rule is used: 

If one of the course identifiers is found in a row 

then extract the next words in the row that corre-

spond to the type of the attribute. 

Figure 3 shows examples of the generated ques-

tions and answers obtained from the instance Final 

Exam in Figure 2. 

2.2 Generating  Personalized Grammars 

Language interfaces have also been used to assist 

the user when accessing the web. They can incor-

porate domain-restricted grammars to help the user 

about the contents and the terms to be used to build 

the query, as can be seen in Figure 4. Those se-

mantic grammars can also be generated following 

the approach proposed. The processing of the re-

sulting query is simple, because the language to be 

considered is limited, i.e., the user will describe 

time by selecting one of the forms in the screen. 

 

 
Figure 4: Guiding the user to build the query to the service 

 

   Figure 4 shows an example of how the user is 

guided to build a query to a web service giving in-

formation about the cultural events in a particular 

city.  In this scenario, the grammar used has been 

generated from the concept Event, described by a 

set of attributes that correspond to the parameters 

of the service: title, type, place, time and audi-

ence. The same concept could be adapted for many 

of the web services about cultural activities. Two 

different user groups are distinguished, considering 

the value of the attribute audience, if they are in-

terested on activities for adults or for children. 

The interface shown in Figure 4 has been gener-

ated by the Grammatical Framework (GF, 

www.gramaticalframework.org), from the gram-

mar written in the GF formalism, although other 

formalisms and environments could also be used. 

3 Implementation and Evaluation 

The web documents are first analyzed and classi-

fied in two groups considering their structure. Do-

main and language independent rules to extract the 

relevant data from these two types of documents 

have been defined and implemented in C language. 

   To automatically generate the personalized lin-

guistic resources from the domain concepts, a 

Prolog program has also been developed. Prolog is 

FINAL EXAM 
Content: all units 
Weight : 40% 
Date: June 
Mandatory: Yes 
Minimun value: No 
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an appropriate language because its unification 

mechanism facilitates the association of general 

conceptual categories with features indicating ad-

ditional information: stereotype, language and syn-

tactic details (such as gender, number and tense).  

 

 
Table 1: Results of the questionnaire 

 

The questions and answers related to the exams 

of a particular course on introduction to program-

ming were generated in three languages (English, 

Catalan and Spanish) and included in the course 

web page. In order to evaluate their usability, the 

students of two different degrees were asked to 

complete, anonymously, an online questionnaire, 

included in the same web page. There were 26 stu-

dents in the Group 1, enrolled in the Bachelor's 

Degree of Aerospace Vehicle Engineering and 27 

in Group 2, in the Bachelor's Degree of  Industrial 

Technology Engineering. Table 1 shows the ques-

tions and their results, rating scales are from 0 to 

10, 0 strongly disagree, 10 strongly agree. This re-

sult indicates that students think the generated 

questions and answers are useful: 8.4 over 10 in 

Group 1 and 8.12 in Group 2. Similar results were 

obtained from students in the same degrees, in an 

informal evaluation, done the previous semester. 

4 Related Work  and Discussion 

The generation of questions and answers has fo-

cused many research works in different areas, such 

as educational (Wyse and Piwek, 2009) and con-

versational systems (Varges et al., 2006), (Okoye 

et al., 2011).   

There are different techniques that can be used 

for generation, based on rules (Mazidi and Tarau, 

2009) and/or statistical methods (Jin and Le, 2016).  

Those techniques can be adapted to textual docu-

ments and/or to structured data (Duma and Klein, 

2013).  In the first case, the generation process is 

usually done by applying rules to the trees obtained 

from the syntactic analysis (Nouri et al., 2011), 

although there are also works that use the resulting  

semantic structure (Kuyten et al., 2012) and other 

use both  (Heilman, 2011). 

Generation from structured data has been stud-

ied for years in language interfaces, which usually 

obtain the system inquiries and responses from ap-

plication specifications and domain-restricted ba-

ses. Domain knowledge representation has been 

incorporated into a considerable number of rele-

vant dialogue systems (Guzzoni et al., 2006; 

Sonntag et al., 2007), because they facilitate the 

adaptation of knowledge to different domains, lan-

guages, user types and modes of communication. 

Additionally, they provide synonyms, hyponyms 

and hyperonyms terms to improve the query.  

There is an increasing interest in the combina-

tion of language and user model techniques to ob-

tain personalized linguistic resources (Brusilovsky 

and Millán, 2007; Milosavljevic and Oberlander, 

1998; Stock et al., 2007; Han et al., 2014). 

This article describes an approach to guide the 

user about the web contents based on the genera-

tion of personalized questions, answers and gram- 

mars from web documents, because they could re-

sult useful in different scenarios, as the students 

opinion on the questions generated about course 

exams ( shown in Table 1) indicates. 

   This work proposes an organization of the differ-

ent type of knowledge involved (conceptual, lin-

guistic and  about the user) that minimizes the hu-

man effort needed for a new domain and/or a new 

language, by separating the general facts that can 

be reused across domains from those more specif-

ic. The representation is based on relating the set of 

attributes describing main domain concepts to the 

user models and to a taxonomy representing gen-

eral relationships between conceptual and linguis-

tic knowledge.  The linguistic information associ-

ated with the taxonomy classes is used for both 

generating questions and answers and grammars 

and also for extracting data from the web. 

Future work could include the study of the adap-

tation of the set of rules developed to extract the 

data from the web documents to new domains. 
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Abstract

We compare several language models for the
word-ordering task and propose a new bag-
to-sequence neural model based on attention-
based sequence-to-sequence models. We eval-
uate the model on a large German WMT data
set where it significantly outperforms existing
models. We also describe a novel search strat-
egy for LM-based word ordering and report
results on the English Penn Treebank. Our
best model setup outperforms prior work both
in terms of speed and quality.

1 Introduction

Finding the best permutation of a multi-set of words
is a non-trivial task due to linguistic aspects such
as “syntactic structure, selective restrictions, subcat-
egorization, and discourse considerations” (Elman,
1990). This makes the word-ordering task useful
for studying and comparing different kinds of mod-
els that produce text in tasks such as general natu-
ral language generation (Reiter and Dale, 1997), im-
age caption generation (Xu et al., 2015), or machine
translation (Bahdanau et al., 2015). Since plausi-
ble word order is an essential criterion of output flu-
ency for all of these tasks, progress on the word-
ordering problem is likely to have a positive impact
on these tasks as well. Word ordering has often been
addressed as syntactic linearization which is a strat-
egy that involves using syntactic structures or part-
of-speech and dependency labels (Zhang and Clark,
2011; Zhang et al., 2012; Zhang and Clark, 2015;
Liu et al., 2015; Puduppully et al., 2016). It has also
been addressed as LM-based linearization which re-
lies solely on language models and obtains better

Work partially supported by U.K. EPSRC grant EP/L027623/1.

scores (de Gispert et al., 2014; Schmaltz et al.,
2016). Recently, Schmaltz et al. (2016) showed that
recurrent neural network language models (Mikolov
et al., 2010, RNNLMs) with long short-term mem-
ory (Hochreiter and Schmidhuber, 1997, LSTM)
cells are very effective for word ordering even with-
out any explicit syntactic information.

We continue this line of work and make the fol-
lowing contributions. We compare several language
models on the word-ordering task and propose a
bag-to-sequence neural architecture that equips an
LSTM decoder with explicit context of the bag-of-
words (BOW) to be ordered. This model performs
particularly strongly on WMT data and is comple-
mentary to an RNNLM: combining both yields large
BLEU gains even for small beam sizes. We also
propose a novel search strategy which outperforms a
previous heuristic. Both techniques together surpass
prior work on the Penn Treebank at ∼4x the speed.

2 Bag-to-Sequence Modeling with
Attentional Neural Networks

Given the BOW {at, bottom, heap, now, of, the, the,
we, ’re, .}, a word-ordering model may generate an
output string w = “now we ’re at the bottom of the
heap .“. We can use an RNNLM (Mikolov et al.,
2010) to assign it a probability P (w) by decompos-
ing into conditionals:

P (wT
1 ) =

T∏
t=1

P (wt|wt−1
1 ) (1)

Since we have access to the input BOWs, we extend
the model representation by providing the network
additionally with the BOW to be ordered, thereby al-
lowing it to focus explicitly on all tokens it generates
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(a) (b)

Figure 1: (a) Attention-based seq2seq model and (b)
bag2seq model used in this work.

in the output during decoding. Thus, instead of mod-
eling the a priori distribution of sentences P (w) as
in Eq. 1, we condition the distribution on BOW(w):

P (wT
1 |BOW(w)) =

T∏
t=1

P (wt|wt−1
1 , BOW(w))

(2)
This dependency is realized by the neural atten-

tion mechanism recently proposed by Bahdanau et
al. (2015). The resulting bag-to-sequence model
(bag2seq) is inspired by the attentional sequence-to-
sequence model RNNSEARCH (seq2seq) proposed
by Bahdanau et al. (2015) for neural machine trans-
lation between a source sentence x = xI

1 and a tar-
get sentence y = yJ

1 . Fig. 1a illustrates how seq2seq
generates the j-th target token yj using the decoder
state sj and the context vector cj . The context vec-
tor is the weighted sum of source side annotations
hi which encode sequence information.

To modify seq2seq for problems with unordered
input, we make the encoder architecture order-
invariant by replacing the recurrent layer with non-
recurrent transformations of the word embeddings,
as indicated by the missing arrows between source
positions in Fig. 1b. For convenience, we formalize
BOW(w) as sequence 〈w̃1, . . . , w̃T 〉 in which words
are sorted, e.g. alphabetically, so that we can refer
to the t-th word in the BOW. The model can be
trained to recover word order in a sentence by using
BOW(w) = 〈w̃1, . . . , w̃T 〉 as input and the original
sequence 〈w1, . . . , wT 〉 as target. This network ar-
chitecture does not prevent words outside the BOW
to appear in the output. Therefore, we explicitly
constrain our beam decoder by limiting its available
output vocabulary to the remaining tokens in the in-
put bag at each time step, thereby ensuring that all
model outputs are valid permutations of the input.

3 Search

Beam search is a popular decoding algorithm for
neural sequence models (Sutskever et al., 2014;
Bahdanau et al., 2015). However, standard beam
search suffers from search errors when applied to
word ordering and Schmaltz et al. (2016) reported
that gains often do not saturate even with a large
beam of 512. They suggested adding external un-
igram probabilities of the remaining words in the
BOW as future cost estimates to the beam-search
scoring function and reported large gains for an n-
gram LM and RNNLM. We re-implement this fu-
ture cost heuristic, f(·), and further propose a new
search heuristic, g(·), which collects internal uni-
gram statistics during decoding. We keep hypothe-
ses in the beam if their score is close to a theoretical
upper bound, the product of the best word proba-
bilities given any history within the explored search
space. For each word w̃ ∈ BOW(w) we maintain a
heuristic score estimate P̂ (w̃) which we initialize to
0. Each time the search algorithm visits a new con-
text, we update the estimates such that P̂ (w̃) is the
current best score for w̃:

P̂ (w̃) = max
c∈Ct

P (w̃|c, BOW(w)) (3)

where Ct is the set of contexts (i.e. ordered prefixes
in the form of wt

1) explored by beam search so far.
Thus, instead of computing a future cost, we com-
pare the actual score of a partial hypothesis with the
product of heuristic estimates of its words. This is
especially useful for model combinations since all
models are taken into account. We also implement
hypothesis recombination to further reduce the num-
ber of search errors. More formally, at each time
step t our beam search keeps the n best hypothe-
ses according to scoring function S(·) using partial
model score s(·) and estimates g(·):

S(wt
1) = s(wt

1)− g(wt
1)

s(wt
1) = log P (wt

1|BOW(w))

g(wt
1) =

∑
w′∈wt

1

log P̂ (w′)
(4)

4 Experimental Setup

We evaluate using data from the English-German
news translation task (Bojar et al., 2015, WMT) and
using the English Penn Treebank data (Marcus et
al., 1993, PTB). Since additional knowledge sources
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are often available in practice, such as access to the
source sentence in a translation scenario, we also re-
port on bilingual experiments for the WMT task.

4.1 Data and evaluation
The WMT parallel training data includes Europarl
v7, Common Crawl, and News Commentary v10.
We use news-test2013 for tuning model combina-
tions and news-test2015 for testing. All monolin-
gual models for the WMT task were trained on
the German news2015 corpus (∼51.3M sentences).
For PTB, we use preprocessed data by Schmaltz et
al. (2016) for a fair comparison (∼40k sentences
for training).1 We evaluate using the multi-bleu.perl
script for WMT and mteval-v13.pl for PTB.

4.2 Model settings
For WMT, the bag2seq parameter settings follow
the recent NMT systems trained on WMT data. We
use a 50k vocabulary, 620 dimensional word embed-
dings and 1000 hidden units in the decoder LSTM
cells. On the encoder side, the input tokens are em-
bedded to form annotations of the same size as the
hidden units in the decoder. The RNNLM is based
on the “large” setup of Zaremba et al. (2014) which
uses an LSTM. NPLM, a 5-gram neural feedfor-
ward language model, was trained for 10 epochs
with a vocabulary size of 100k, 150 input and out-
put units, 750 hidden units and 100 noise samples
(Vaswani et al., 2013). The n-gram language model
is a 5-gram model estimated with SRILM (Kneser
and Ney, 1995). For the bilingual setting, we im-
plemented a seq2seq NMT system following Bah-
danau et al. (2015) using a beam size of 12 in line
with recent NMT systems for WMT (Sennrich et al.,
2016). RNNLM, bag2seq and seq2seq were imple-
mented using TensorFlow (Abadi et al., 2015)2 and
we used sgnmt for beam decoding3.

Following Schmaltz et al. (2016), our neural mod-
els for PTB have a vocabulary of 16,161 incl. two
different unk tokens and the RNNLM is based on the
“medium” setup of Zaremba et al. (2014). bag2seq
uses 300 dimensional word embeddings and 500
hidden units in the decoder LSTM. We also com-
pare to GYRO (de Gispert et al., 2014) which explic-
itly targets the word-ordering problem. We extracted
1-gram to 5-gram phrase rules from the PTB train-
1We thank the authors for help to reproduce their results.
2https://github.com/ehasler/tensorflow
3https://github.com/ucam-smt/sgnmt

RNNLM NPLM n-gram bag2seq seq2seq BLEU
X 29.4

X 30.3
X 32.5

X 33.6
X X X 34.9
X X X X 39.4

X 49.7
X X 52.6

X X X X 51.3
X X X X X 53.1

Table 1: German word ordering on news-test2015
with beam=12, single models/combinations. Mono-
lingual models use heuristic f(·), bag2seq as a sin-
gle model and bilingual models use no heuristic.

ing data and used an n-gram LM for decoding.For
model combinations, we combine the predictive dis-
tributions in a log-linear model and tune the weights
by optimizing BLEU on the validation set with the
BOBYQA algorithm (Powell, 2009).

5 Results
5.1 Word Ordering on WMT data
The top of Tab. 1 shows that bag2seq outperforms
all other language models by up to 4.2 BLEU on or-
dering German (bold numbers highlight its improve-
ments). This suggests that explicitly presenting all
available tokens to the decoder during search en-
ables it to make better word order choices. A com-
bination of RNNLM, NPLM and n-gram LM yields
a higher score than the individual models, but fur-
ther adding bag2seq yields a large gain of 4.5 BLEU
confirming its suitability for the word-ordering task.

In the bilingual setting in the bottom of Tab. 1,
the seq2seq model is given English input text and
the beam decoder is constrained to generate per-
mutations of German BOWs. This is effectively a
translation task with knowledge of the target BOWs
and seq2seq provides a strong baseline since it uses
source sequence information. Still, adding bag2seq
yields a 2.9 BLEU gain and adding it to the com-
bination of all other models still improves by 1.8
BLEU. This suggests that it could also help for ma-
chine translation rescoring by selecting hypotheses
that constitute good word orderings.

5.2 Word Ordering on the Penn Treebank
Tab. 2 shows the performance of different models
and search heuristics on the Penn Treebank: using
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Model none f(·) g(·)
Previous work beam=512
GYRO5 42.2 – –
NGRAM-512 – 38.6 –
LSTM-512 – 42.7 –
This work beam=512
n-gram 35.7 38.6 38.9
RNNLM 38.6 43.2 44.2
bag2seq 37.1 33.6 37.1

Table 2: BLEU scores for PTB word-ordering task
(test). NGRAM-512 and LSTM-512 are quoted from
Schmaltz et al. (2016).

no heuristic (none) vs. f(·) and g(·) described in
Section 3. Numbers in bold mark the best result
for a given model. We compare against the LM-
based method of de Gispert et al. (2014) and the
n-gram and RNNLM (LSTM) models of Schmaltz
et al. (2016), of which the latter achieves the best
BLEU score of 42.7. We can reproduce or sur-
pass prior work for n-gram and RNNLM and show
that g(·) outperforms f(·) for these models. This
also holds when adding a 900k sample from the
English Gigaword corpus as proposed by Schmaltz
et al. (2016).4 However, bag2seq underperforms
RNNLM at this large beam size.

Since decoding is slow for large beam sizes, we
compare bag2seq to the n-gram and RNNLM using
a small beam of size 5 in Tab. 3. The first three rows
show that decoding without heuristics is much easier
with bag2seq and outperforms n-gram and RNNLM
by a large margin with 33.4 BLEU. The RNNLM
needs heuristic f(·) to match this performance. For
bag2seq, using heuristic estimates is worse than just
using its partial scores for search. We suspect that its
partial model scores are obfuscated by the heuris-
tic estimates and the amount of their contribution
should probably be tuned on a heldout set. Using the
same beam size, ensembles yield better results but
the best results are achieved by combining RNNLM
and bag2seq (37.9 BLEU). This confirms our find-
ings on WMT data that these models are highly
complementary for word ordering. The results for
beam=64 follow this pattern and identify an inter-
action between heuristics and beam size. While we
get the best results for beam=5 using f(·), heuris-
tic g(·) seems to perform better for larger beams,

4Results omitted from Tab. 2 to save space.
5Note that this model has an advantage because longer sen-
tences are processed in chunks of maximum length 20.

Model none f(·) g(·)
beam=5

n-gram 23.3 30.1 26.5
RNNLM 24.5 33.6 29.7
bag2seq 33.4 27.0 31.7
RNNLM-ensemble 25.5 34.2 30.6
bag2seq-ensemble 34.8 35.1 32.8
RNNLM+bag2seq 35.7 37.9 34.4

beam=64
RNNLM 34.6 40.9 42.5
bag2seq 36.2 31.4 36.5
RNNLM-ensemble 35.4 42.4 43.2
RNNLM+bag2seq 40.5 43.1 43.5

Table 3: BLEU scores for PTB word-ordering task
for different search heuristics and beam sizes (test).
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Figure 2: Decoding time in relation to beam size for
PTB word ordering task (test).

perhaps because the internal unigram statistics be-
come more reliable. Finally, RNNLM+bag2seq with
g(·) and beam=64 outperforms LSTM-512 by 0.8
BLEU. This is significant because decoding in this
configuration is also ∼4x faster than decoding with
a single RNNLM and beam=512 as shown in Fig. 2.

6 Conclusion

We have compared various models for the word-
ordering task and proposed a new model architecture
inspired by attention-based sequence-to-sequence
models that helps performance for both German and
English tasks. We have also proposed a novel search
heuristic and found that using a model combination
together with this heuristic and a modest beam size
provides a good trade-off between speed and quality
and outperforms prior work on the PTB task.
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Abstract

East Asian languages are thought to handle
reference differently from English, particu-
larly in terms of the marking of definiteness
and number. We present the first Data-Text
corpus for Referring Expressions in Mandarin,
and we use this corpus to test some initial hy-
potheses inspired by the theoretical linguistics
literature. Our findings suggest that function
words deserve more attention in Referring Ex-
pression Generation than they have so far re-
ceived, and they have a bearing on the debate
about whether different languages make dif-
ferent trade-offs between clarity and brevity.

1 Introduction

East Asian languages can differ considerably from
the languages of Western Europe, which have often
dominated formal and computational studies of lan-
guage. One phenomenon where these differences
are obvious is Referring Expressions (REs), where
languages such as Mandarin differ markedly from,
for example, English, in terms of their expression of
number (e.g., Am I referring to 1 thing or more?),
maximality (Am I talking about all the things that
have a certain combination of properties, or only
some of them?), and givenness status (Am I talking
about something that the hearer is familiar with?).

To gain an insight in these matters, and to
assist future research, we have embarked on a
data gathering enterprise focussing on East Asian
languages, starting with a language elicitation
experiment in which speakers of Mandarin were
asked to produce one-shot REs in a carefully

balanced range of situations. The present paper
introduces the corpus and offers an initial assess-
ment of some of our research questions. The
Mtuna data-text corpus is freely available from
homepages.abdn.ac.uk/k.vdeemter-
/pages/mtuna-webpage/, containing the
original Chinese characters, their transcription into
(phonetic) pinyin notation, and an informal English
gloss. Each RE is coupled with a pictorial scene that
shows the referent and its distractors in the same
way as participants in the experiment saw it.

2 Initial Research Questions

According to the linguistics literature, REs without a
numeral can take three different shapes, namely (1)
Demonstrative + Classifier + Noun Group (e.g., Na
ge laoren, “That (person) old person”), (2) Demon-
strative + Noun Group (Na laoren, “That old per-
son”) , and (3) (bare) Noun Group Laoren, “Old
person”) (Cheng and Sybesma 1999, 2015).1 We
call these the DCN pattern, the DN pattern, and the
N pattern respectively. Together we call them the
Canonical Patterns of reference in Mandarin.

Noun Groups (the third pattern) can be strikingly
open to interpretation: they can be understood as
indefinite, generic, or definite; moreover, they are
not marked for number. Thus, a bare Noun Group
like lüse de yizi (lit: green colour chair) can mean
the green chair, but equally, the green chairs, green
chairs (in general), and a green chair. We are in-

1Classifiers are words that attribute entities to ontological
classes; in certain contexts classifiers are obligatory. Noun
Groups are combinations of Nouns and their modifiers (e.g., ad-
jectives).
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terested how frequently each of these NPs occur be-
cause it will give us a first insight into the role of
underspecification in Mandarin. Following a small
pilot experiment with 10 speakers, we set out to ad-
dress the following questions:

Research Questions: Are the three Canonical
patterns the ones that are used predominantly when
people refer? Is this only true for sentence posi-
tions where definiteness is the norm (in Mandarin
this is the pre-verbal position), or is it equally true
for other positions? How frequently are REs under-
specified for number, maximality,2 and givenness?

The original English TUNA corpora were col-
lected in 2006 and used for multiple shared tasks
(Gatt and Belz 2010) on Referring Expression Gen-
eration (REG) and other work in this area (van
Deemter et al. 2012). Each corpus consists of REs
produced by humans presented with a target item (1
or 2 pieces of furniture, or 1 or 2 people’s faces)
and a set of distractors (other pieces of furniture or
faces), in a web-based elicitation paradigm. A Dutch
TUNA was conducted in 2011 (DTuna, Koolen et al.
2011) and an Arabic one in 2015 (Khan 2015).

Though a number of other REG data gathering ex-
ercises have followed (see e.g., van Deemter 2016),
the TUNA setup suits our research questions well.
However, the analysis of the corpus is very differ-
ent this time. For whereas earlier TUNAs focussed
on the properties expressed by a given RE (chair,
green, etc.), our research questions mean that func-
tion words (English: the, a, one, two, this, those,
both) are key. Although these are sometimes consid-
ered to be part of Linguistic Realisation, they are not
just “syntactic sugar”, since they contribute much to
the information conveyed by these REs (e.g., Kamp
and Reyle 1993, and many other treatments of the
semantics and pragmatics of English).

3 The Mtuna Experiment and Corpus

The 44 stimuli of our experiment (40 + 4 items orig-
inally used for training only) resemble closely those
of earlier TUNAs; like these, they were semantically
balanced (e.g. the number of cases when the target
could be identified by means of colour was identi-
cal to the number of cases when the target could

2An occurrence of the above-mentioned NP lüse de yizi
would be maximal if it denoted all the green chairs in the scene.

Figure 1: A furniture trial, with the RE in pre-verbal position.

be identified by means of size). They include ref-
erences to sets as well as individual items. Instruc-
tions to participants were translated from Dtuna, ex-
cept that the new instructions did not include exam-
ples of actual REs in the target language (i.e., Man-
darin), since these could have biased participants to-
wards particular syntactic patterns. Also, where ear-
lier TUNAs had always asked subjects essentially
the same question, namely “Which object/objects
appears/appear in a red window?”, the new exper-
iment distinguished between REs in pre-verbal and
post-verbal position.

Participants were recruited from the Chinese
Academy of Sciences (Institute of Software) and the
Harbin Institute of Technology. Data from 37 partic-
ipants have been obtained. 35/37 were self-assessed
native speakers of Mandarin, 2/37 were merely flu-
ent. 29/37 were from the North of China and 8/37
from the South. Subjects were discouraged from us-
ing location in their REs, being told that the recipient
might view the scenes on a page that uses a different
layout. Items were presented in random order and
with random layout where all entities were allotted
to cells in a 3-by-5 grid invisible to participants.

Sentence position was varied in a between-
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Figure 2: A people trial with RE in post-verbal position.

subjects design: Participants who were asked to
produce REs in pre-verbal position were asked this
trigger question: Shenme jiaju/ren chuxian zai le
hongkuang zhong? (What furniture / person oc-
cur(s) in red frame(s)?) Immediately below this
question, the page continues: Qing buchong juzi:
........ zai hongse fangkuang zhong (Please complete
the sentence: “......is in the red frame(s)”.) Partici-
pants who were asked to produce REs in post-verbal
position were asked: Nin xiwang shoushizhe xuanze
shenme jiaju/ren? (What furniture / person do you
want the participants to choose?) The page contin-
ues: Qing buchong juzi: Hongse fangkuang zhong
de shi........ (Please complete the sentence: “What’s
in the red frame is .....”)

4 Initial Analysis of the Mtuna corpus

The corpus was subjected to an initial analysis of
all descriptions elicited. Our conclusions need to
be handled with care, because further analysis is
needed and the narrowness of our participant base
(recruited from two Language Technology groups)
may have biassed our results.
1. Are the three Canonical Patterns the ones that
are actually used? Table 2 shows the numbers for

Pattern Pre-verbal Post-verbal
N 315 326
DN 0 0
DCN 0 0
Other D 5 4
Indefinite 98 54
Ordinal 4 0

Table 2: Raw frequencies of referential patterns for singular

(i.e., non-set) references. Other D are structures such as Lan

yizi, zui da de nage (“The blue chair, that largest one”), where

the Demonstrative takes a different position than in DN and

DCN. Indefinites tended to be of the form “Yi ...” (“One ...”)

Ordinals were expressions such as (“First from the left””). Not

all participants answered all the questions, with different num-

bers of entries for Pre-verbal and Post-verbal.

references to singular referents only. The N Pat-
tern dominated, whereas no DN or DCN Patterns
were found. We did found a small number of Or-
dinal Patterns, all of which came from a small num-
ber of subjects who had ignored the instruction to
avoid mentioning the location of the referent (say-
ing things like ”the first ... from the left”). Indefinite
NPs occurred quite often, even in pre-verbal posi-
tion, where we had expected not to see them (though
the bulk of these REs were produced by just 3 par-
ticipants). These results appear to be at odds with
linguists’ views about the dominant patterns; one
possible explanation is that Demonstratives are re-
stricted to situations in which the antecedent is either
pointed at or mentioned in earlier text (Jenks 2015).
2. Was the choice of RE pattern influenced by
sentence position? A Chi-Square calculation on the
figures of Table 2 suggests a cautiously affirmative
answer (p < .05), caused by the larger number of
indefinites in pre-verbal position. We had expected
to see fewer N Patterns in post- than in pre-verbal
position, but this expectation was not borne out.
3. How often were REs non-specific as to num-
ber, maximality, and givenness? Mandarin’s ex-
plicit markers for maximality were used very rarely
(14 occurrences of dou (“all”)). No explicit mark-
ers for givenness were found. In both cases, we may
have missed out on less obvious markers (e.g., syn-
tactic position may play a role), therefore we plan
a new experiment that will investigate readers’ or
listeners’ interpretation of the REs produced in the
corpus.
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Mandarin (transcribed into pinyin) Approximate English Gloss
Furniture
Xiaode lüsede xiangqian de zhuozi Small green [sub] forward table
Yizhang lüse de shuzhuo One[cla] green [sub] desk
Zhengmian chao qian de xiezitai, chicun jiaoxiaode nage Front facing [sub] writing desk, the smaller size [sub] of those
Yige chouti chaowai de lüse xiao shuzhuo One[cla] small desk with a drawer facing out [sub]
Lüse zhuozi Green table
Yige zhengmian chaoxiang guancezhe de xiangdui xiao de zhuozi A[cla] relatively small table facing observer [sub]

People
Dai yanjing hei toufa de liang ge ren Wear glasses black hair [sub] two [cla] people
Liang ge dai yanjing de nianqing nanxing Two [cla] wear glasses [sub] young men
Hei toufa liang ge ren Black hair two [cla] people
Liang ge dai yanjing chuan heise xifu de heise toufa de nanren zai
hongse fangkuang zhong

Two [cla] wear glasses wear black clothes [sub] black hair
man in red box

Dai yanjing hei toufa de liangwei kexuejia Wear glasses black hair [sub] two[cla] scientists
Yige zhengmian de chaowai de dai yanjing, chuan xizhuang da
lingdai hei toufa de nanren

One[cla] face outward [sub] wear glasses, wear suit and tie
black-haired man

Table 1: Some REs as found in the corpus referring to the target referents in Figures 1 and 2. [cla] denotes a classifier, [sub] denotes

a subordinating de. The modelling of classifier and subordinator use is a topic to which we will turn in later research.

Number was
marked

Number was
not marked

singular post-verbal 59 325
singular pre-verbal 106 312
plural post-verbal 231 157
plural pre-verbal 297 121

Table 3: A singular RE was counted as marked for number if it

was of the form Yi ... (“One ...”). A plural RE was marked for

number if it contained the numeral liang (“two”) or an ordinal

or if it used a conjunction.

Number can be marked by numerals, by ordinals
or by the use of logical conjunction (e.g., he (“and”),
as in hongse yizi he lüse dianfengshan (“red chair
AND green fan”)). Table 3 suggests that number
tended to be marked when the referent was plural but
not when it was singular; number was marked more
often in pre-verbal than in post-verbal position.

5 Discussion

It has often been suggested that East Asian lan-
guages handle the trade-off between brevity and
clarity differently to those of Western Europe, with
the former (as typical instances of languages that are
“cool” rather than “hot”) allegedly leaning more to-
wards brevity, and relying more on communicative
context for disambiguation (Newnham 1971, Huang
1984). If this was true, one would expect that Man-
darin REs use less over-specification (i.e., REs from
which one or more properties can be removed with-

out causing referential confusion) and more under-
specification than in English and Dutch; equally, one
might expect that Mandarin REs are less fully speci-
fied in terms of number, maximality, and givenness.
In future, we want to investigate these hypotheses
and their implications for REG more thoroughly.

Based on a first look at our data, a nuanced pic-
ture is emerging, where defaults are likely to play a
role. Based on the literature (e.g., Chao 1968), Man-
darin NPs in pre-verbal position may be interpreted
as definite unless there is information to the con-
trary; based on our data, it may be that a Mandarin
NP denotes a singular entity by default, and that plu-
ral interpretations only arise when the context en-
forces this (e.g., by means of a numeral). These is-
sues need to be investigated further.

Some aspects of the unexpected distribution of
patterns in Mandarin reported in section 4 may have
been caused by ususual features of the communica-
tive situation in which we placed our participants,
for instance because only written input was avail-
able to them. If this was true, then this would also
cast doubt on earlier results that were obtained with
the same, TUNA-style, data gathering method.
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Abstract

We propose sentence chunking as a way to re-
duce the time and memory costs of realization
of long sentences. During chunking we di-
vide the semantic representation of a sentence
into smaller components which can be pro-
cessed and recombined without loss of infor-
mation. Our meaning representation of choice
is Dependency Minimal Recursion Semantics
(DMRS). We show that realizing chunks of a
sentence and combining the results of such re-
alizations increases the coverage for long sen-
tences, significantly reduces the resources re-
quired and does not affect the quality of the
realization.

1 Introduction

Surface realization, or generation, is a task of pro-
ducing sentences from a representation. Realiza-
tion can be thought of as the inverse of parsing and
constraint-based approaches, implemented, for in-
stance, using chart algorithms, make it possible to
use the same reversible grammar for both parsing
and realization.

Large semantic representations present a chal-
lenge to generators. In the worst-case scenario chart
generation has exponential complexity with respect
to the size of the representation, although the al-
gorithm can be modified to improve the perfor-
mance (Carroll et al., 1999; White, 2004).

In this paper we propose chunking (Muszyńska,
2016) as a way to reduce memory and time cost
of realization. The general idea of chunking is that
strings and semantic representations can be divided

into smaller parts which can be processed indepen-
dently and then recombined without a loss of in-
formation. For realization we chunk input seman-
tic representations. There may be multiple chunk-
ing points in one sentence. Here we show that the
efficient realization of a full sentence is possible
through a principled composition of realizations of
the chunks.

We show that the technique noticeably reduces the
cost of realization and in some cases it allows for re-
alization where no result was found using the stan-
dard approach. This effect is achieved without sig-
nificantly degrading realization quality.

2 DELPH-IN framework

The semantic representation we use in our experi-
ments is Dependency Minimal Recursion Semantics
(DMRS) (Copestake, 2009), developed as part of the
DELPH-IN initiative1, together with several wide-
coverage HPSG-based grammars, notably the En-
glish Resource Grammar (ERG) (Flickinger, 2000;
Flickinger et al., 2014). The ERG is a broad-
coverage, symbolic, bidirectional grammar of En-
glish. The DELPH-IN realization systems have been
used successfully in a number of applications, such
as question generation (Yao et al., 2012), paraphras-
ing logic forms for teaching purposes (Flickinger,
2016) and abstractive summarisation (Fang et al.,
2016).

An example of a DMRS graph is shown in Fig. 1.
Nodes correspond to predicates, edges (links) repre-
sent relations between them. It is inter-convertible

1Deep Linguistic Processing with HPSG, www.
delph-in.net
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with Minimal Recursion Semantics (MRS) for-
mat (Copestake et al., 2005).

DMRS graphs can be manipulated using two ex-
isting Python libraries. The pyDelphin library2

is a more general MRS-dedicated library which we
use for conversions between MRS and DMRS. The
pydmrs library3 (Copestake et al., 2016) is dedi-
cated solely to DMRS.

In these experiments, we work with DMRS
graphs which are the output of parsing with the
1214 version of the ERG. The realizer we use,
ACE4, is one of the processors designed to work
with DELPH-IN grammars. It is a more efficient
re-implementation of the chart parser and genera-
tor of the LKB (Carroll et al., 1999; Copestake,
2002; Flickinger, 2016). Parsing and realization re-
sults are ranked by a maximum entropy language
model (Velldal, 2008).

In this paper we refer to the realization using de-
fault ACE settings as the standard realization. We
introduce two adjustments to this set-up: a fixed
time-out of 30s after which a realization attempt is
abandoned even if it did not produce a result, and a
mechanism to deal with unknown words. The time-
out chosen is quite high and does not affect most
realizations.

The ACE generator does not currently have a
mechanism to cope with unknown predicates, i.e.
predicates which do not appear in the grammar’s lex-
icon. They can be parsed, however, and assigned
a part-of-speech tag. Based on this information,
we substitute each unknown predicate with a known
predicate with the same part-of-speech tag before
the semantic representation is input to the genera-
tor. Afterwards, the known surface form of the sub-
stitute predicate is replaced in the realization string
with the surface form of the original unknown pred-
icate (Horvat, 2017).

We retrieve all possible realizations for the given
semantic representation together with their ranking
scores. We also note the amount of memory and
time needed for the realization, and the number of
edges produced in the chart generation process.

2https://github.com/delph-in/pydelphin
3https://github.com/delph-in/pydmrs
4The Answer Constraint Engine 0.9.24, http:

//sweaglesw.org/linguistics/ace/, by Woodley
Packard.

We do not expect full realization coverage, even
though the generator uses the same grammar as the
parser which produced the representations. Some
lexical items, such as infinitival to, are semantically
empty according to the ERG analysis, i.e. they are
not assigned their own predicates (Carroll et al.,
1999). During realization with ERG/ACE, hand-
written rukes are used to signal that particular se-
mantically empty lexical items may be required.
Missing rules sometimes cause realization failure.

3 Realization with chunking

Realization from chunks consists of four phases. Af-
ter chunking a sentence (§ 3.1), we convert each
chunk into a well-formed DMRS, introducing small
place-holder graphs where necessary (§ 3.2). Dur-
ing the realization phase we generate from each of
the chunk DMRSs separately. Finally, we use the in-
formation about how chunks are related to combine
the chunk realizations into a full sentence realization
(§ 3.4).

3.1 Chunking

Here we use an approach to chunking based on
DMRS graphs. We chunk a semantic representa-
tion by dividing it into subgraphs, without access to
any information about the surface form of the rep-
resented sentence. The link structure of the DMRS
graph reveals appropriate chunk boundaries. Cur-
rently chunking is based on three grammatical con-
structions: clausal coordination, subordinating con-
junctions and clausal complements.

For each chunking decision, we identify a func-
tional chunk which plays the role of a trigger
for chunking, i.e. its presence indicates the chunk-
ing possibility. For example, if a semantic repre-
sentation contains a subordinating conjunction, it
can be chunked as shown in Fig. 1. A functional
chunk in this case consists of a single node with
since x subord predicate representing the sub-

ordinating lexeme. Each chunking decision also
identifies two clauses. In Fig. 1 they are simple main
and subordinate clauses, but in more complicated
sentences these clauses could contain further chunk-
ing triggers, forming a tree-like hierarchy of chunks.
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Figure 1: A DMRS graph for the sentence Since Kim got a dog, she exercises more. Chunk boundaries are marked in red.

3.2 Substitution
Functional chunks are not well-formed DMRSs –
they typically consist of a single node. During
chunking we preserve information about severed
links between the chunks (trigger links, highlighted
in Fig. 1) and in the substitution phase we introduce
small pre-defined DMRSs at the end of the trigger
links, where we would originally find other chunks.
This ensures the well-formedness of the functional
chunk.

In the experiment we use two minimalistic sub-
stitution DMRSs corresponding to clauses It was
snowing and it was raining. Their DMRS graphs
consist of single nodes and have one possible real-
ization, which is important for the assembly phase.
For coordination and subordinating conjunction we
substitute both clauses and for clausal complements
we substitute the complement. The resulting DMRS
for the functional chunk of the example in Fig. 1
would consist of three nodes: since x subord,
snow v 1 at the end of the highlighted ARG1 link

and rain v 1 at the end of the ARG2 link.

3.3 Realization
In this phase we simply feed chunk DMRSs into the
ACE generator. In the case of functional chunks
these are the DMRSs obtained through substitution.
Collected data and realization settings are the same
as for the standard realization.

3.4 Surface assembly
After all possible realizations are collected for all
chunks, we replace realizations of the substitute
DMRSs with realizations of appropriate chunks.
Based on the chunk hierarchy preserved during
chunking, we know which chunk was originally at
the end of each trigger link and following this in-
formation we can assemble the full sentence recur-
sively.

Percentage Count
Both 40.6 128
Only chunking 17.5 55
Only full 8.9 28
Neither 33.0 104

Table 1: The percentage and absolute counts of examples for

which the standard realization and/or realization with chunking

were successful or not.

4 Dataset

We use the 1214 release of WeScience (Ytrestøl et
al., 2009), a fragment of a 2008 Wikipedia snapshot.
It is a part of the Redwoods treebank (Oepen et al.,
2004), so the analyses it contains are verified by hu-
mans as optimal for the original sentence.

Out of the entire dataset, we took 315 sentences
which have DMRSs with more than 40 nodes and
which can be chunked. There are on average 3.6
chunks per sentence (st. dev. 1.3, max. 12). We do
not have space to illustrate the sentences here, but
see tinyurl.com/y9ghd35x.

5 Coverage and performance

In the experiment we compare the results of the stan-
dard realization from a full sentence and realization
from a chunked sentence (Table 1).

Realization with chunking allowed realization
from some semantic graphs which do not produce
a sentence using the standard ACE set-up. The cov-
erage is about 9% higher overall. Some sentences
cannot be realized with the new method even though
the standard system works. This is because of the
presence of grammatical structures not covered by
the chunking algorithm, which lead to incorrect sub-
graphs. Limitations of the chunking algorithm are
discussed in detail elsewhere (Muszyńska, 2016).

We investigated the performance of the two ap-
proaches in terms of time and memory usage. Fig. 2
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Figure 2: The time needed for realization with chunking

against the time taken by the standard realization.

shows CPU time for all examples where sentences
were successfully realized with both methods or
where the standard realization failed without a time-
out. The time measured for realization with chunk-
ing was the sum across all chunks. The maximum
time needed for realization with chunking was 16s.
The outliers in the upper half of the graph corre-
spond to sentences where the standard realization
failed or chunking was incorrect.

We also recorded the maximum memory used.
For space reasons, we do not show the graph but its
shape matches that for time, including the outliers.
The maximum number of passive edges produced in
chart generation also follows a similar pattern and is
consistently smaller for chunking than for the stan-
dard realization.

The ACE generator ranks its results with a maxi-
mum entropy language model and assigns a score to
each result. We assign a score to a result of realiza-
tion with chunking by adding logarithms of scores
of the constituent chunk realizations.

Following the original work on the ERG generator
by Velldal (2008), we evaluate the ranking quality by
comparing the top-ranked realization result with the
original sentence on which the semantic representa-
tion was based. We use two metrics: the exact match
percentage and the BLEU score.

We report an exact match in top n realizations if
the original and realized surface strings are identical
after removing capitalization and punctuation. Real-
ization with chunking yields comparable results for
all n for the examples where both methods produced
results (Fig 3). In fact, it slightly overtakes the stan-

Figure 3: Percentage of exact matches in top n realizations.

dard approach for n ≈ 40 as some lower ranked
realizations are produced only with chunking.

The BLEU score is evaluated only for the top
ranked realizations, again after removing punctua-
tion and capitalization. The average score for the
standard realization is 0.79 ± 0.14 (st. dev.), and
0.77 ± 0.15 (st. dev.) for realization with chunk-
ing. The standard approach achieved a higher score
for 17.1% examples, while realization with chunk-
ing scored higher for 12.4%. However, there is no
statistically significant difference between the two
approaches.

6 Conclusions

Chunking noticeably reduces the realization cost for
long sentences without affecting the quality of re-
sults. In fact, some sentences can be realized only
after applying chunking (given time-out). We ex-
pect that refinements in chunking will further im-
prove the realization coverage. In future we will also
investigate whether the chunking information can be
used to improve realization ranking.
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Kuhnle, and Simone Teufel. 2016. A proposition-
based abstractive summariser. In Proceedings of COL-
ING 2016, the 26th International Conference on Com-
putational Linguistics, pages 567–578, Osaka, Japan.

Dan Flickinger, Emily M. Bender, and Stephan Oepen.
2014. Towards an encyclopedia of compositional se-
mantics. Documenting the interface of the English Re-
source Grammar. In Proceedings of the Ninth Lan-
guage Resources and Evaluation Conference (LREC
’14), pages 875–881, Reykjavik, Iceland.

Dan Flickinger. 2000. On building a more efficient
grammar by exploiting types. Natural Language En-
gineering, 6(1):15–28.

Dan Flickinger. 2016. Generating English paraphrases
from logic. In Martijn Wieling, Martin Kroon, Gert-
jan Van Noord, and Gosse Bouma, editors, From Se-
mantics to Dialectometry, chapter 11. College Publi-
cations.

Matic Horvat. 2017. Hierarchical statistical semantic
translation and realization. Ph.D. thesis, University
of Cambridge, Computer Laboratory.
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Abstract

Every time we buy something online, we are
confronted with Terms of Services. However,
only a few people actually read these terms,
before accepting them, often to their disad-
vantage. In this paper, we present the SaToS
browser plugin which summarises and sim-
plifies Terms of Services from German web-
shops.

1 Introduction

The phrase “I have read and understood the terms
of service” is often referred to as “the biggest lie on
the internet” (Pridmore and Overocker, 2014; Binns
and Matthews, 2014). In a study conducted by Obar
and Oeldorf-Hirsch (2016), participants were asked
to register for a made-up social network. 74% of the
participants did not read the Terms of Service (ToS)
at all and those who did read it spent on average 13.6
seconds on it, hardly enough to read let alone under-
stand a juridical text with more than 4,300 words.
Nevertheless, all participants agreed to the ToS.

General terms and conditions (German: Allge-
meine Geschäftsbedingungen - AGB; in the follow-
ing: ToS) included in standard form contracts are
of significant economic value, as most companies
use these terms when entering into contractual re-
lationships with their customers. Historically, ToS
trace back to the age of industrialisation in the 19th
century. In the course of mass production, entering
into contracts has been accompanied by the unilat-
eral use of these terms and conditions as a set of
pre-formulated rules - tailored to one party’s own

purposes and thus resulting in an imbalance of pow-
ers between the contracting parties. (Zerres, 2014)

In this paper, we present the ongoing interdisci-
plinary computer and legal science research project
SaToS (Software aided analysis of ToS) and a proto-
type which automatically identifies ToS on German
webshops and summarises them with regard to their
lawfulness and customer friendliness, in a simpli-
fied language. These summarisations are presented
through an adblocker-like browser plugin. In this
way, SaToS aims to empower customers to make ed-
ucated decisions about where to buy or not within
seconds, directly addressing the imbalance of pow-
ers and fostering the constitutional principle of Le-
gal Clarity1.

2 Related Work

Generally speaking, automatically generated sum-
marisations can be divided into extractive and ab-
stractive (cf. e.g. Das and Martins (2007)). As
mentioned before, many people do not read ToS at
all and even if they do, these texts are often dif-
ficult to understand. Therefore, in order to make
ToS understandable for customers, it is necessary
to create abstractive, simplified summaries, rather
than extractive ones. Currently, there are mainly two
projects trying to create automatic summarisations
of legal texts: the SUM project from Grover et al.
(2003) and the LetSum project from Farzindar and
Lapalme (2004). However, both systems create ex-
tractive summaries for English texts, while we aim
to create abstractive summaries for German texts. In
order to create abstractive summaries, a system first

1Art. 20 Abs. 3 GG (Grundgesetz - German Constitution)
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has to obtain the relevant information from the text.
Information Retrieval (IR) for legal texts has gained
a lot of attraction in recent years. Examples are Mc-
Callum (2005), Grabmair et al. (2015), Francesconi
et al. (2010), and Shulayeva et al. (2017), or, for
German texts, Walter and Pinkal (2006), and Waltl
et al. (2017). The issue of simplifying legal texts
was e.g. addressed by Bhatia (1983) and Collantes
et al. (2015). A general architecture for simplifying
texts was presented by Siddharthan (2002). From
a legal perspective, ToS;DR (Binns and Matthews,
2014) and janolaw2 pursue a similar aim by evalu-
ating ToS. Whereas we use a natural language pro-
cessing and artificial intelligence in order to assess
and evaluate ToS, they are crowed-sourced, which
affects their scalability and topicality.

3 Legal Assessment

The assessment of ToS is of enormous value. Firstly,
they affect many important issues of contractual re-
lationships - details of performance and payment,
liability, revocation rights, the place of jurisdiction
- and thus have a significant impact on the cus-
tomer. Being drafted unilaterally by one party, they
bear risks like limiting liability or revocation rights,
granting permission to increase prices or imposing
penalties in case of delay etc.

Secondly, legal language is written in a way that is
often difficult to understand. The reason is that law
by itself has to be written with a certain degree of ab-
stractness, in order to fulfil its function of regulating
our social behaviour. This abstractness, however,
leads to a low level of comprehensibility. Although
law has to satisfy both principles - abstractness and
comprehensibility -, it implicitly favours the former
at costs of the latter. Against the background of this,
it is not surprising that people avoid reading general
terms and conditions at all.

Finally, the imbalance of powers resulting from
the fact, that ToS are imposed unilaterally by one
party, is mirrored by the number of laws3 and courts
decisions4 assessing the lawfulness of those clauses.

2https://www.janolaw.de/
3Relevant laws concerning general terms and conditions are

in §§305 -310 BGB (Bürgerliches Gesetzbuch - German Civil
Code).

4According to the data base Juris, there are currently about
27,600 judgments addressing the lawfulness of ToS.
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Figure 1: Architecture of the SaToS prototype

We try to adjust this imbalance of powers by iden-
tifying unlawful clauses and indicating differences
between them so that customers will finally know
their rights, without any previously required legal
knowledge.

4 Prototype Architecture

The client-server architecture of the SaToS proto-
type is shown in Figure 1. While most of the nat-
ural language processing and generation is done on
the server, the client handles the output and collects
feedback from the user. A REST-API is used for
the communication between client and server. The
server itself is a Node.js application and internally
based on a pipes and filters architecture (Meunier,
1995).

4.1 SaToS server
In this section, we will describe the components of
the SaToS server. The REST-API consists of routes
for every of these components. While it is possible
to exit the pipeline after every module, it can only
be entered through the first module. All routes take
a URL as input.

4.1.1 Preprocessing
In the first module, the content of the webpage is

retrieved and pre-processed. First, the main content
is extracted and elements like navigation and header,
are removed. Afterwards, all HTML tags are re-
moved. Depending on further analysis that will be
conducted, additional pre-processing is conducted,
like tokenization, stemming, and POS tagging.

4.1.2 Page Classifier
The Page Classifier is a binary classifier that la-

bels each page either “ToS” or “Other”. In our cur-
rent prototype, we use a naive Bayes classifier. Our
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aim is to incrementally improve its quality based on
user feedback (cf. Section 4.2.1). In Section 5, we
present an evaluation of the classifier.

4.1.3 Information Extraction
The Information Extraction (IE) module contains

the domain knowledge, which is necessary to extract
the information and identify unlawful clauses by ex-
amining the used legal language formulations, in ac-
cordance with the rules used by German courts. An
excerpt of these rules is shown in Table 1.

There is not a single module for IE, but one for
every aspect. Currently, our prototype has two of
these modules, one for the right of withdrawal and
one for the right of warranty. We decided to start
with these, because they are very valuable for po-
tential customers, included in most ToS, and rela-
tively similar because they both essentially describe
a timespan. Therefore, in order to extract this infor-
mation, we first look for sentences which describe a
timespan, i.e. a number or numeral word followed
by a “unit” like day, month, or year. Afterwards, we
identify the topic of the sentence. Thanks to the le-
gal nature of the texts, there is a relatively small vari-
ety of permissible formulations to describe the right
of withdrawal (“Widerrufsrecht”) and the warranty
period (“Gewährleistungsfrist”). Once the infor-
mation is extracted, it is returned in JSON-format.
The sentence “Der Kunde kann von uns erhaltene
Ware ohne Angabe von Gründen innerhalb von 30
Tagen durch Rücksendung der Ware zurückgeben.”5

would, for example, generate the output shown in
Listing 1.

1 {
2 "topic": "Widerrufsrecht",
3 "dataType": "Timespan",
4 "value": 30,
5 "unit": "Tag"
6 }

Listing 1: Format of extracted Information

4.1.4 Summary Generation
The summary generator gets an array of extracted

information in the above-described format as input
and is leant on the architecture described by Reiter
(2007). Since we do not have purely numerical data

5https://www.thomann.de/de/compinfo_terms.html; last ac-
cessed 12 May 2017

input, we do not have a Signal Analysis stage, how-
ever, the above-described information extraction ful-
fils a similar goal. The next stage is Data Inter-
pretation. In this stage, we interpret the extracted
information mainly regarding their legality. In this
way, we distinguish between unlawful, lawful, and
customer friendly regulations. Under German law,
for example, customers always have to have at least
14 days of time to withdraw their order. Hence,
a shorter timespan would be unlawful, a timespan
of 14 days would be lawful, and anything beyond
would be classified as customer friendly.

During Document Planning, so far, only the order
of the messages is determined, starting with unlaw-
ful messages, followed by customer friendly mes-
sages, followed by lawful messages.

Finally, during Realisation, the actual summaries
are created based on templates that have been writ-
ten by a jurist. These templates are designed to be
easily understandable while still containing all the
necessary information and have to be created for
each individual information extraction module.

4.2 Browser Plugin
The SaToS browser plugin works passively and does
usually not require any user input.

Figure 2: SaToS Browser Plugin

4.2.1 User Interface
Figure 2 shows the UI of the Plugin, including an

overall recommendation for the shop and three cat-
egorised summary excerpts. The summary excerpts
are split into the four categories: Info (neutral infor-
mation for the user, grey), Positive (anything that im-
proves customer friendliness and which goes beyond
the legal requirements, green), Attention (warns the
user if the ToS contains clauses which are legal but
unusual, orange), and Illegal (any invalid or illegal
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unlawfull rules (translated from German)
Right of war-
ranty

New goods: less than 2 years;
used goods: less than 1 year

-warranty . . . ([0-9]* | [one | two | . . . ]) [day(s) | month(s) |
year(s)] AND used OR NOT used (goods | products)
-warranty . . . used (goods | products) . . . excluded

Right of
withdrawal

Products have to be send back
using the original packaging

-product . . . original (packaging | packed | . . . ) . . . (return |
send back)
-original (packaging | packed | . . . ) . . . (return | send back)

Period for
withdrawal

Period of less than 14 days for
shops trading in the EU

-withdraw . . . ([0-9]* | [one | two | . . . ]) [day(s) | month(s) |
year(s)]

Obligation to
inspect prod-
uct

Warranty rights only if cus-
tomer inspects and/or reports
any product defects

-warranty . . . [inspect|report] AND NOT merchant

Risk of loss In case of shipped sales the cus-
tomer bears the risk of loss

[risk of loss | bearing the risk] . . . [shipped | carriage of goods]
. . . consumer

Table 1: Extraction rules for ToS (excerpt)

statement, red). The summaries are assigned to a
certain category and highlighted accordingly. Fur-
thermore, based on the categorizations, we generate
a recommendation for the shop as a whole. Users
can also give feedback whether the ToS were clas-
sified correctly. We use this feedback to realise an
online learning approach for our ML algorithms.

4.2.2 URL Classifier
Usually, when a user visits a webshop, he enters it

via a specific landing or product page. However, for
the summarisation, we have to process the content of
the shops’ ToS page. The goal of the URL classifier
is to pre-select links that potentially lead to the ToS
page and hence restrict the set of pages that have to
be classified by the server. The classification is done
by using a rule-based approach that matches com-
mon patterns for ToS links. One common pattern
we identified is that the URL often contains “AGB”.
The classifier separates URL strings into the follow-
ing components: scheme specifier, network location
part, path, query parameters. The path and query
parameters are matched against a set of pre-defined,
weighted rules. If the matches reach a certain thresh-
old, we consider that a given URL points to a poten-
tial ToS page.

5 Evaluation ToS Classification

As mentioned before, we use a hybrid approach of
client-based rules and server-based ML. Since all
further analyses are based on the correct classifica-
tion of ToS pages, we conducted an evaluation of
both components. We collected a dataset of 3424
URLs. 2592 from ToS pages, manually labelled by a
price comparison website, and 832 from other web-

shop pages. We split the dataset into training (200
ToS and 200 Other) and test (2392 ToS and 632
Other). The results of the evaluation are shown in
Table 2. It is obvious, that the ML approach per-
formed significantly better, with regard to precision,
recall, and F-score. Given the fact, that the ML
classifier was trained with a relatively small, non-
optimized, dataset, the results are promising, keep-
ing in mind that we use an online learning approach
and expect the system to improve over time. One
might wonder, why one should use a hybrid ap-
proach, although ML performs better in every cate-
gory. The fifth column in Table 2 shows the average
time in seconds, that was needed to classify a URL.
If successful, the rule-based approach is not only
faster, but its calculation is also “free” for SaToS,
since it happens on the client.

approach precision recall F-score It in s
ML 0.9115 0.8219 0.8644 1.435
rule-based 0.7953 0.5393 0.6428 0.001

Table 2: Evaluation ToS Classification

6 Conclusion

By combining legal expertise with state-of-the-art
technology, we want to empower customers to un-
derstand ToS and exercise their rights towards com-
panies. In this paper, we presented a first research
prototype, called SaToS, which automatically de-
tects, summarises, and analyses ToS from German
webshops regarding their lawfulness and customer-
friendliness. We have evaluated the ToS Classifier
and argued for a hybrid solution, combining rule-
based approaches and ML. In the future, we want to
expand the prototype for other ToS clauses.
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Abstract 

Many data-to-text NLG systems work with 

data sets which are incomplete, ie some of the 

data is missing. We have worked with data 

journalists to understand how they describe in-

complete data, and are building NLG algo-

rithms based on these insights. A pilot evalua-

tion showed mixed results, and highlighted 

several areas where we need to improve our 

system. 

1 Introduction 

Natural language generation systems which produce 

texts based on incomplete data can produce low 

quality or inaccurate reports (Reiter & Dale. 2000). 

Improving the quality of these reports means more 

accurate information can be concluded from da-

tasets, which increases the impact of data being col-

lected. All tasks described in this paper use the Em-

Dat database (Guha-Sapir, Below, and Hoyois).  

2 Related Work 

Daniel et al. (2008) identified three major data qual-

ity issues which occur in a large number of datasets 

– incompleteness, inconsistency and incorrectness.  

The paper describes scenarios where data quality 

has a profound knock on effect, such as when order-

ing incorrect quantities of medical supplies. Based 

on findings from preliminary experiments involving 

                                                                                                            
1 https://www.theguardian.com/data  

 

non-experts, missing data was the most important of 

these issues. Therefore, missing data is the quality 

focus of this paper. 

With automated journalism being used to report 

news in an unbiased fashion, care needs to be taken 

to improve generated texts. One way this has been 

done is through research on human written news 

(Van der Kaa & Krahmer, 2014). 

3 Experts 

3.1 Expert Identification 

To design a system which models human behavior 

accurately, knowledge was elicited from experts – 

people who use datasets to create texts for humans. 

One such domain is journalism. The Guardian 

newspaper has a section dedicated specifically for 

this type of journalism called Datablog1. They use 

datasets to produce texts allowing non-experts to ac-

cess the stories being told by the data. Some jour-

nalists from Datablog agreed to take part in a proto-

col analysis, which encourages the participant to 

speak aloud as they complete a task (Ericsson, 

2006). This allows insight into how a data journalist 

produces text from a dataset, which can later be used 

to create an algorithm. 

3.2 Normal Process 

We first asked the journalists to describe in general 

terms how they would write an article based on in-

complete data. Both journalists agreed that they 
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would not extrapolate gaps in the data and would 

only report the raw data to ensure accurate reports. 

Instead, they would contact the source of the data 

and enquire about the reasoning behind the gaps. If 

gaps could be remedied by contacting experts in the 

dataset’s domain, this avenue would be explored. 

Otherwise, academic papers on the dataset would be 

consulted to see if another solution had been identi-

fied. If not, an attempt to locate an alternative da-

taset would be made. Both journalists also agreed 

they would not use a dataset if more than half the 

data was missing. 

If no other datasets exist, they would question 

whether this story is appropriate. In one instance, 

journalists wanted to write a story about the number 

of sexual assaults on university campuses, and 

found that this data was not recorded. The story be-

came that universities were not accurately recording 

sexual assaults on campuses (McVeigh, 2015).   

If an incomplete dataset was used for a story, 

gaps would be communicated to the reader, for ex-

ample by giving this information as footnotes. 

3.3 Knowledge Elicitation 

We asked journalists to participate in a formal 

knowledge elicitation task. They were asked to 

write texts to summarise data from the EM-Dat da-

tabase. 

The first dataset had no missing data. While un-

realistic, this acted as a baseline to observe their 

methodology when missing data was not an issue. 

The second dataset had some data missing, but with 

enough data present to allow a report to be created. 

The final dataset had a large amount of missing data, 

which would likely be unsuitable for an article. 

The journalists were asked to imagine they had to 

write an article using these datasets. For each da-

taset, they had to describe their steps to produce an 

article. They had access to the data in a spreadsheet 

on a laptop to allow them to manipulate data as they 

would normally to simulate normal working condi-

tions as closely as possible. 

A dictaphone recorded the journalists throughout. 

3.4 Outcome Methodology 

Both journalists followed similar methodologies. 

The journalists wanted to investigate the metadata 

first, such as the validity of the dataset itself, any 

bias that may be present from the database creator, 

and column headers definitions. They both also dis-

regarded the current year as this was deemed incom-

plete since the year itself is currently incomplete.  

Next, columns with no missing data were identi-

fied. The maximum value and minimum values of 

these columns were noted along with which years 

the maximum and minimum occurred. This was 

compared with the years of the maximum and min-

imum of other columns.  

If no columns were complete, a threshold of pre-

sent data would be decided, and applied consistently 

across all columns in the dataset. If data is missing, 

the phrase “of the data reported” was added. 

Next the journalists looked at the rows for com-

plete time periods, such as decades, otherwise for 

time periods with years divisible by 5. This was not 

always possible as events did not happen every year. 

However, just because a year is not present in the 

dataset does not mean an event did not occur; the 

entry may be missing from the database. 

One journalist said they would not report an av-

erage figure as it did not make sense in this context. 

Events occur at different magnitudes and it would 

be highly inaccurate to assume all variables are 

evenly distributed across all events.  

4 Algorithm 

The algorithm that mimics the journalist methodol-

ogy first computes the best block data and generates 

text to describe it as described below.  

4.1 Preprocessing 

A CSV file with the dataset is read, and columns 

with meaningful information are identified. Col-

umns with redundant information were removed. 

These are columns acting as metadata which never 

have empty cells – such as year and occurrences, 

and columns that are the sum of other columns, 

which can later be calculated if required later.  

If the current year has an entry, this is put to one 

side. The remaining data can now be used to search 

for the “best” block of data to talk about. A block is 

Figure 1 - Quote from transcript of Journalist 1, 

Dataset 3  
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defined as a subset of the dataset of any size, where 

data is either missing, or present. Rows within a 

block must remain contiguous, however all possible 

sets of columns, regardless of whether the columns 

in the set are next to each other are considered. Any 

gaps in the data are replaced with -1, to indicate that 

this cell has no data. Using 0 may be ambiguous as 

this is a legitimate number that could be reported. 

4.2 Best Blocks 

Instead of using the entire dataset with large areas 

of missing data to produce texts, blocks with more 

present data than missing data were identified. 

  We select the block with the highest score using 

the scoring function below: 

𝑆𝑐𝑜𝑟𝑒(𝑏𝑙𝑜𝑐𝑘) = #𝐷𝑎𝑡𝑎𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠(𝑏𝑙𝑜𝑐𝑘)  −
 #𝑀𝑖𝑠𝑠𝑖𝑛𝑔𝐷𝑎𝑡𝑎(𝑏𝑙𝑜𝑐𝑘)  

   If the total score is a negative number, more than 

50% of the data is missing, and the block should be 

rejected for being too sparse. 

If more than one block has the highest score, the 

block with the smallest percentage of missing data 

is chosen as the single “optimal” block.  

4.3 Algorithm Functions 

Once the optimal block has been selected, the algo-

rithm looks for interesting elements to talk about.  

If the block does not cover all rows of the dataset, 

text is added to give the time period discussed, in 

the form “Between firstYear and lastYear”, with 

firstYear being the year of the first event, and 

lastYear being the year of the final event.  

As each text output gives text for each column, 

one column was selected as the focus for the text. 

Both years and occurrences were ruled out as possi-

ble foci since they were not “meaningful” variables. 

For each column in the optimal block, the maximum 

values are reported in the form “the worst year for 

column as a result of disaster in country was year 

when there was value”. This was the first thing both 

journalists considered with regards to the data itself: 

“Let’s just sort it to start with because usually in 

headlines we think of like what was the worst year.” 

– Journalist 1 

“When I look at the data I look at the year, the 

time series for the total deaths and the biggest num-

ber” – Journalist 2 

This is supported by research that people are 

more interested in negative headlines than positive 

headlines (Trussler & Soroka, 2014). Therefore, 

only the worst years are reported.  

Next, the years in which there is a recorded event 

are investigated in descending order. The algorithm 

detects the number of consecutive years. This num-

ber is rounded down to the nearest multiple of 5. If 

this number is a multiple of 10, a sentence can report 

information about “the last x decades”. Alterna-

tively, if it is a multiple of 5 but not a multiple of 10, 

a sentence can report information about “the last x 

years”. The rationale behind this is demonstrated 

from an excerpt from the transcript of participant 1 

for dataset 2:  

Figure 2 – The full dataset for technological events in 

Hong Kong, the "optimal" block with missing data, and 

the "optimal" block without missing data (selected by 

the algorithm). This figure also shows the correspond-

ing generated texts (also produced by the algorithm) for 

each data block. 

230



 
 
 

“There are years missing in the sequence…we 

don’t have any period that would give us something 

to talk about a decade, and definitely not the most 

recent.” 

These sentences are produced in the same way 

the sentences about columns are produced – giving 

the time period, and the maximum values for each 

column. Like the definition of the current year, the 

current decade is also classed as being incomplete, 

and should not be used. A separate sentence is added 

to report the current year so far.   

5 Pilot Evaluation 

An experiment was designed to judge the output 

texts generated by the algorithm using SimpleNLG 

(Gatt & Reiter, 2009). Six datasets with varying de-

grees of missing data were chosen, and three texts 

were generated for each dataset. One text was gen-

erated using the entire dataset, another with the “op-

timal” block, and the third with the largest block 

containing no missing data. 

The text structure was kept the same for all out-

puts to minimise any unwanted bias in the writing 

style. All texts report only the worst figures. 

The datasets were ordered alphabetically, and the 

order in which the texts were shown were randomly 

generated by numbering them (1 for full dataset 

text, 2 for no missing data block text, and 3 for the 

“optimal” algorithm output), and a random se-

quence generator to create the order. 

Participants were asked to choose which of the 

three texts they thought was the most appropriate in 

describing the dataset. 20 participants were re-

cruited using social media. A space was also left for 

participants to leave comments. 

We hypothesised that the text produced by our al-

gorithm would be preferred over the control texts. 

Although not statistically significant, we found par-

ticipants preferred texts generated by the full dataset 

(40.8% against 32.5% (optimal) and 26.7% (full)). 

Comments left by participants (detailed in section 

6) allow improvements to be made. 

6 Future Work 

6.1 Missing Data 

Text with missing data should be highlighted as 

having missing data by adding phrases such as “of 

the data recorded” or “of the data available”. This 

ensures the reader of the text is aware that not all 

data was available when generating this text. One 

participant did not think this was clear and remarked 

“for me, appropriate [text] would be ‘the worst year 

recorded’”. 

Secondly, business rules can be added to improve 

plausibility and confidence. If there are a large num-

ber of deaths but no one injured or affected, the 

number of deaths may be too high, or there may be 

data missing from the other columns. This was con-

sidered by one participant who commented that it 

was “easy to find the outliers” and that “simply stat-

ing the biggest number could lead to false infor-

mation”. 

Additionally, a weighting factor will be added to 

the scoring function to model the importance of 

missing data. For instance: 

𝑆𝑐𝑜𝑟𝑒(𝑏𝑙𝑜𝑐𝑘) = #𝐷𝑎𝑡𝑎𝐸𝑙𝑒𝑚𝑒𝑛𝑡𝑠(𝑏𝑙𝑜𝑐𝑘)  −
 𝑊𝑒𝑖𝑔ℎ𝑡 ∗ #𝑀𝑖𝑠𝑠𝑖𝑛𝑔𝐷𝑎𝑡𝑎(𝑏𝑙𝑜𝑐𝑘) 

6.2 Text 

Multiple participants commented on the language 

used, particularly conjunctives. One participant said 

“there are some texts where the connective ‘how-

ever’ does not seem to fit well”, while another 

pointed out “’however’ shouldn’t be used as it refers 

to the same year thus making this statement confus-

ing”. Care will be taken to resolve this. Also, report-

ing “large figures as $158230000 in so many digits” 

was confusing for participants, so presentation of 

such values will be made more appropriate. 

Participants felt the time period should also be 

made explicit for the full dataset as one participant 

noted: “I would never find ‘the worst year ever’ 

without a date range to be appropriate”. Therefore, 

the date range will be added for all texts. 

The content of the text could be ordered by im-

portance. Importance could be measured by how 

important the information is e.g. if a death toll is 

particularly large. The importance could be investi-

gated by revisiting the interview with the journalists 

from the experiment, or run a corpus analysis and 

look at the frequency of words in the text. 

7 Conclusion 

Knowledge has been gathered from domain experts 

and used to design and create an algorithm. While 

the pilot evaluation had mixed results, the feedback 

is crucial in taking steps to improve the algorithm.  
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Abstract

Referring expression generation (REG) mod-
els that use speaker-dependent information re-
quire a considerable amount of training data
produced by every individual speaker, or may
otherwise perform poorly. In this work we
propose a simple personalised method for this
task, in which speakers are grouped into pro-
files according to their referential behaviour.
Intrinsic evaluation shows that the use of
speaker’s profiles generally outperforms the
personalised method found in previous work.

1 Introduction

In natural language generation systems, referring ex-
pression generation (REG) is the microplanning task
responsible for generating references of discourse
entities (Krahmer and van Deemter, 2012). Choice
of referential form (Ferreira et al., 2016), i.e., de-
ciding whether a reference should be a proper name
(‘Ayrton Senna’), a pronoun (‘He’) or a description
(‘The racing driver’), is the first decision to be made
in this task.

Albeit notable studies on pronominalisation (Call-
away and Lester, 2002) and proper name generation
(Ferreira et al., 2017), research on REG has largely
focused on the generation of descriptions or, more
specifically, on content selection. For instance, in
the previous example, Ayrton Senna’s occupation is
the content selected to describe him. This work fo-
cuses on this kind of content selection task, hereby
called REG for brevity.

Existing work in computational REG and related
fields have identified a wide range of factors that

may drive content selection. To a considerable ex-
tent, however, content selection is known to be influ-
enced by human variation (Viethen and Dale, 2010).
In other words, under identical circumstances (i.e.,
in the same referential context), different speakers
will often produce different descriptions, and a sin-
gle entity may be described by different speakers as
‘the racing driver’, ‘the McLaren pilot’, etc.

Existing REG algorithms as in Bohnet (2008) and
Ferreira and Paraboni (2014) usually pay regard to
human variation by computing personalised features
from a training set of descriptions produced by each
speaker. This highly personalised training method
may of course be considered an ideal account of hu-
man variation but, in practice, will only be effective
if every speaker in the domain is represented by a
sufficiently large number of training instances.

As means to improve REG results when the
amount of training data is limited, in this work
we propose a simple training method for speaker-
dependent REG in which training referring expres-
sions are grouped into profiles according to the
speaker’s referential behaviour. The method relies
on the observation that speakers tend to be consis-
tent in their choices of referential overspecification,
and it is shown to outperform the use of personalised
information.

2 Related Work

Existing methods for speaker-dependent REG gen-
erally consist of computing the relevant features for
each speaker. In what follows we summarise a num-
ber of studies that follow this method. In Bohnet
(2008), the Incremental algorithm (Dale and Reiter,
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1995) and a number of extensions of the Full Brevity
algorithm (Dale, 1989) are evaluated on a corpus of
furniture items and famous mathematicians (TUNA)
(Gatt et al., 2007). In the case of the Incremen-
tal algorithm, human variation is accounted for by
computing individual preference lists based on the
attribute frequency of each speaker as observed in
the training data. In the case of Full Brevity, all
possible descriptions for a given referent are com-
puted, and the description that most closely resem-
bles those produced by the speaker is selected using
a nearest neighbour approach.

The work in Viethen and Dale (2010) makes use
of decision-tree induction to predict content pat-
terns (i.e., full attribute sets representing actual re-
ferring expressions) to describe geometric objects on
Google SketchUp scenes (GRE3D3/7 corpus) (Dale
and Viethen, 2009; Viethen and Dale, 2011). Hu-
man variation is accounted for by modelling speaker
identifiers as machine learning features.

Finally, the work in Ferreira and Paraboni
(2014) presents a SVM-based approach to speaker-
dependent REG tested also on the description of ge-
ometric objects (GRE3D3/7 and Stars/Stars2 (Teix-
eira et al., 2014; Paraboni et al., 2016) corpora).
Once again, human variation is accounted for by
computing individual preference lists from the sub-
set of descriptions produced by each speaker.

3 Current work

In all the studies discussed in the previous sec-
tion, personalised REG outperforms standard al-
gorithms on domains in which a sufficient large
number of training instances (i.e., referring expres-
sions) is available for every speaker under consider-
ation. However, the number of available instances
per speaker tends to be small even in purpose-built
REG corpora. For instance, there are only about 7
descriptions per speaker in the TUNA (singular) do-
main (Gatt et al., 2007), and 10-16 descriptions per
speaker in GRE3D3/7 (Dale and Viethen, 2009; Vi-
ethen and Dale, 2011) and Stars/Stars2 (Teixeira et
al., 2014; Paraboni et al., 2016).

To improve REG results in these situations, in
what follows we consider a grouping personalised
method that relies on psycholinguistic studies on ref-
erential overspecification (Koolen et al., 2011).

3.1 Basic REG model

We designed a REG experiment that makes use of
a speaker-dependent REG model adapted from Fer-
reira and Paraboni (2014) as follows. Given a set D
of domain objects, a set A of referential attributes,
a set R of spatial relations between object pairs,
and a target object t ∈ D to be identified, content
selection is implemented with the aid of a set of
classifiers Catom = {c(1), c(2), ..., c(|A|)}, in which
c(i) ∈ Catom predicts whether a(i) ∈ A should be
selected or not, and a multi-class classifier Crel pre-
dicts the kind of relation (r ∈ R) that may hold be-
tween the target t and the nearest landmark lm. R
includes the special no-relation property to denote
situations in which no relation between a certain ob-
ject pair is predicted. When a relation to a landmark
object lm exists, we also consider a set of classifiers
C lm

atom = {c(1), c(2), ..., c(|A|)} to describe lm.
Part of the input to the classifiers consists of fea-

ture vectors extracted from the referential context.
These features - hereby called context features - are
based on the ones proposed in Viethen and Dale
(2010), and are intended to model target and land-
mark properties (if any), and similarities between
objects. More specifically, context features repre-
sent the size of the target and its nearest landmark,
the relation (horizontal or vertical) between the two
objects, and the number of distractors that share a
certain property (e.g., type, colour etc.)

In order to model human variation, we also con-
sider two kinds of speaker-dependent feature: those
that model personal information about the speakers,
and those that model their content selection pref-
erences. Speaker’s personal features consist of a
unique speaker identifier as in Viethen and Dale
(2010), gender and age bracket. Speaker’s prefer-
ences consist of lists of preferred attributes for ref-
erence to target and landmark objects sorted by fre-
quency. Attributes and relations of the main target
t and nearby landmark lm are combined to form a
description L according to Algorithm 1.

The input to the algorithm is a target t and a do-
main D. The algorithm also makes use of a history
list H to prevent self-reference (e.g., ‘the ball next
to a box that is next to a ball that...’) and the initially
empty list L representing the output description (to
be built recursively).
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TUNA-f TUNA-p GRE3D3 GRE3D7 Stars Stars2 Overall
Method Dice Acc. Dice Acc. Dice Acc. Dice Acc. Dice Acc. Dice Acc. Dice Acc.
Speaker 0.85 0.41 0.71 0.24 0.88 0.61 0.92 0.72 0.75 0.39 0.70 0.31 0.87 0.60
Profile 0.85 0.43 0.78 0.35 0.93 0.74 0.94 0.77 0.73 0.32 0.78 0.40 0.90 0.66

Table 1: Content selection results

Algorithm 1: Classification-based REG
1 Algorithm getDescription(t, L, D, H)
2 L[t]← {}
3 H ← H ∪ t
4 level← |H|
5 Pratom ← getPredictions(level)
6 Prrel ← getRelationPrediction(level)
7 for Ai ∈ Pratom do
8 if Pratom[Ai] == 1 then
9 L[t]← L[t] ∪ 〈Ai, value(t, Ai)〉

10 if Prrel 6= no-relation then
11 lm← value(t, Prrel)
12 if lm 6= null and lm /∈ H then
13 L[t]← L[t] ∪ 〈rel, lm〉
14 L← getDescription(lm, L, D, H)

15 return L

An auxiliary function level is assumed to return
1 when t corresponds to the main target, 2 when
t corresponds to the first landmark object, and so
on. This information is taken into account to invoke
the appropriate set of classifiers, which are imple-
mented by the auxiliary functions getPredictions
and getRelationPrediction. The former is as-
sumed to invoke the set of binary classifiers for every
attribute of t, and the latter invokes the multivalue
prediction for the relation class.

Content selection is performed by selecting all
atomic attributes of the target t that were predicted
by the corresponding binary classifiers. When a re-
lation between t and its nearest distractor lm is pre-
dicted, the relation is included in L and the algo-
rithm is called recursively to describe lm as well.

3.2 Personalised method

As an alternative to standard speaker-dependent
REG (which relies on a set of descriptions produced
by each speaker as in, e.g., Bohnet (2008)), we pro-
pose a personalised method based on the simple ob-
servation - made by Viethen and Dale (2010) and
others - that some speakers follow a consistent pat-
tern in reference production, whereas others do not.

In the present method - hereby called Profile -
speakers are divided into three simple categories:
those that always produced overspecified descrip-
tions, those that always produced minimally distin-
guishing descriptions, and those that do not follow
a consistent pattern. Knowing in advance the cat-
egory of a particular speaker, the REG model will
be trained on the descriptions produced by that cate-
gory only. This will effectively allow us to use more
training data than in standard personalised methods.

4 Evaluation

Data Six REG datasets: TUNA-Furniture and
TUNA-People (Gatt et al., 2007) (in both cases,
only descriptions to single objects were considered),
GRE3D3 (Dale and Viethen, 2009), GRE3D7 (Vi-
ethen and Dale, 2011), Stars (Teixeira et al., 2014)
and Stars2 (Paraboni et al., 2016).

Models As in Ferreira and Paraboni (2014), all
classifiers were built using Support Vector Machines
(SVMs) with a Gaussian Kernel. For the relation
prediction, we use an “one-against-one” multi-class
method. All models were evaluated using cross-
validation with a balanced number of referring ex-
pressions per participant within each fold. For
TUNA and Stars, descriptions were divided into six
folds each. For GRE3D3/7 and Stars2, descriptions
were divided into ten folds each. Grid-search was
used to obtain an optimal model setting by testing
values for the SVM C parameter (1, 10, 100 and
1000) and the Gaussian kernel γ (1, 0.1, 0.01, and
0.001) in a validation set before the test step.

Baseline We make use of a baseline method called
Speaker. In this method, classifiers are trained on the
set of referring expressions produced by each indi-
vidual speaker.

Metrics We measured Dice coefficients (Dice,
1945) to assess the similarity between each descrip-
tion generated by the model and the corpus descrip-
tion. We also computed the overall REG Accuracy
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Method TUNA-f TUNA-p GRE3D3 GRE3D7 Stars Stars2 Overall
Speaker 0.75 0.70 0.54 0.80 0.70 0.65 0.75
Profile 0.78 0.78 0.61 0.82 0.68 0.78 0.79

Table 2: Reference type classification for each corpus

by counting the number of exact matches between
each description pair.

5 Results

Table 1 presents the results of the REG model us-
ing the Speaker and Profile personalised methods on
each of the test domains. Overall results suggest that
Profile outperforms Speaker both in terms of Dice
(Wilcoxon W=3188296.5, p<0.01) and Accuracy
(Chi-Square χ2 =104.28, p<0.01) scores.

Regarding the results in individual domains, we
notice that Profile outperforms Speaker in terms of
Dice scores in the case of TUNA-People, GRE3D3,
GRE3D7 and Stars2. A pairwise comparison shows
that these differences are significant at p<.01. In
the case of TUNA-Furniture and Stars the differ-
ence was not significant. Profile also outperforms
Speaker in terms of Accuracy in TUNA-People,
GRE3D3, GRE3D7 and Stars2, with pairwise com-
parisons significant at p<0.01. In the case of
TUNA-Furniture, the difference was not significant,
and in the case of Stars a significant effect in the op-
posite direction was observed (χ2 =9.38, p<0.01).

Finally, Table 2 shows how often the Speaker and
Profile methods were able to reproduce the level of
referential specification found in the corpus, that is,
how often each method correctly produced under-
specified, overspecified and minimally distinguish-
ing descriptions. Results show that predictions made
by the Profile method generally outperform those
made by the Speaker method, the exception being
the case of the Stars corpus.

6 Discussion

This paper presented a machine-learning approach
to REG that takes speaker-dependent information
into account by making use of a personalised
method to circumnavigates the issue of data spar-
sity. By grouping speakers according to a simple
model of referential overspecification, we were ar-
guably able to sketch a more general approach to
speaker-dependent REG that was shown to outper-

form the standard use of individual speaker’s infor-
mation proposed in previous work.

Since using more training data - as we did by con-
sidering groups of similar speakers - improved re-
sults, we may of course argue that by simply training
our REG models on the data provided by all speak-
ers may improve results even further. Although we
presently do not seek to validate this claim, there
is plenty of evidence to suggest that this would
not be the case. Studies such as in Bohnet (2008)
have consistently shown that using individual train-
ing datasets for each speaker outperforms speaker-
independent REG and, in particular, the work in Fer-
reira and Paraboni (2014) has shown that the current
SVM model produces best results when trained on
personalised datasets.

7 Future Work

The low availability of training data is not the only
challenge to be dealt with in speaker-dependent
REG. We notice that there is also the related issue
of domain complexity. Existing REG models usu-
ally assume the existence of a pre-defined knowl-
edge base of entities and their properties (Dale and
Haddock, 1991; Dale and Reiter, 1995) or, as in the
present case, take into account an overly simplified
domain that restricts content selection. As a result,
the variation in the output descriptions is limited by
the knowledge base.

In future, the issue may be addressed by using the
semantic web as the input to the REG model. This
strategy, which has been shown succeed in the gen-
eration of proper names (Ferreira et al., 2017), may
provide more information about the entities and their
relations, and allow the generation of descriptions
with greater variation (and possibly closer to the de-
scriptions produced by any particular individual).
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Abstract

A generation system can only be as good as
the data it is trained on. In this short pa-
per, we propose a methodology for analysing
data-to-text corpora used for training micro-
planner i.e., systems which given some input
must produce a text verbalising exactly this in-
put. We apply this methodology to three exist-
ing benchmarks and we elicite a set of criteria
for the creation of a data-to-text benchmark
which could help better support the develop-
ment, evaluation and comparison of linguisti-
cally sophisticated data-to-text generators.

1 Introduction

In some scenarios, generation datasets provide lin-
guistic descriptions of a specific domain and appli-
cation (e.g. (Reiter et al., 2005)). However, in other
scenarios generation datasets aim at broader syntac-
tic (e.g. the surface realisation shared-task (Belz et
al., 2011)) or domain (Wen et al., 2015a) coverage.
Recently, several datasets have been created to train
data-to-text generators (Wen et al., 2015a; Liang
et al., 2009; Lebret et al., 2016; Novikova et al.,
2016; Chen and Mooney, 2008). It is unclear how-
ever to what extent the generation task exercised by
these datasets is linguistically challenging. Do these
datasets provide enough variety to support the de-
velopment of high-quality data-to-text generators ?
In this paper, we propose a methodology for charac-
terising the variety and complexity of these datasets.
We exemplify its use by applying it to three existing
training corpora for NLG and we conclude by elic-
iting a set of criteria for the creation of data-to-text

benchmarks which could better support the devel-
opment, evaluation and comparison of linguistically
sophisticated data-to-text generators.

2 Approach

Our classification aims to assess to what extent a
data-to-text corpus will allow for the learning of a
linguistically sophisticated microplanner i.e., a mi-
croplanner which can handle a wide range of lin-
guistic constructions and their interaction. We focus
on the following four criteria: linguistic and com-
putational diversity (How complex or varied are the
data and the texts?), lexical richness (Is the dataset
lexically varied ?), syntactic variety (Is the dataset
syntactically varied and in particular, does it include
text of varied syntactic complexity ?) and informa-
tional adequacy (Does the text match the informa-
tion contained in the data ?).

Linguistic and Computational Diversity. Lin-
guistic and computational diversity can be assessed
using the following metrics1:
Size: the number of training instances in the dataset
Nb. of Rel: the number of distinct relations
Sub.Ent: the number of distinct subject entities
Rel.Obj.Ent: the number of relation-object pairs
Da Len: the average length of the input data computed as
the number of subject-relation-object triples
Da Ptns: the number of distinct relation combinations
Da Inst: the number of distinct data inputs

1We assume that a data-to-text corpus for NLG includes en-
tities, concepts and binary relations. Following RDF terminol-
ogy, we refer to the first argument of a binary relation as a sub-
ject entity and to the second as an object entity.
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PPxDa Inst: the average (min/max) number of para-
phrases per data input.

Lexical Richness. (Lu, 2012)’s system automat-
ically measure various dimensions of lexical rich-
ness. Two measures are particularly relevant here.

Type-token ratio (TTR) is a measure of diversity
defined as the ratio of the number of word types
to the number of words in a text. To address the
fact that this ratio tends to decrease with the size of
the corpus, Mean segmental TTR (MSTTR) is com-
puted by dividing the corpus into successive seg-
ments of a given length and then calculating the av-
erage TTR of all segments.

Lexical sophistication (LS) measures the propor-
tion of relatively unusual or advanced word types in
the text. In practice, LS is the proportion of lexical
word types which are not in the list of 2,000 most
frequent words from the British National Corpus.

Syntactic Variation To support the training of
generators with wide syntactic coverage, a bench-
mark needs to show a balanced distribution of the
various syntactic phenomena present in the target
language. To characterise the syntactic coverage of
a dataset, we use a complexity classification pro-
posed in the domain of language learning develop-
ment assessment which consists of eight levels: (0)
simple sentences, including questions (1) infinitive
or -ing complement with subject control; (2) con-
joined noun phrases in subject position; conjunc-
tions of sentences, of verbal, adjectival, or adver-
bial construction; (3) relative or appositional clause
modifying the object of the main verb; nominaliza-
tion in object position; finite clause as object of main
verb; subject extraposition; (4) subordinate clauses;
comparatives; (5) nonfinite clauses in adjunct posi-
tions; (6) relative or appositional clause modifying
subject of main verb; embedded clause serving as
subject of main verb; nominalization serving as sub-
ject of main verb; (7) more than one level of embed-
ding in a single sentence.

We use (Lu, 2010)’s system for the automatic
measurement of syntactic variability. Briefly, this
system decomposes parse trees2 into component
sub-trees and scores each of these sub-trees based

2Parses are obtained using Collins’ constituent parser
(Collins, 1999).

M A MA E
RNNLGLaptop 16% 2% 0 82%
RNNLGTV 12% 4% 0 84%
RNNLGHotel 0 6% 0 94%
RNNLGRestaurant 0 6% 0 94%
IMAGEDESC 50% 6% 0 44%
WIKIBIOASTRO 30% 0 70% 0

Table 1: Match between Text and Data. M: Missing
content in the text, A: Additional content in the text,
MA: both additional and missing, E:Exact.

on the type of the syntactic constructions detected
in it using a set of heuristics. Sentences are then
assigned to a syntactic level based on the scores as-
signed to the sub-trees it contains as follows. If all
sub-trees found in that sentence are assigned to level
zero, the sentence is assigned to level 0; if one and
only one non-zero level is assigned to one or more
sub-trees, the sentence is assigned to that non-zero
level; if two or more different non-zero scores are
assigned to two or more of the sub-trees, the sen-
tence is assigned to level 7. When evaluated against
a gold standard of 500 sentences independently rated
by two annotators with a very high inter-annotator
agreement (kappa = 0.91), the system achieves an
F-Score of 93.2% (Lu, 2010).

Informational Adequacy A microplanner should
express all or part of the content expressed in the in-
put data. It is therefore important to verify that this
is the case through manual examination of a random
subset of the dataset. A data/text pair will be con-
sidered an “Exact” match if all data is verbalised by
the text. It will be labelled as “Missing” if part of
the data is not present in the text (content selection)
and as “Additional” if the text contains information
not present in the input data.

3 Case Study

To illustrate the usage of the evaluation grid pro-
posed in the preceding section, we apply it to three
datasets recently proposed for data-to-text genera-
tion by (Lebret et al., 2016), (Wen et al., 2015b; Wen
et al., 2016) and (Novikova and Rieser, 2016).

(Lebret et al., 2016)’s dataset (WIKIBIO) focuses
on biographies and associates Wikipedia infoboxes
with the first sentence of the corresponding article
in Wikipedia. As the dataset is much larger than the
other datasets and is not domain specific, we extract
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two subsets of it for better comparison: one whose
size is similar to the other datasets (WIKIBIO16317) and
one which is domain specific in that all biographies
are about astronauts (WIKIBIOASTRO).

The other two datasets were created manually
with humans providing text for dialogue acts in the
case of (Wen et al., 2015b; Wen et al., 2016)’s
RNNLG datasets (laptop, TV, hotel, restaurant) and
image descriptions in the case of (Novikova and
Rieser, 2016)’s dataset (IMAGEDESC).

We also include a text-only corpus for compari-
son with the texts contained in our three datasets.
This corpus (GMB) consists of the texts from the
Groningen Meaning Bank (Version 1.0.0, (Basile et
al., 2012)) and covers different genres (e.g., news,
jokes, fables).

Linguistic and Computational Diversity. Ta-
ble 2 gives the descriptive statistics for each of these
three datasets. It shows marked differences in terms
of size ( WIKIBIO16317 being the largest and IMAGEDESC

the smallest), number of distinct relations (from 16
for IMAGEDESC to 2367 for WIKIBIO16317 ) and average
number of paraphrases (15.11 for IMAGEDESC against
1 to 3.72 for the other two datasets). The num-
ber of distinct data inputs (semantic variability) also
varies widely (from 77 distinct data inputs for the IM-

AGEDESC corpus to 12527 for RNNLGLaptop). Overall
the number of distinct relations is relatively small.

Lexical Richness. The WIKIBIO dataset, even when
restricted to a single type of entity (namely, astro-
nauts) has a higher MSTTR. This higher lexical vari-
ation is probably due to the fact that this dataset also
has the highest number of relations (cf. Table 2):
more relations brings more diversity and thus better
lexical range. Indeed, there is a positive correlation
between the number of relations in the dataset and
MSTTR (Spearman’s rho +0.385).

Again the WIKIBIO dataset has a markedly higher
level of lexical sophistication than the other datasets.
The higher LS might be because the WIKIBIO text are
edited independently of input data thereby leaving
more freedom to the authors to include additional
information. It may also result from the fact that
the WIKIBIO dataset, even though it is restricted to bi-
ographies, covers a much more varied set of domains
than the other datasets as people’s lives may be very
diverse and consequently, a more varied range of

topics may be mentioned than in a domain restricted
dataset.
Syntactic variation. Figure 1 summarises the re-
sults for the various datasets. A first observation is
that the proportion of simple texts (Level 0) is very
high across the board (42% to 68%). In fact, in all
data sets but two, more than half of the sentences are
of level 0 (simple sentences). In comparison, only
35% of the GMB corpus sentences are of level 0.

Second, levels 1, 4 and to a lesser extent level
3, are absent or almost absent from the data sets.
We conjecture that this is due to the shape and
type of the input data. Infinitival clauses with sub-
ject control (level 1) and comparatives (level 4) in-
volve coreferential links and relations between en-
tities which are absent from the simple binary rela-
tions comprising the input data. Similarly, non finite
complements with their own subject (e.g., “John
saw Mary leaving the room”, Level 3) and relative
clauses modifying the object of the main verb (e.g.,
“The man scolded the boy who stole the bicycle”,
Level 3) require data where the object of a literal is
the subject of some other literal. In most cases how-
ever, the input data consists of sets of literals predi-
cating facts about a single entity.

Third, datasets may be more or less varied in
terms of syntactic complexity. It is in particular no-
ticeable that, for the WIKIBIO dataset, three levels (1,
3 and 7) covers 84% of the cases. This restricted va-
riety points to stereotyped text with repetitive syn-
tactic structure. Indeed, in WIKIBIO, the texts con-
sist of the first sentence of biographic Wikipedia ar-
ticles which typically are of the form “W (date of
birth - date of death) was P”. where P usually is an
arbitrarily complex predicate potentially involving
relative clauses modifying the object of main verb
(Level 3) and coordination (Level 7).

Informational Adequacy. Each data-text pair was
independently rated by two annotators resulting in a
kappa score ranging between 0.566 and 0.691 de-
pending on the dataset. The results shown in Ta-
ble 1 highlight some important differences. While
the RNNLG datasets have a high percentage of ex-
act entries (82% to 94%), the IMAGEDESC dataset is
less precise (44% of exact matches). The WIKIBIO

datasets does not contain a single example where
data and text coincide. These differences can be
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Dataset Size Nb. of Rel Sub.Ent‡ Rel.Obj.Ent Da Len. Da Ptns Da Inst PPxDa Inst.
WIKIBIO16317 16317 2367 16317 149484 19.65 9990 16317 1
WIKIBIOASTRO 615 68 615 5290 15.46 293 615 1
RNNLGLaptop 13242 34 123 451 5.86 2068 12527 1.03(1/3)
RNNLGTV 7035 30 92 300 5.79 1024 6808 1.01(1/6)
RNNLGHotel 5373 22 138 535 2.66 112 940 3.72(1/149)
RNNLGRestaurant 5192 22 223 869 2.86 182 1950 1.82(1/101)
IMAGEDESC 1242 16 33 117 5.33 21 77 15.11(8/22)

Table 2: Datasets descriptive statistics. ‡Note that we consider as distinct entities those given by the name
relations and that in the RNNLG datasets not all dialogue acts describe entities (e.g. inform count or ?select).

Dataset Tokens Types LS MSTTR
WIKIBIO16317 377048 36712 0.92 0.82
WIKIBIOASTRO 14720 2335 0.81 0.8
RNNLGLaptop 295492 1757 0.46 0.74
RNNLGTV 141606 1171 0.48 0.71
RNNLGHotel 48982 967 0.43 0.59
RNNLGRestaurant 45791 1187 0.43 0.62
IMAGEDESC 20924 598 0.47 0.56

GMB 75927 7791 0.75 0.81

Table 3: Lexical Sophistication (LS) and Mean
Segmental Type-Token Ratio (MSTTR).

Figure 1: Syntactic complexity. D-Level sentence
distribution.

traced back to the way in which each resource was
created. The WIKIBIO dataset is created automatically
from Wikipedia infoboxes and articles while infor-
mation adequacy is not checked for. In the IMAGEDESC

dataset, the texts are created from images using
crowdsourcing. It seems that this method, while en-
hancing variety, makes it easier for the crowdwork-
ers to omit some information.

4 Conclusion

The proposed measures suggest several key aspects
to take into account when constructing a data-to-
text dataset for the development and evaluation of
NLG systems. Lexical richness can be enhanced
by including data from different domains, using a
large number of distinct relations and ensuring that
the total number of distinct inputs is high. Wide
and balanced syntactic coverage is difficult to en-
sure and probably requires input data of various size
and shape, stemming from different domains. Infor-
mational adequacy is easiest to achieve using crowd-
sourcing which also facilitates the inclusion of para-
phrases. In future work, it would be interesting to
further exploit such analyses of data-to-text corpora
(i) to better characterise the generators that can be

learnt from a given corpus, (ii) to perform a graded
analysis of generation systems on data of various
syntactic complexity or (iii) to support error min-
ing (which type of data is most often associated with
generation failure ?).

More specifically, our classification could be use-
ful to identify sources of under-performance and
thus directions for improvements. For instance,
BLEU results reported by (Wen et al., 2015a) on
three different datasets indicate that the same sys-
tems are facing different difficulties on each of these.
Indeed, lexical richness is higher (Table 3) for the
RNNLGLaptop dataset for which (Wen et al., 2015a)
reports the lowest BLEU score. But also the pro-
portion of simple sentences is lower (Figure 1) in
this dataset. A focused evaluation could report on
BLEU scores aggregated on the syntactic classifica-
tion of sentences into levels.
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Abstract

Monitoring and analysis of complex phenom-
ena attract the attention of both academy and
industry. Dealing with data produced by
complex phenomena requires the use of ad-
vance computational intelligence techniques.
Namely, linguistic description of complex
phenomena constitutes a mature research line.
It is supported by the Computational Theory
of Perceptions grounded on the Fuzzy Sets
Theory. Its aim is the development of com-
putational systems with the ability to generate
vague descriptions of the world in a similar
way how humans do. This is a human-centric
and multi-disciplinary research work. More-
over, its success is a matter of careful design;
thus, developers play a key role. The rLDCP
R package was designed to facilitate the de-
velopment of new applications. This demo in-
troduces the use of rLDCP, for both beginners
and advance developers, in practical use cases.

1 Introduction

Trivino and Sugeno (2013) defined a framework
for Linguistic Description of Complex Phenomena
(LDCP). It is based on the Computational Theory of
Perceptions (CTP) introduced by Zadeh (2001) as a
new tool for paving the way from computing with
numbers to computing with words (Zadeh, 1999).
CTP is rooted in the computational intelligence tech-
nique best suited to deal with approximate reason-
ing and vague concepts, i.e., the Fuzzy Sets The-
ory (Zadeh, 1965; Trillas and Eciolaza, 2015).

LDCP has already been successfully applied in
several multi-disciplinary projects. For example:

  Report    
Generation

Interpretation
Perception Modeling

Relevance Estimation

Content Determination

Linguistic Realization

    Data      
Acquisition Preprocessing Input Data

Setting Application Parameters

 Phenomenon

Linguistic
Report

Input Data Elements
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● User Model
● Knowledge Source
● Discourse History

Output

Customized 
Linguistic Messages 

    Data 
 Structure
 based on
  Corpus

GLMP

Report Template

Figure 1: The LDCP Architecture for NLG/D2T.

describing big data (Conde-Clemente et al., 2017b);
advising how to save energy at home (Conde-
Clemente et al., 2016); describing physical activ-
ity (Sanchez-Valdes et al., 2016); describing drivers’
behavior in driving simulations (Eciolaza et al.,
2013); or describing double stars in astronomy (Ar-
guelles and Trivino, 2013).

Figure 1 depicts the LDCP architecture for Nat-
ural Language Generation in Data-to-text applica-
tions (NLG/D2T). It is inspired on the well-known
NLG pipeline proposed by Reiter and Dale (2000).
The development of new applications with LDCP
comprises the following steps:

• Careful analysis of the phenomenon under con-
sideration, regarding: communicative goal, au-
dience background, and the set of natural lan-
guage expressions (corpus) most commonly
used in the context of the application domain.
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• Design of a computational structure (the so-
called Granular Linguistic Model of the Phe-
nomenon, GLMP) which organizes all related
perceptions in a similar way how humans usu-
ally organize their experience by means of nat-
ural language.

• Design of a Report Template easy to customize
in accordance with the audience requirements.

• Implementation of a computational system able
to collect and process raw data, interpret them
according to the previously defined GLMP, and
producing the Report with the most relevant in-
formation to convey to end-users.

Conde-Clemente et al. (2017a) have developed an
R package called rLDCP1 which constitutes a first
implementation in R of the steps enumerated above.
Thus, it facilitates the use of the LDCP architecture
in new applications.

2 Structure of the Demo

This demo describes how to use rLDCP from
scratch. Firstly, we explain how to download and
install rLDCP. Secondly, we detail how to run step
by step the toy example ComfortableRoom from the
point of view of beginners and advance developers.
The goal is describing the comfort in a room with re-
spect to temperature and light intensity data values
previously stored in a “.csv” file.

Then, we show how to use rLDCP for building a
real application: The inProfilePhoto mobile app. We
implement with rLDCP the application described
in (Conde-Clemente et al., 2013) where an NLG sys-
tem guided a person with visual disabilities to take
his/her own profile photos.
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Abstract

This demo paper presents the multilingual
deep sentence generator developed by the
TALN group at Universitat Pompeu Fabra,
implemented as a series of rule-based graph-
transducers.

1 Introduction

FORGe (Mille et al., 2017)1 is a pipeline of graph
transducers which, coupled with lexical resources,
allows for generating texts, starting from a va-
riety of abstract input structures. The current
generator has been mainly developed for English
on the dependency Penn Treebank (Johansson and
Nugues, 2007) automatically converted to predicate-
argument structures, and on Abstract Meaning Rep-
resentations, using the SemEval’17 data (May and
Priyadarshi, 2017). It is currently being adapted
to languages such as Spanish, German French, and
Polish, in the context of ontology-to-text generation
as part of a dialogue system. Our generator fol-
lows the theoretical model of the Meaning-Text The-
ory (Mel’čuk, 1988), and performs the following
actions: (i) syntacticization of predicate-argument
graphs; (ii) introduction of function words; (iii) lin-
earization and retrieval of surface forms.

2 Overview of the system

In this section, we briefly describe the input to the
system and the successive transductions .

1See this paper for an evaluation of the system in the context
of the SemEval AMR-to-text generation challenge.

2.1 Inputs

The input structures can be trees or acyclic graphs
that contain linguistic information only, which
includes meaning bearing units and predicate-
argument relations such as ARG0 (if licensing ex-
ternal arguments, as in PropBank (Kingsbury and
Palmer, 2002)), ARG1, ARG2, . . . , ARGn). In or-
der to allow for more compact representations, the
generator can also handle “non-core” predicates as
edges, be it with a generic label nonCore, or with a
typed label such as purpose; see, for example two
alternative representations of a purpose meaning be-
tween two nodes N1 and N2:

N1 Npurpose N2 N1 N2

ARG1 ARG2
purpose

2.2 Generation of the deep syntactic structure

First of all, parts of speech are assigned to each node
of the structure. Then, during this transduction, a
top-down recursive syntacticization of the semantic
graph is performed. It looks for the syntactic root
of the sentence, and from there for its syntactic de-
pendent(s), for the dependent(s) of the dependent(s),
and so on. We first identify the root of a syntac-
tic tree in case the original input structure does not
contain one, and then, produce a well-formed tree
that covers as much of the input graph as possible,
while avoiding the possible dependency conflicts. In
the following example, “peek” is chosen as the root
(Left: predicate-argument; Right: Deep-Syntax):

he peek dog black bark he peek dog black bark dog

ARG0 ARG1 ARG1
ARG0

I II ATTR
ATTR

I
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2.3 Introduction of function words
The next step towards the realization of the sen-
tence is the introduction of all idiosyncratic words
(prepositions, auxiliaries, determiners, etc.) and
of a fine-grained (surface-)syntactic structure that
gives enough information for linearizing and resolv-
ing agreements between the different words. For
this task, we use a valency (subcategorization) lex-
icon built automatically from PropBank and Nom-
Bank (Meyers et al., 2004). During this transduc-
tion, anaphora are resolved, and personal pronouns
are introduced in the tree (this includes possessive,
relative and personal pronouns). See, e.g., how
the preposition “at” is introduced in the following
surface-syntactic structure:

he peek at dog the black bark that

SBJ IOBJ PMODNMOD
NMOD

NMOD

SBJ

2.4 Resolution of morpho-syntactic
agreements, linearization, and retrieval of
surface forms

In order to resolve agreements, the rules for this
transduction check the governor/dependent pairs,
together with the syntactic relation that links
them together. Some other rules order governor-
dependent pairs and siblings with one another. We
then match the triple <lemma><POS><morpho-
syntactic features> with an entry of a morpholog-
ical dictionary and simply replace the triple by the
surface form. The final sentence corresponding to
the running example would be He peeks at the black
dog that barks.

3 A flexible multilingual generation
pipeline

The presented pipeline is flexible from several per-
spectives. First, it is quite easily adaptable to dif-
ferent types of inputs; for instance, it took only one
week to adapt it to the AMRs of SemEval’17. Sec-
ond, many rules are language-independent, and oth-
ers can be easily adapted to other languages, which
means that, with good quality lexical resources, the
effort for building a generator in a new language is
minimal. Finally it is possible to substitute some
parts of the pipeline with statistical modules, as,
e.g., the transition between deep-and surface-syntax

(Ballesteros et al., 2015) or the linearization step
(Bohnet et al., 2011), in order to overcome a pos-
sible lack of coverage of the rules.

During the demo session, participants will be en-
couraged to play with the generator through a graph-
ical interface, in order to see all the details of a gen-
eration process (in English, with some examples in
German and Polish).
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Abstract

We introduce the properties to be satisfied by
measures of referential success of set refer-
ring expressions with fuzzy properties. We
define families of measures on the basis of k-
specificity measures and we illustrate some of
them with a toy example.

1 Introduction

The classical referring expression generation (REG)
problem intends to determine a noun phrase which
univocally identify an object in a collection. From a
knowledge representation perspective, the problem
is to determine (if possible) a collection of object
properties that can be employed in the noun phrase
for the abovementioned purpose (van Deemter,
2016).

The most usual version of the REG problem can
be formalized as follows: given a context formed by
a collection of objects O and a set of properties P of
objects in O, determine a subset re⊆ P such that⋂

pi∈re
[[ pi ]] = {o} (1)

where [[ pi ]] is the set of objects that satisfy pi.
This formalization assumes that properties in re are
combined conjunctively; other logical combinations
are possible (van Deemter, 2016).

There are many different extensions of the classi-
cal REG problem. One such extension is that of re-
ferring to sets (Krahmer and van Deemter, 2012; van
Deemter, 2016), where the objective is to generate a
referring expression able to identify an distinguish

a subset of objects Oi ⊂ O, that is, to determine a
subset re⊆ P such that

⋂
pi∈re

[[ pi ]] = Oi (2)

Note that the classical problem is a particular case
of set referring where Oi is a singleton.

Another extension considers that properties in P
may be vague or uncertain in several respects (van
Deemter, 2012). When the fulfilment of proper-
ties in P is gradual in nature, they may be mod-
elled by means of fuzzy sets (Gatt et al., 2016).
Fuzzy properties are modelled by means of fuzzy
sets, corresponding to membership functions of the
form pi : O → [0,1] ∀pi ∈ P, where 0 means “no
fulfilment” and 1 means “total fulfilment”, allowing
intermediate degrees. Note that classical crisp prop-
erties are particular cases of fuzzy ones in which
no intermediate degrees are allowed, and hence the
classical REG problem is again a particular case of
the REG problem with fuzzy properties.

In the aforementioned crisp versions of the prob-
lem, when Eq. (1) (resp. Eq. (2)) holds, it is said that
re has referential success for o (resp. Oi). One prob-
lem that arises in REG with fuzzy properties is that,
as the fulfilment of properties by objects is a mat-
ter of degree, so it is the referential success. Several
proposals for determining the degree of referential
success have been provided in the literature (Gatt et
al., 2016; Marı́n et al., 2016; Marı́n et al., 2017c),
some of them based on the notion of specificity in-
troduced by R. Yager (Yager, 1982; Yager, 1990;
Yager, 1992; Garmendia et al., 2003; Garmendia et
al., 2006).
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In this paper we show a preliminary proposal for
extending referential success measures to the case of
set referring expressions with fuzzy properties.

2 Referential Success for Individual
Objects with Fuzzy Properties

Let us assume that properties in P are fuzzy and let
pi(o) be the accomplishment degree of property pi

for object o. The accuracy of the referring expres-
sion is then calculated as (Gatt et al., 2016):

Ore(o) =
n⊗

i=1

pi(o) (3)

where ⊗ is a t-norm. Unless otherwise stated,
we shall employ the minimum, that is, Ore(o) =
min{pi(o)}. Ore can be seen as the fuzzy set induced
by re on O.

In (Marı́n et al., 2016), a minimal set of proper-
ties that a referential success measure rs(re,o) must
fulfill in relation to the induced Ore is presented:

Property 2.1 rs(re,oi) = 1 iff Ore = {oi}.

Property 2.2 If Ore(oi) = 0 then rs(re,oi) = 0.

Property 2.3 If Ore(o) ≤ Ore′(o) ∀o ∈ O\{oi} and
Ore(oi)≥ Ore′(oi) then rs(re,oi)≥ rs(re′,oi).

Additionally, a general family of measures is pro-
vided in (Marı́n et al., 2016) on the basis of Yager’s
specificity measures, as follows:

Definition 2.1 (Marı́n et al., 2016) Let t be a t-norm
and Sp be a specificity measure. The referential suc-
cess measure associated to Sp and t is defined as
follows:

−→
RSt(Sp)(re,oi) =

{
t(Ore(oi),Sp(O∗re)) condmax
0 otherwise

(4)
where

O∗re(o j) =
Ore(o j)

max
o∈O

Ore(o)
(5)

and condmax stands for the following condition:

max
o∈O

Ore(o) = Ore(oi) > 0.
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Figure 1: Example scene

3 Referential success of Set Referring
Expressions

We propose the following minimal set of properties
to be fulfilled by a referential success measure rs of
set referring expressions:

Property 3.1 rs(re,Oi) = 1 iff Ore = Oi.

Property 3.2 If ∃o ∈ Oi such that Ore(o) = 0 then
rs(re,Oi) = 0.

Property 3.3 If Ore(o) ≤ Ore′(o) ∀o ∈ O\Oi and
Ore(o) ≥ Ore′(o) ∀o ∈ Oi then rs(re,Oi) ≥
rs(re′,Oi).

Our proposal of measures in this paper is based on
the measures of k-specificity introduced in (Sánchez
et al., 2016) and related to cardinality in (Marı́n et
al., 2017a). The measure Spk indicates to which de-
gree the cardinality of a fuzzy set is exactly k. Eqs.
(6) to (8) show three such measures:

Sp f
k (A) =


k
∏
i=0

a2
i

k
∏
i=0

ai+
m
∑

i=k+1
ai

ak > 0

0 otherwise

(6)
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
top-right 0 1 1 0 1 0 0.1 0.3 0 0 0 0 0 0 0 0 0
dark 0.3 1 1 1 0.6 0 0.7 0.4 0 1 1 1 0.3 0 0.9 0 0
square 0 0 1 0 0 1 1 1 0 0 1 0 1 0 0 0 0
triangle 0 1 0 1 0 0 0 0 1 1 0 0 0 1 0 1 0
circle 1 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 1

Table 1: Membership degrees of properties by objects in Fig. 1.

Sp f
3 SpΛ,3 SpL,3

t = min t = prod t = min t = prod t = min t = prod
Fig. 2(a) 1 1 1 1 1 1
Fig. 2(b) 1/3 1/3 0 0 0 0
Fig. 2(c) 5/7 5/7 0.7 0.7 0.7 0.7
Fig. 2(d) 0.35 0.245 0.21 0.147 0.3 0.21

Table 2: Different referential success measures applied to scenes in Fig. 2.

SpΛ,k(A) = ak(ak−ak+1) (7)

SpL,k(A) = ak−ak+1 (8)

We define the following family of measures of ref-
erential success:

Definition 3.1 Let t be a t-norm, let |Oi|= n > 0 and
Spk be a measure of k-specificity. The referential
success measure associated to Spk and t is defined
as follows:

−→
RSt(Spk)(re,Oi) =

{
t(Oi

re,Spk(O∗re)) condmax
0 otherwise

(9)
where Oi

re is the conjunction via t of the member-
ships of all the objects in Oi. Also

O∗re(o j) =
Ore(o j)

max
o∈O

Ore(o)
(10)

and condmax holds iff ∀o ∈ O\Oi,o′ ∈ Oi it is
Ore(o)≤ Ore(o′).

4 Examples

Fig. 1 shows an scene containing several objects,
that have been numbered for easier identification.
Table 1 shows several fuzzy properties for objects in
the scene, and the corresponding fulfilment degrees.

Fig. 2 shows four sets of three objects Oi, marked
with an “x” in each case, intended to be referred to

by referring expressions “The dark triangles” (Fig.
2(a)), “The circles” (Fig. 2(b)), “The objects at the
top-right” (Fig. 2(c)), and “The dark squares” (Fig.
2(d)). Table 2 shows the referential success obtained
using Def. 3.1 with the three k-specificity measures
of Eqs. (6) to (8) and minimum and product as t-
norms. The best behaviour is that of measures CΛ,3
and CL,3, since they yield the expected values 1 and
0 for the first two cases, and reasonable intermediate
values in the other two cases. Measure C f

3 , as dis-
cussed in (Marı́n et al., 2017b) for its corresponding
specificity measure, is more suitable for ranking in-
termediate results when generating the referring ex-
pression by means of Greedy approaches.

5 Conclusions

The measures proposed are to be employed in REG
algorithms for set referring expressions with fuzzy
properties. We are about to begin testing which mea-
sures are more suitable for providing good results in
such setting, in order to validate the proposal.
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(a) “The dark triangles” matches the marked objects.
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(b) “The circles” does not match the marked objects
(also refers to objects 5 and 12).
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(c) “The objects at the top right” matches the marked
objects to a certain degree because of object 8.
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(d) “The dark squares” matches the marked objects to
a certain degree because of objects 8 and 13.

Figure 2: Example scenes and (some valid, some not) expressions.
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Abstract

We present a neural response generation
model that generates responses conditioned on
a target personality. The model learns high
level features based on the target personality,
and uses them to update its hidden state. Our
model achieves performance improvements in
both perplexity and BLEU scores over a base-
line sequence-to-sequence model, and is vali-
dated by human judges.

1 Introduction

Automated conversational agents are becoming pop-
ular for various tasks, such as personal assistants,
shopping assistants, or as customer service agents.
Automated agents benefit from adapting their per-
sonality according to the task at hand (Reeves and
Nass, 1996; Tapus and Mataric, 2008) or to the cus-
tomer (Herzig et al., 2016). Thus, it is desirable
for automated agents to be capable of generating re-
sponses that express a target personality.

Personality is defined as a set of traits which rep-
resent durable characteristics of a person. Many
models of personality exist while the most common
one is the Big Five model (Digman, 1990) , includ-
ing: Openness, Conscientiousness, Extraversion,
Agreeableness, and Neuroticism. These traits were
correlated with linguistic choices including lexicon
and syntax (Mairesse and Walker, 2007).

In this paper we study how to encode person-
ality traits as part of neural response generation
for conversational agents. Our approach builds
upon a sequence-to-sequence (SEQ2SEQ) architec-
ture (Sutskever et al., 2014) by adding an additional

Example 1
Customer: Why isn’t your service working???
Consensus-agent: We are aware of the issue and are working
to fix it.
Agreeableness-agent: We’re here to help! Are you getting
any error messages or codes?

Example 2
Customer: You guys messed up my delivery today.
Consensus-agent: Please contact us if you don’t get it by the
end of the week.
Conscientiousness-agent: Please email us with your tracking
#, details and contact #. We’ll check on it.

Figure 1: Examples of a customer utterance followed by a con-
sensus agent response and a high agreeableness or high consci-
entiousness response.

layer that represents the target set of personality
traits, and a hidden layer that learns high-level per-
sonality based features. The response is then gener-
ated conditioned on these features.

Specifically, we focus on conversational agents
for customer service; in this context, many studies
examined the effect of specific personality traits of
human agents on service performance. Results in-
dicate that conscientiousness (a person’s tendency
to act in an organized or thoughtful way) and agree-
ableness (a person’s tendency to be compassionate
and cooperative toward others) correlate with ser-
vice quality (Blignaut et al., 2014; Sackett, 2014).

Figure 1 shows examples of customer utterances,
followed by two automatically generated responses.
The first response (in each example), is generated
by a standard SEQ2SEQ response generation system
that ignores personality modeling and in effect gen-
erates the consensus response of the humans repre-
sented in the training data. The second response is
generated by our system, and is aimed to generate
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data for an agent that expresses a high level of a
specific trait. In example 1, the agreeableness-agent
is more compassionate (expresses empathy) and is
more cooperative (asks questions). In example 2,
the conscientiousness-agent is more thoughtful (will
”check the issue”).

We experimented with a dataset of 87.5K real
customer-agent utterance pairs from social media.
We find that leveraging personality encoding im-
proves relative performance up to 46% in BLEU

score, compared to a baseline SEQ2SEQ model. To
our knowledge, this work is the first to train a neural
response generation model that encodes target per-
sonality traits.

2 Related Work

Generating responses that express a target person-
ality was previously discussed in different settings.
Early work on the PERSONAGE system (Mairesse
and Walker, 2007; Mairesse and Walker, 2008;
Mairesse and Walker, 2010; Mairesse and Walker,
2011) presented a framework projecting different
traits throughout the different modules of an NLG
system. The authors explicitly defined 40 linguistic
features as generation parameters, and then learned
how to weigh them to generate a desired set of traits.
While we aim at the same objective, our methodol-
ogy is different and does not require feature engi-
neering. Our approach utilizes a neural network that
automatically learns to represent high level person-
ality based features.

Neural response generation models (Vinyals and
Le, 2015; Shang et al., 2015) are based on a
SEQ2SEQ architecture (Sutskever et al., 2014) and
employ an encoder to represent the user utterance
and an attention-based decoder that generates the
agent response one token at a time. Models that aim
to generate a coherent persona also exist. Li et al.
(2016) modified a SEQ2SEQ model to encode a per-
sona (the character of an artificial agent). The main
difference with our work is that we focus on model-
ing the expression of specific personality traits and
not an abstract character. Moreover, their persona-
based model can only generate responses for the
agents that appear in the training data, while our
model has no such restriction. Finally, Xu et al.
(2017) generated responses for customer service re-

quests on social media using standard SEQ2SEQ,
while we modify it to generate a target personality.

3 Sequence-to-Sequence Setup

We review the SEQ2SEQ attention based model on
which our model is based.

Neural response generation can be viewed as
a sequence-to-sequence problem (Sutskever et al.,
2014), where a sequence of input language tokens
x = x1, . . . , xm , describing the user utterance, is
mapped to a sequence of output language tokens
y1, . . . , yn , describing the agent response.

The encoder is an LSTM (Hochreiter and
Schmidhuber, 1997) unit that converts x1, . . . , xm

into a sequence of context sensitive embeddings
b1, . . . , bm. An attention-based decoder (Bahdanau
et al., 2015; Luong et al., 2015) generates output to-
kens one at a time. At each time step j, it generates
yj based on the current hidden state sj , then updates
the hidden state sj+1 based on sj and yj . Formally,
the decoder is defined by the following equations:

s1 = tanh(W (s)bm), (1)

p(yj = w | x, y1:j−1) ∝ exp(U [sj , cj ]), (2)

sj+1 = LSTM([φ(out)(yj), cj ], sj), (3)

where i ∈ {1, . . . ,m}, j ∈ {1, . . . , n} and the
context vector, cj , is the result of global attention
(see (Luong et al., 2015)). The matricesW (s),W (a),
U , and the embedding function φ(out) are decoder
parameters. The entire model is trained end-to-end
by maximizing p(y | x) =

∏n
j=1 p(yj | x, y1:j−1).

4 Personality Generation Model

The model described in section 3 generates re-
sponses with maximum likelihood which reflect the
consensus of the agents that appear in the training
data. This kind of response does not characterize a
specific personality and thus can result in inconsis-
tent or unwanted personality cues. In this section we
present our PERSONALITY-BASED model (Figure 2)
which generates responses conditioned on a target
set of personality traits values which the responses
should express. The target set of personality traits
is represented as a vector p, where pi represents the
desired value for the ith trait. This value encodes
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Encoder

service is not working EOS

Decoder
getting any error messages ? EOS

getting any error messages ?

Target personality traits values

Learned personality based features

Figure 2: Architecture for the personality based generation model.

how strongly should this trait be expressed in the re-
sponse. Consequently, the size of p depends on the
selected personality model (e.g., five traits for the
Big Five model).

As in (Mairesse and Walker, 2011), we argue
that personality traits are exhibited as different types
of stylistic linguistic variation. Thus, our model’s
response is conditioned on generation parameters
which are based on personality traits. In compar-
ison to (Mairesse and Walker, 2011) where gener-
ation parameters were defined manually, we learn
these high-level features automatically during train-
ing. We introduce a personality based features hid-
den layer hp = σ(W (p)p + b), where W (p) and b
are parameters learned by the model during train-
ing. Each personality feature hi is a weighted sum
of the targeted traits values (following a sigmoid ac-
tivation). Now, at each token generation, the decoder
updates the hidden state conditioned on the person-
ality traits features hp, as well as on the previous
hidden state, the output token and the context. For-
mally, Equation 3 is changed to:

sj+1 = LSTM([φ(out)(yj), cj , hp], sj), (4)

Conditioning on hp captures the relation of text gen-
eration to the underlining personality traits.

5 Experiments

Data. Our model is designed to generate text con-
ditioned on a target set of personality traits. Specif-
ically, we verified its performance in a scenario of
customer service. For our experiments we utilized
the dataset presented in (Xu et al., 2017), which ex-
hibits a large variety of customer service properties.
This dataset is a collection of 1M conversations over
customer service Twitter channels of 62 different

brands which cover a large variety of product cate-
gories. Several preprocessing steps were performed
for our purposes:

We first split the data to pairs consisting of a sin-
gle customer utterance and its corresponding agent
response. We removed pairs containing non-English
sentences. We further removed pairs for agents that
participated in less than 30 conversation pairs, so we
would have sufficient data for each agent to extract
their personality traits (see below). This resulted in
87.5K conversation pairs in total including 633 dif-
ferent agents (138±160 pairs per agent on average).

Following (Sordoni et al., 2015; Li et al., 2016)
we used BLEU (Papineni et al., 2002) for evaluation.
Besides BLEU scores, we also report perplexity as
an indicator of model capability. For implementa-
tion details, refer to Appendix A.

Results. We experimented with two different set-
tings to measure our model’s performance.

Warm Start: In the first experiment, data for
each agent in the dataset was split between train-
ing, validation and test data sets with a fraction of
80%/10%/10%, respectively. We then extracted the
agents’ personality traits using an external service
(described in Appendix B), from the training data
for each agent. These personality traits values are
then used during the model training as the values for
the personality vector p. In this setting, since all the
agents that appear in the test data appear also in the
training data, we can also test the performance of (Li
et al., 2016), which learns a persona vector for each
agent in the training data.

The results in table 1 show that the standard
SEQ2SEQ model achieved the lowest performance
in terms of both perplexity and BLEU score while
the competing models which learn a representation
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Model Perplexity BLEU

SEQ2SEQ 11.49 6.3%
PERSONA-BASED (Li et al., 2016) 9.25 15.55%
PERSONALITY-BASED 9.62 12.46%

Table 1: Warm start performance.

for the agents achieved higher performance. The
PERSONA-BASED model achieved similar perplex-
ity but higher BLEU score than our model. This is
reasonable since PERSONA-BASED is not restricted
to personality based features. However, this model
can not generate content for agents which do not ap-
pear in the training data, and thus, it is limited.

Cold Start: In our second experiment, we split
the dataset such that 10% of the agents only formed
the validation and test sets (half of each agent’s ex-
amples for each set). Data for the other 90% of the
agents formed the training set.

In this setting, data for agents in the test set does
not appear in the training set. These agents represent
new personality distributions we would like to gen-
erate responses for. Note that, we extracted target
personality traits for agents in the training set using
their training data, or, for agents in the test set, using
validation data. In this setting, it is not possible to
test the PERSONA-BASED model since no represen-
tation is learned during training for agents in the test
set. Thus, we only compare our model to the base-
line SEQ2SEQ model. Table 2 shows that, in this
setting, we get better performance by utilizing per-
sonality based representation: our model achieves a
relative 6.7% decrease in perplexity, and a 46% rela-
tive improvement in BLEU score. Results from both
experiments demonstrate that we can better model
the linguistic variation in agent responses by condi-
tioning on target personality traits.

Human Evaluation. We conducted a human eval-
uation of our PERSONALITY-BASED model using a
crowd-sourcing service. This evaluation measures
whether the responses generated by our model are
correlated with the target personality traits. We fo-
cused on two personality traits from the Big Five
model that are important to customer service: agree-
ableness and conscientiousness (Blignaut et al.,
2014; Sackett, 2014). We extracted 60 customer
utterances from the validation set of the cold start
setting described above. We selected customer ut-
terances that convey a negative sentiment, since re-

Model Perplexity BLEU

SEQ2SEQ 21.04 3.19%
PERSONALITY-BASED 19.64 4.67%

Table 2: Cold start performance (agents in the test data do not
appear in the training data).

sponses to this kind of utterances vary much. Af-
ter sentences were selected, we generated corre-
sponding agent responses in the following way. We
generated a high-trait target personality distribution
(trait was either agreeableness or conscientious-
ness), where trait was set to a value of 0.9, and all
other traits to 0.5. Similarly, we created a low-trait
version where trait was set to 0.1. For each trait and
customer utterance we generated a response for the
high-trait and low-trait versions.

Each triplet (a customer utterance followed by
high-trait and low-trait generated responses) was
evaluated by five master level judges. To get the
judges familiar with personality traits, we first pre-
sented clear definitions of the two traits, followed
by several examples (from the task’s domain), and
explanation. Following Li et al. (2016) methodol-
ogy, the two responses were presented in a random
order, and judged on a 5-point zero-sum scale. A
score of 2 (−2) was assigned if one response was
judged to express the trait more (less) than the other
response, and 1 (−1) if one response expressed the
trait “somewhat” more (less) than the other. Ties
were assigned a score of zero.

The judges rated each pair, and their scores were
averaged and mapped into 5 equal-width bins. Af-
ter discarding ties, we found that the high-trait
responses generated by our PERSONALITY-BASED

model were judged either more expressive or some-
what more expressive than the low-trait correspond-
ing responses in 61% of cases. If we ignore the
somewhat more expressive judgments, the high-trait
responses win in 17% of cases.

6 Conclusions and Future Work

We have presented a personality-based response
generation model and tested it in customer care
tasks, outperforming baseline SEQ2SEQ model. In
future work, we would like to generate responses
adapted to the personality traits of the customer as
well, and to apply our model to other tasks such as
education systems.
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A Implementation Details

We tuned hyper-parameters based on validation set
perplexity for both the baseline SEQ2SEQ and our
PERSONALITY-BASED models. We used an LSTM
with 800 hidden cells, and a personality based layer
with 40 hidden cells. We trained the model for 15
epochs with an initial learning rate of 0.1, and halved
the learning rate every epoch, starting from epoch 7.
After training was finished we picked the best model
according to validation set perplexity. We initialized
parameters by sampling from the uniform distribu-
tion [−0.1, 0.1]. The log likelihood of the correct
response was maximized using stochastic gradient
descent with a batch size set to 64, and gradients
were clipped with a threshold of 5. Vocabulary size
is limited to 50, 000. Dropout rate is set to 0.2. At
test time, we used beam search with beam size 5. All
models were implemented in Torch.

B Personality Traits Detection

To extract personality traits for agents in our experi-
ments we utilized the IBM Personality Insights ser-
vice, which is publicly available. This service infers
three models of personality traits, namely, Big Five,
Needs and Values from social media text. It extracts
percentile scores for 52 traits1.

1www.ibm.com/watson/developercloud/doc/
personality-insights/models.html
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Abstract

Progress in statistical paraphrase generation
has been hindered for a long time by the lack
of large monolingual parallel corpora. In this
paper, we adapt the neural machine translation
approach to paraphrase generation and per-
form transfer learning from the closely related
task of entailment generation. We evaluate the
model on the Microsoft Research Paraphrase
(MSRP) corpus and show that the model is
able to generate sentences that capture part of
the original meaning, but fails to pick up on
important words or to show large lexical vari-
ation.

1 Introduction

Paraphrase generation is the problem of restating a
given sentence such that its overall meaning is pre-
served. This can be seen as a task useful in and of it-
self or it can serve in proxy applications such as sen-
tence summarization, sentence simplification, ques-
tion expansion in question answering or rephrasing
utterances generated by a conversational agent.

Paraphrase generation has been previously treated
as a monolingual machine translation (MT) problem
(Quirk et al., 2004; Finch et al., 2004). Lately, Neu-
ral Machine Translation (NMT) has revived inter-
est in statistical machine translation through the use
of sequence-to-sequence (SEQ2SEQ) models that
learn to maximize the probability of a sentence in
a target language, given a sentence in a source lan-
guage (Cho et al., 2014; Sutskever et al., 2014). The
SEQ2SEQ model is composed of an encoder that
recurrently consumes the words in the source sen-
tence and a decoder that sequentially predicts words

in the target sentence, conditioned on the encoder’s
last hidden state and the previously translated words.
This model was later improved by using an atten-
tion mechanism (Bahdanau et al., 2014) that allowed
the decoder to focus on the relevant words from the
source sentence.

NMT can then be used for paraphrase genera-
tion by maximizing the probability P (Y |Y ′), where
(Y, Y ′) is a pair of paraphrases. While parallel cor-
pora are abundantly available for machine transla-
tion, paraphrase corpora featuring pairs of complex
sentences are prohibitively small for training large
models. We propose to overcome this aspect by per-
forming transfer learning from a similar task - en-
tailment generation, which is facilitated by the large
number of entailment pairs featured in the Stanford
Natural Language Inference (Bowman et al., 2015,
SNLI) corpus.

2 Related Work

Paraphrase generation has been recently explored as
a statistical machine translation problem in a neu-
ral setting. Prakash et al. (2016) used a stacked-
LSTM (Long Short-Term Memory) SEQ2SEQ net-
work with residual connections and demonstrated
strong performance over the simple and attention-
enhanced SEQ2SEQ models. They report superior
scores on several datasets: the Paraphrase Database
corpus (Ganitkevitch et al., 2013, PPDB), captions
from Common Objects in Context (Lin et al., 2014,
MSCOCO), and question pairs from WikiAnswers
(Fader et al., 2013). Mallinson et al. (2017) adapt the
NMT architecture to incorporate bilingual pivoting
and report improvements over the baseline in simi-
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larity prediction, paraphrase identification as well as
paraphrase generation.

Our work is different in that we focus on trans-
fer learning to improve performance, using state of
the art neural models employed mainly for machine
translation.

Transfer learning has been recently investigated
by Mou et al. (2016), who distinguish two set-
tings: semantically equivalent transfer (where both
source and target tasks are natural language infer-
ence) and semantically different transfer (where the
source task is natural language inference and the
target task is paraphrase detection). They report
increased performance only in the former setting.
Zoph et al. (2016) train a parent model on a high-
resource language pair (such as English-French) in
order to improve low-resource language pairs. They
manage to improve the baseline with an average 5.6
BLEU points.

3 Experiments

Paraphrases can be seen as mostly bidirectional tex-
tual entailments (Androutsopoulos and Malakasio-
tis, 2010). Sentential paraphrase corpora are pro-
hibitively small for training large neural networks,
but textual entailment corpora are quite large thanks
to the SNLI dataset. Our aim is to exploit this situa-
tion by performing transfer learning from the entail-
ment generation (EG) task (given sentence S, gen-
erate sentence T that can be inferred from S) to the
paraphrase generation (PG) task. We also fine-tune
the weights on the larger PPDB corpus before trans-
ferring to the Microsoft Research Paraphrase Cor-
pus (Dolan and Brockett, 2005, MSRP), used for the
paraphrase detection task. In addition, we also test
the multiple transfer in reverse order.

3.1 Model

We use the state of the art SEQ2SEQ models with
attention1, described in Luong et al. (2015). We train
a 2-layer LSTM with 2000 hidden units and word
embeddings of size 1000.

3.2 Datasets

We use the MSRP and PPDB datasets featuring
paraphrase pairs and the SNLI dataset featuring tex-

1https://github.com/harvardnlp/seq2seq-attn

Dataset Train Validation Test
MSRP 3,854 1,652 2,294
PPDB(XS) 457,000 114,888 -
SNLI 183,416 3,329 3,368

Table 1: Datasets statistics (number of pairs)

tual entailments. We discard the negative examples
from the MSRP dataset. We discard the neutral
and contradiction examples and only keep entail-
ment pairs from the SNLI corpus. We also use the
small (XS) phrasal subset of the PPDB dataset, due
to its higher-scoring pairs as compared to the other
variants of PPDB. We also augmented all datasets
with the inverse pair (Y,X) for each pair of sen-
tences (X, Y ) - this approach is completely justified
for paraphrases, but it also makes sense for SNLI if
we treat an entailment pair just as a paraphrase pair.

The MSRP dataset is small, but it features long
sentences with lots of numbers and proper nouns,
which is rather problematic when predicting words
from fixed-size vocabularies. The PPDB dataset
contains a large number of short, but high-quality
paraphrase pairs. We hypothesize that the SNLI en-
tailments could prove useful in paraphrase genera-
tion, due to the large lexical overlap between the
premise and the hypothesis.

An overview of the datasets and their
train/validation/test sizes is shown in Table
1.

3.3 Transfer learning

In order to perform transfer learning in scenarios of
type X −→ Y , where X and Y are two datasets
for the same or different tasks, we follow the next
steps. We train the SEQ2SEQ models on dataset X,
keeping the configuration with the lowest perplexity
on the validation set of X. We then transfer the pa-
rameters to a new model that are retrained on dataset
Y.

Transfer learning in scenarios of type X −→
Y −→ Z is similar to the process described above,
but with the additional transfer from task/dataset Y
to task/dataset Z.

All models are compared with the MSRP base-
line, where a SEQ2SEQ model is trained on the
MSRP training set alone.
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Figure 1: Perplexities with direct transfer

Experiment name test
perplexity
per word

BLEU
score

MSRP 14.37 0.09
SNLI −→MSRP 3.97 7.17
PPDB −→MSRP 3.73 10.29
SNLI −→ PPDB
−→MSRP

3.08 15.76

PPDB −→ SNLI
−→MSRP

3.78 12.91

Table 2: BLEU score and perplexity on the MSRP test set over

different transfer scenarios

3.4 Training

All models are trained using stochastic gradient de-
scent (SGD), with a learning rate decay of 0.5 if the
validation perplexity does not decrease on consecu-
tive epochs. The models are trained for 20 epochs
each. We perform early stopping by keeping the
configurations with the lowest perplexity on the val-
idation set.

3.5 Evaluation

To generate paraphrases, we use beam-search with
a beam size of 5. We report the BLEU score (Pa-
pineni et al., 2002) and the perplexity of the recon-
structed sentences for the MSRP test corpus. Al-
though no standard metric has proved conclusive
for evaluating paraphrase generation, BLEU score
has been shown to correlate fairly well with hu-
man judgements (Chen and Dolan, 2011), especially
when more references are being used. We also plot
the perplexity on the training and validations sets of
different transfer scenarios.

Figure 2: Perplexities with one-hop transfer

4 Results

4.1 Quantitative results

Transfer learning improves perplexity and
BLEU score

In Figure 1 we notice that transferring from the
PPDB paraphrases yields lower perplexities than
from the SNLI entailments. Not surprisingly, the
additional transfer further lowers perplexity. How-
ever, Figure 2 shows that perplexity is slightly lower
when transferring from entailments through addi-
tional paraphrases than the other way around.

The higher BLEU scores in Table 2 also seem to
correlate well with the lower validation perplexities,
with SNLI −→ PPDB −→MSRP proving to be the
best transfer setting. One possible explanation is that
entailment pairs have a stronger lexical, but a weaker
semantic overlap. Then phrasal (multi-word) para-
phrases from PPDB are used to improve the seman-
tic equivalence needed for paraphrasing. We turn
to qualitative analysis, where we generate sentences
using the SNLI −→ PPDB −→MSRP model.

4.2 Qualitative results

Results in Table 3 show that the model is able to
restate parts of the input sentences, but fails to retain
the whole meaning.

In the first two examples, the models drops the
proper names and the description following the di-
alogue. The second example shows little variation
in the input sentence. The third example reflects
a more diverse vocabulary, but again suffers from
dropping parts of the input. The fourth example re-
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Source sentence Decoded sentence Target sentence

current chief operating officer
mike butcher and group chief fi-
nancial officer alex arena will re-
port to so

the chief executive officer
and chief financial officer to
report to so .

pccw ’ s chief operating offi-
cer , mike butcher , and alex
arena , the chief financial of-
ficer , will report directly to
mr so .

” there ’ s no reason for you to
keep your skills up , ” the judge
told the convicted crack cocaine
kingpin .

” there is no reason for you to
keep your skills up . ”

” there ’ s no reason for you
to keep your skills up , ” u .
s . district judge j . freder-
ick motz told mcgriff after he
was sentenced .

those reports were denied by the
interior minister , prince nayef .

such reports were refused by
internal affairs .

however , the saudi interior
minister , prince nayef , de-
nied the reports .

the letter bomb sent to prodi ex-
ploded in his hands but he was
unhurt .

the letter was sent to prodi
in his hand but he was sur-
rounded .

it exploded in his hands , but
the former italian prime min-
ister was unhurt .

Table 3: Four examples of source sentences from the MSRP test set, along with the decoded and the target sentences

tains part of the original meaning, but doesn’t con-
tain important words such as ’bomb’ and ’exploded’.

The truncation effect may be due to training on
the entailment pairs, because most of the hypothe-
ses featured in the SNLI dataset are shorter than the
premises.

Also, without a copying mechanism, it is chal-
lenging for SEQ2SEQ models to predict proper
names, especially if they are rare or out of training
vocabulary.

5 Conclusions and future work

In this paper, we investigated the use of SEQ2SEQ
neural models for paraphrase generation. The ma-
jor limitation in training such models is the shortage
of corpora with (complex) sentential paraphrases,
which we overcame by performing transfer learning,
first using textual entailment and then phrasal para-
phrase pairs.

We showed that transfer learning improves the
BLEU score of the generated paraphrases in all
transfer settings and that transfer works best when
transferring entailments to short paraphrases and
then to the longer paraphrases from the MSRP cor-
pus.

Qualitative results showed promising results, with
the model being able to restate parts of the input sen-
tence fairly well. Further areas of research should
address the lexical variety and should look into in-
corporating copying mechanism into the network so
that rare or unknown words are picked up during
paraphrasing.
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