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Abstract 

A study of conversations on Twitter found 
that some arguments between strangers led 
to favorable change in discourse and even 
in attitudes. The authors propose that such 
exchanges can be usefully distinguished 
according to whether individuals or groups 
take part on each side, since the opportuni-
ty for a constructive exchange of views 
seems to vary accordingly. 

1 Introduction 

As abusive language proliferates online, research-
ers struggle to define it, to detect it reliably, and to 
find the best ways to diminish it. ‘Counterspeech’ 
is gaining currency as a grassroots  alternative to 
takedown, for diminishing abuse and hatred 
online. Counterspeech - which we define as a di-
rect response to hateful or harmful speech - can be 
practiced by almost anyone, requiring neither law 
nor institutions. In this paper, we report counter-
speech that apparently had a favorable effect on 
people to whom it responded. We also offer dis-
tinctions that may be useful for more reliable de-
tection of both counterspeech and of abusive lan-
guage - and for designing more  effective counter-
speech. 

Many authors observe, as we do, that counter-
speech varies greatly, in tone and in communica-
tive strategies, and several papers offer categories 
of counterspeech, providing useful frameworks 
for observation and further study (Bartlett & Kra-
sodomski-Jones, 2015; Briggs & Feve, 2013; 
Saltman & Russell, 2014). Some authors use the 
term ‘counterspeech’ expansively, however, to re-
fer to any content that counters or contradicts 
hateful or extremist content - not necessarily in re-
sponse to any particular speech act. A much 
broader category than ours, this could include 

forms of education, propaganda, and public in-
formation.  

Our findings on counterspeech are preliminary, 
yet novel. The idea that ‘more speech’ is a remedy 
for harmful speech has become widely accepted 
since U.S. Supreme Court Justice Louis Brandeis 
propounded it in 19271 – without supporting da-
ta.  We found counterspeech on Twitter2 that, to 
our surprise, was followed by apologies or other 
signs of favorable impact on the account to which 
the counterspeech responded. Our findings are 
qualitative, since reliable quantitative detection of 
hateful speech or counterspeech is a puzzle yet to 
be fully solved due to the great variations in lan-
guage employed, though we have made some 
progress on detection (Saleem, Dillon, Benesch, 
& Ruths, 2016). It is even more difficult to detect 
automatically ‘successful counterspeech,’ or coun-
terspeech that has a favorable impact on an inter-
locutor. Therefore, although we used automated 
collection methods, most of the cases reported 
here were found in news reports and other litera-
ture. 
Here we focus on a central idea: that just as “abu-
sive language” is a very broad category, so is 
counterspeech, and in both cases, the nature and 
impact of the language varies with the number of 
people involved: whether it is produced by an  
                                                
1 Justice Brandeis asserted in his concurring opinion in 
Whitney v California that to expose “falsehood and falla-
cies” and to “avert the evil,” “the remedy is more speech, 
not enforced silence” (Whitney v California, 1927, U.S. Su-
preme Court, p. 377) 
2 We first observed successful counterspeech on Twitter in 
Kenya in 2013, during a project to study hateful and dan-
gerous speech online during the months leading to a presi-
dential election. See iHub Research (2013). Subsequently, 
we worked with Twitter staff to find other examples of suc-
cessful counterspeech, including in response to the selection 
of Nina Davuluri as Miss America 2014, and in response to 
homophobia on Twitter in France. 
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individual or a group, and whether it is directed at 
an individual or a group. Thus there are four “vec-
tors” in each of which counterspeech functions 
quite differently, as abusive speech also does: one-
to-one exchanges, many-to-one, one-to-many, and 
many-to-many. We also extrapolated a set of 
counterspeech communicative strategies from our 
data; those will be reported separately. 

Hate speech and abusive speech online have 
been studied by multiple authors3 yet they are still 
contested terms (Benesch, 2014; Mendel, 2012). 
Since it can be difficult to know a speaker’s state 
of mind or intent, especially from a tweet, we use 
the term “hateful speech” to identify, and focus 
on, an expression of hate.   

2 Challenges to detection of counter-
speech 

Computational approaches are required in order to 
study and engage counterspeech efforts at scale. 
The most fundamental computational capability 
we sought is automated detection of counter-
speech (and the original posts to which the coun-
terspeech responded). 

To our knowledge, virtually no work has been 
published on the detection of counterspeech. De-
spite being entirely open, the typology outlined 
here offers several insights into the complexity of 
the detection problem and promising ways of un-
derstanding the relative hardness of different sub 
problems. Specifically, we have identified that 
counterspeech can involve a broad range of audi-
ence sizes - from single counterspeakers to whole 
communities. Further, we find that a single coun-
terspeech act can exhibit a number of different 
communicative strategies including humor, emo-
tional appeals, multi-stage dialog, and overt verbal 
attack itself. These two factors have implications 
for the difficulty of the detection task. 

2.1 Forms of counterspeech acts 

Counterspeech acts can assume many forms. Cru-
cially, in our review of known counterspeech acts, 
we have observed no indication that these forms 
are templated - meaning that any two arbitrary 
counterspeech acts will not share language, syn-
tax, or style. This contrasts, for example, with 
event references, conversations, mentions of poli-
ticians, and other tweet acts that carry more regu-
                                                
3 Cyberbullying also has an extensive literature, which is 
outside the scope of this project. 

lar structure. The implication of this is that before 
automated methods can be developed, we require 
a better understanding of the (potentially quite 
subtle) structures that counterspeech acts have in 
common. Notably, a viable alternative to this 
would be using deep learning techniques, which 
would learn the relevant structures themselves. To 
use such approaches, we require very large da-
tasets of known counterspeech acts in order to 
train a classifier. 

2.2 Number of speakers 

Given the sheer number of tweets generated each 
day, detection of specific tweet sets can become 
harder as the size of that set shrinks. This is par-
ticular true of tweet sets that lack easy-to-identify 
structural indicators (e.g., the use of a shared 
hashtag). As a result, counterspeech involving on-
ly one or a few counterspeakers is quite hard to 
identify: not only will there be few tweets in an 
entire ‘conversation,’ but the tweets may lack a 
strong signal that a classifier can use. On the other 
hand, counterspeech acts involving many users 
may adopt Twitter conventions such as mentions, 
retweets, and hashtags that could act as strong 
signals for a classifier. 

Ultimately, it seems that some counterspeech 
acts and events will be easier to detect than others. 
While focusing on these easier sub problems pre-
sents a promising direction for future work, we - 
as a community - must remain aware that these 
classifiers will offer an incomplete picture of the 
broader counterspeech phenomenon on Twitter. 
Future studies should appropriately contextualize 
their findings and advances by also exploring the 
kinds of counterspeech their classifiers cannot de-
tect. 

3 Methods 

As mentioned earlier, automatic detection of 
counterspeech is currently an unsolved problem. 
This made collecting data for our analysis a non-
trivial task. Primarily, we closely followed devel-
oping news stories on controversial topics 
searched Twitter for discussion of such topics, and 
carried out informal surveys, searching for what 
we nicknamed “golden conversations” - three step 
exchanges between at least two accounts, in which 
hateful speech was met by counterspeech, fol-
lowed by a sign of favorable impact on the first 
account or accounts. The last step could be an 
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apology, a recanting, or a deleted tweet or account 
(the latter two were ambiguous signals, however). 

We also collected our own sample of Twitter 
data with trending and relevant hashtags on the 
controversial topics, using Twitter streaming and 
search APIs to aggregate public tweets while the 
selected hashtags were still being used, sometimes 
for conversations. We then qualitatively analyzed 
the collected tweets and coded them as hateful 
speech or counter speech. In some cases, we used 
metadata from the collected tweets to find specific 
conversations on Twitter, to gain a better under-
standing of how a hashtag was used in context. 

4 Vectors 

We observed significant distinctions in counter-
speech conversations, according to the number of  
participants in each stage or side. Harassment of 
an individual by a group of people, for example, is 
very different in nature and likely consequences, 
from hatred directed by one person against an en-
tire racial or ethnic group. 

Likewise, responses to an individual can be re-
ceived very differently than responses to groups. 
Identifying numerous models for responses will 
help the chances of successful attempts, especially 
in media, including online (Pajares, Prestin, Chen, 
& Nabi, 2009, p. 293-297). These vectors can be 
helpful for individuals who witness abusive lan-
guage, but are unsure how to respond. For exam-
ple, the threshold to assume the responsibility to 
respond one-to-many may be too high, and thus a 
one-to-one response can be a more attractive or 
feasible counterspeech strategy. 

4.1 One-to-one  

Some of the most striking cases in which counter-
speech seems to convince a person to change dis-
course are conversations between (only) two peo-
ple. Where someone seems firmly committed not 
only to hateful ideology but to declaring it public-
ly, we would not expect counterspeech to sway 
that person. Yet in some cases, it apparently has – 
and has even helped to bring about lasting change 
in beliefs, not only speech. In these cases, we ob-
serve counterspeech strategies including: an em-
pathic and/or kind tone, use of images, and use of 
humor. This counterspeech usually labels the con-
tent as hateful or racist, not its author.  

A conversation in which nearly all of these 
strategies were used took place on January 19, 

2015 – Martin Luther King (MLK) Jr. Day in the 
United States. It began with this tweet:  

“In honor of MLK day today, I'm taking a vow 
to use the word “nigger” as many times as possi-
ble and in the most inappropriate times” 

A writer and activist4 discovered the tweet and 
responded with anti-hatred quotes from King, one 
after another.  The first tweeter replied with a tor-
rent of racist messages. The activist made an em-
pathetic reference to the mother of the first tweet-
er. After several more exchanges, he abruptly 
wrote to the woman he had been attacking vi-
ciously, “you’re so nice and I’m so sorry.” (Payne, 
2015). 

Another striking example of one-to-one coun-
terspeech is the case of Megan Phelps-Roper, who 
was fully convinced of the extreme homophobic 
tenets of the Westboro Baptist Church, in which 
she was raised - until she started a Twitter account 
to spread the views of the church. On Twitter she 
encountered people who challenged her views and 
engaged her in other ways, including humor and 
suggestions for music she might enjoy. Extended 
online conversations with two of them completely 
changed Phelps-Roper’s views, by her own ac-
count. She ended up leaving the church. This case 
is described in detail by Adrian Chen (2015). 

It is no surprise that deep and/or lasting change 
in discourse and beliefs - difficult to achieve by 
any means, online or offline - can take many 
tweets. Another distinguishing feature of one-to-
one conversations is that, even on Twitter, they are 
not always public, since a message sent through 
Twitter’s “direct message” feature is visible only 
to the sender and the receiver.  In Megan Phelps-
Roper’s case, she and her new interlocutors also 
used one-to-one messaging apps other than Twit-
ter.  

In a less public online context, people may feel 
less guarded and therefore more open to dissent-
ing views. On the other hand, if their conversa-
tions are invisible to the larger ‘audience,’ the au-
dience can neither join in nor be favorably influ-
enced by the conversation, except in rare cases 
when it is described elsewhere, as in Chen’s arti-
cle (2015).   
                                                
4 We’ve erred on the side of not revealing the identities of 
people in the cases we describe in order to protect them and 
to preserve their privacy. We’ve made exceptions, however, 
for public figures and/or those who have already chosen to 
discuss the case publicly. 
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4.2 One-to-Many 

Some Twitter users have taken it upon themselves 
to try to change way in which others express 
themselves publicly on Twitter, by searching for 
the use of certain terms or phrases and rebuking 
those who use them. This sort of activist effort can 
be described as one-to-many counterspeech, 
though we note that it can also be understood as 
many one-to-one exchanges. 

In one example, Dawud Walid, an African-
American Muslim man, searched for variations of 
the word ‘abeed’ which means ‘slave’ and was 
used in tweets to refer to black people. He sent an 
op-ed he had written, entitled “Fellow humans are 
not abeed,” to Twitter users who had tweeted the 
term. He received a variety of responses, from 
apologies and promises not to use the word again, 
to a tweet that repeated the word as many times as 
possible in 140 characters (Walid, 2013). Other 
similar efforts are the accounts @YesYoureRacist 
and @YesYoureSexist, which retweeted examples 
of racist and sexist content (often e.g. beginning 
with the phrase “I’m not racist, but…”).  

In each of these cases, counterspeech is met 
with a range of responses, from apologies to angry 
argument. In another example of one-to-many 
counterspeech, some users deliberately tweet on a 
hashtag with which they disagree, such as 
#stopislam, to reach people who agree with it.  

4.3 Many-to-One 

In some cases, news of an objectionable tweet (or 
hashtag) goes viral, and many Twitter users – 
sometimes thousands – join in counterspeech. 
This can be salutary where it catches enough of 
the attention of the original speaker to be success-
ful but not harassing, as in the case of a user who 
tweeted his outrage that Nina Davuluri (whom he 
erroneously identified as an Arab) had been cho-
sen as Miss America 2014. After receiving tweets 
that variously corrected his error and called him a 
racist, he first responded “I didn’t realize it would 
explode like that #unreal” and then tweeted at 
Davuluri, apologizing. The furor died down 
quickly, and the user is still on Twitter, at this 
writing.  

In other cases, however, huge numbers of angry 
Twitter users have overwhelmed others, rising to 
the level of harassment. Original speakers hastily 
delete tweets or even their accounts, but even that 
can be an insufficient refuge in the face of, for ex-
ample, counterspeakers who contact their em-

ployers, demanding that they be fired for tweets or 
posts. This has indeed led to firing in several cases 
(Ronson, 2015). 

The blog “Racists Getting Fired” made a prac-
tice of punishing people who posted racist content 
by contacting their employers and, similarly, de-
manding that they be fired (McDonald, 2014). 
Such responses are no doubt successful at chang-
ing the online speech of their targets, but may on-
ly harden the hateful convictions of those targets, 
and constitute online mob justice. 

4.4  Many-to-Many 

Conversations among large numbers of people 
online are of interest, not least because of the im-
pressive scale on which they often take place. We 
observed counterspeech surging when strangers 
met and argued online, often because they were 
interested in the same offline event. On Twitter, 
such conversations generally form around 
hashtags. 

Hashtags can themselves constitute hateful and 
abusive language – or counterspeech – and they 
often gather or inspire ‘many-to-many’ conversa-
tions. The use of “a hashtag can be seen as an ex-
plicit attempt to address an imagined community 
of users… as each user participating in a hashtag 
conversation acts potentially as a bridge between 
the hashtag community and members of their own 
follower network” (Bruns & Burgess, 2012, p. 
804). Often, one hashtag represents one general 
view or normative group, such as #Black-
LivesMatter, with others represent opposing or 
dissenting views, such as #BlueLivesMatter 
(which refers to police for their blue uniforms), or 
#AllLivesMatter.  

One of the most vitriolic hashtags we found, 
#KillAllMuslims, trended in the immediate after-
math of the Charlie Hebdo massacre of January 
2015 - and then was quickly taken over by coun-
terspeakers expressing their dismay that it existed. 
One counterspeech tweet that uses the hashtag 
was retweeted more 10,000 times: “Not muslim 
but never thought about this b4 #CharlieHebdo 
#KillAllMuslims #Muslims pic.twitter.com/ 
LL1pkPk6uk.”  The link was to an image of visu-
al similarities among religious traditions, e.g. a 
Catholic nun in a habit and a Muslim woman in 
hijab. 

Notably, trending hashtags can be more widely 
and quickly disseminated than any tweet. When 
#KillAllMuslims trended, for example, thousands 
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of people on Twitter could not help but notice two 
things: the hashtag called for mass murder or gen-
ocide, and thousands of people had typed it and 
sent it.  

The fact that a hashtag is trending can also have 
a major impact on how Twitter users perceive 
norms on the platform. It is dismaying when hate-
ful hashtags trend, and reassuring when counter-
speech does. The hashtag #YouAintNoMus-
limBruv, for example, trended after a bystander 
yelled the same phrase at a would-be attacker in 
London in December 2015. 

5 Further Research 

A worthy topic for further study would be the 
norm-influencing capacity of hashtags around 
public events and controversies, for two reasons: 
they draw large numbers of people, and those 
people are often of strikingly different views.  

Without such a catalyst, people of very differ-
ent convictions are less likely to exchange them 
since they spend most of their time in like-minded 
silos, reading content with which they mainly 
agree (Anderson & Raine, 2010, p. 18; Conover et 
al., 2011; Lewandowsky et al., 2012, p. 111; 
Zuckerman, 2013). Certain ‘places’ online, includ-
ing Twitter accounts that draw devoted fans and 
ardent critics,  also draw strikingly different read-
ers or audiences, who are thus exposed to one an-
other’s ideas. This famously leads to conflict; 
however in some cases there are constructive ex-
changes which are worth finding and studying. 
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