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Abstract

Previous work on classifying Twitter
users’ political alignment has mainly fo-
cused on lexical and social network fea-
tures. This study provides evidence that
political affiliation is also reflected in fea-
tures which have been previously over-
looked: users’ discourse patterns (pro-
portion of Tweets that are retweets or
replies) and their rate of use of capital-
ization and punctuation. We find robust
differences between politically left- and
right-leaning communities with respect to
these discourse and sub-lexical features,
although they are not enough to train a
high-accuracy classifier.

1 Introduction

Characterizing social media users based on their
political affiliation is an ongoing challenge in Nat-
ural Language Processing and Computational So-
cial Science (Conover et al., 2011; Cohen and
Ruths, 2013; Sylwester and Purver, 2015; Wong
et al., 2016). In addition, linguistic reflections of
political identity are of interest to sociolinguists
(Hall-Lew et al., 2010; Labov, 2011). However,
the approaches of these two communities of re-
searchers with respect to identifying political af-
filiation are somewhat different. Large-scale com-
putational work has generally focused on the clas-
sification of Twitter users based on social net-
work and lexical features. Conover et al. used
unigrams (excluding punctuation) and social net-
works (Conover et al., 2011), while Cohen and
Ruths used a large feature set including words,
stems, bi- and trigrams, and hashtags (Cohen and
Ruths, 2013). Sylwester and Purver, who were
interested in characterizing psychological differ-
ences between Democrats and Republicans, fo-

cused on word frequency, friend-follower ratio and
Linguistic Inquiry and Word Count (Pennebaker
et al., 2001)–although they also excluded punctua-
tion from their data. Another study by Wong et al.
used no linguistic features at all, relying instead on
social network relations with users whose political
affiliation was known (Wong et al., 2016).

Much of the sociolinguistic work, on the other
hand, has focused on sub-lexical features that en-
code political identity. Hall-Lew et al., for in-
stance, found that American political party af-
filiation was strongly associated with whether a
speaker produced the final syllable in “Iraq” to
rhyme with “rock” or “rack” (Hall-Lew et al.,
2010). Kirkham and Moore found that British
politician Ed Miliband modulated his use of t-
glottalling depending on his audience (Kirkham
and Moore, 2016).

While the bulk of the sociolinguistic work has
focused on speech, there is a growing body of
evidence that, unsurprisingly, sociolinguistic vari-
ation is also reflected in text (Eisenstein, 2015;
Grieve, 2016; Nguyen, 2017). Punctuation in par-
ticular has been used as a feature in a variety of
tasks, including authorship identification (Chaski,
2005; Abbasi and Chen, 2005) and predicting
users’ gender (Bamman et al., 2012) and personal-
ity (Pennebaker et al., 2015; Golbeck et al., 2011).
In addition to punctuation, there is some evidence
that variation in capitalization is an important
stylistic feature in informal computer-mediated
communication (Ling, 2005).

What has not been investigated is whether these
sub-lexical text features, like capitalization and
punctuation, vary with users’ political affiliation.
Our central question is this: while earlier work
shows that it possible to identify a user’s politi-
cal affiliation with high accuracy using lexical and
social-network features, can we also do so using
sub-lexical features and without relying on social
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network relationships?
This approach has several advantages. The

main one is the promise of a classifier that will
remain accurate over time. One reason for word-
based models’ high accuracy is that they are cap-
turing underlying differences in the topics each
community is discussing. However, given that the
topics of political discussion change frequently,
these models may only be useful for a limited time
frame. There is little reason, however, to suppose
that non-lexical features (like patterns of use of
capitalization or punctuation) would change at the
same rate. In addition, if the features proposed
here can successfully be applied to classifying po-
litical alignment, they may prove useful in iden-
tifying troll accounts. If a user from one political
affiliation creates a fake account for the purpose of
trolling users of an opposing political affiliation,
they may consciously adopt vocabulary and hash-
tags from the community they intend to imperson-
ate. However, it is possible that these users will
not be adopt stylistic norms of capitalization and
punctuation, which may aid in identifying them.

2 Data

Our data, including collection and clustering
methods, are borrowed from (Stewart et al., un-
der review). Using the Twitter Streaming API, we
collected Tweets containing the terms ‘shooting,’
‘shooter,’ ‘gun shot,’ or ‘gun man,’ as well as plu-
ral and contracted forms of each term, in order to
control for topic. This collection lasted roughly
nine months, from December 31, 2015 to October
5, 2016 and yielded 58,812,322 Tweets. From this
larger set of Tweets, we selected all Tweets con-
taining “#blacklivesmatter”, “#bluelivesmatter” or
“#alllivesmatter” (the first strongly indicative of
Left-leaning politics, the latter ones more charac-
teristic of the Right), which left us with a smaller
dataset of 248,719 Tweets. Each of these Tweets
contains both a shooting-related term and one of
the three hashtags.gun

We next collected user data to construct a so-
cial graph. We collected only the user data for the
8,524 users who contributed at least four Tweets to
the sampled dataset. For each user, we collected
their followers list, capped at 100,000 followers.
Followers were collected between one and three
months after the end of Tweet collection: Novem-
ber 15, 2016 to January 17, 2017.

Using the follower data from the 8,524 users,

Figure 1: Shared Audience clusters.

we constructed the shared audience graph in Fig-
ure 1. In comparison to friend/follower networks,
the shared audience network elicits communities
of shared attention (i.e. audience), or potential in-
fluence. In this graph, each node is an account,
and each edge represents the shared audience be-
tween two accounts. The shared audience metric is
defined as the Jaccard similarity of followers lists
(audiences) for any two accounts (see Equation
1). To prioritize the strongest connections while
preserving the nuances of smaller edge weights,
we select the top 20th percentile of edges by edge
weight, or roughly 5 million of the 25 million orig-
inal edges. Of the 5 million edges, the minimum
edge weight represented an audience overlap of
1.78%.

jaccard(A, B) =
|A ⋂

B|
|A ⋃

B| (1)

Our final step in constructing our graph was us-
ing Louvain clustering to elicit closely connected
communities (clusters) (Blondel et al., 2011). We
used Gephi (Bastian et al., 2009) to run the cluster-
ing algorithm and visualize the resulting graph. As
shown in Figure 1, the clustering algorithm pro-
duced five large clusters, along with a multitude
of smaller clusters and disconnected nodes.

Our analysis focuses on the five most promi-
nent clusters. For each of these clusters, we
identify them by the most commonly used hash-
tags in user account descriptions, shown in Table
2. Based on the frequent use of such hashtags
as “#feelthebern” and “#imwithher,” which refer
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Cluster ID Size Common hashtags
4 2153 #imwithher, #feelthebern
2, 6, 7, 9 4689 #maga, #trump2016

Table 1: Clusters and commonly-used hashtags in user account descriptions from each cluster.

to support for 2016 Democratic Party presiden-
tial primary candidates Bernie Sanders and Hillary
Clinton, respectively, we define cluster 4 as largely
left-leaning, while clusters 2, 6, 7, and 9 are
largely right-leaning, as evident by frequent use
of “#trump2016” and “#maga,” an acronym for
Donald Trump’s campaign slogan “Make America
Great Again.” For the binary classification task,
we define cluster 4 as the Left and collapse clus-
ters 2, 6, 7, and 9 into a composite Right category.

3 Features

Four features were calculated on a per-user ba-
sis: the proportion of Tweets that were replies, the
proportion that were retweets, the average number
of punctuation marks per Tweet and the average
number of capital letters per Tweet.

3.1 Discourse Features

The first two are discourse features that may rep-
resent group interaction norms. A higher propor-
tion of replies suggests that a user is engaging in
a more conversations (compared to broadcasting),
while a higher proportion of retweets suggests that
a user is instead amplifying other users.

While there was not a significant difference be-
tween the Left and Right Twitter accounts in terms
of retweets (t(3942)=-3.06, p >0.0001), there was
a very robust difference in proportion of replies
(t(3656)=6.45, p <0.0001). This can be seen in
Figure 2. In particular, users from the Right were
more likely to have no replies in the dataset than
users from the Left.

3.2 Punctuation and Capitalization

Punctuation, as discussed above, is an established
feature in text analysis. While most analyses look
at the use of individual punctuation characters, in
order to maintain parallelism with capitalization
we instead used the average number of punctua-
tion marks per Tweet for each user. This calcu-
lation was done on Tweets which had URLs and
mentions (which contain the @ symbol) removed.

Capitalization was included as a feature based
on empirical observations of differences between

Figure 2: Proportion of Tweets that are replies,
per user and per affiliation. A greater number of
right-affiliated users have a smaller proportion of
replies, i.e., replies make up a relatively small pro-
portion of their Tweets.

these communities. Less capitalization is associ-
ated with an informal, casual or nonchalant writ-
ing style, but also seems to be a marker of Left-
leaning identity. This is explicitly discussed in a
viral Tweet (currently >120 thousand favorites) by
Twitter user @PatrickCharlto5. The Tweet reads
“when you accidentally type a capital letter at the
beginning of a sentence” with an attached stock
photo of a man with his head in his hands, with
the caption “oh no my aloof and uninterested yet
woke and humorous aesthetic” (Charlton, 2017).
The term “woke” refers to an awareness of so-
cial justice issues that are especially prevalent in
Left-leaning communities, and the Tweet directly
indexes the evocation of the “woke aesthetic” via
casual writing style.

Users in these two group used significantly
different amounts of both punctuation (t(5006)=-
6.22, p <0.0001) and capitalization (t(4465) = -
16.051, p <0.0001). The distribution of users by
group can be seen in Figure 3. In keeping with
earlier observations, users from the Right tended
to use more capitalization and more punctuation
marks. In addition there was a strong positive cor-
relation between the amount of punctuation and
the amount of capitalization used per Tweet over
all users (r(6831)= .33, p <0.0001). This co-
variance suggest that these may both reflect the
same underlying stylistic differences.

Our findings have interesting implications in
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that they suggest that Left-aligned Twitter users,
whether consciously or not, adopt a casual writing
style more than Right-aligned users do. We do not
have information on age or education level, which
may be confounding factors in stylistic choices on-
line.
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Figure 3: Use of punctuation and capitalization by
affiliation. Each dot represents the average num-
ber of punctuation marks and capital letters per
Tweet by an individual user. Right-affiliated users
tend to use more punctuation and capitalization
overall.

4 Classification

With the exception of the proportion of a user’s
Tweets which are retweets, all of the features dis-
cussed above are robustly different between these
communities. However, it is possible that these
differences are not great enough to aid in classifi-
cation. In order to asses this, we constructed two
classifiers were trained using the significant fea-
tures discussed above.

Because the number of users from the Left
and the Right are imbalanced in full data set, we
trained and tested on a balanced subset of the data.
We randomly sampled users from the Right to cre-
ate a subset that had as many users as the Left.
90% of each subset was assigned to training set,
and the remaining 10% was used as the test data
for cross-validation.

Both an SVM and KNN were trained and eval-
uated in R (using the e1071 (Meyer et al., 2015)
and Class (Venables and Ripley, 2002) packages,
respectively). To select K for the KNN classifier,
models were trained with K’s of 1 through 200
(inclusive) and the most accurate selected, in this
case 77.

Table 2: Though neither of our classifiers beat the
state-of-the art, they did classify users well above
chance using only three non-lexical features.

Study Accuracy
Conover 87%
Cohen (politically active accounts) 84%
Wong (no linguistic features) 94%
KNN classifier (this study) 64%
SVM classifier (this study) 65%

As can be seen in Table 2, neither model
reached the same accuracy as those used in earlier
work. However, both models classified the polit-
ical affiliation of accounts in the test set at well
above chance. Results would likely be improved
by incorporating other features known to aid in
predicting political affiliation.

5 Conclusion

This study provided evidence that certain dis-
course and character-level features are sociolin-
guistically active markers that vary with users’ po-
litical affiliation. This suggests several interesting
areas for future work, especially in looking at the
sociolinguistic role of sub-lexical text features.

We have also shown that it is possible to clas-
sify Twitter users’ political affiliation well above
chance without using lexical or social network
features. Further work is necessary to determine
whether the features discussed here are stable over
time. It is possible that they may be more sta-
ble than lexical features, especially if the latter are
capturing differences in what topics each commu-
nity discusses. These results strongly suggest that
researchers looking at political affiliation should
reconsider stripping punctuation from Tweets, as
they contain useful information on community
norms.

Finally, it should be noted that the analysis
in this paper was done on Tweets which con-
tained hashtags. This is an important consider-
ation, as previous work has found that Tweets
which contain hashtags are less likely to include
sociolinguistically-marked forms, even if the user
uses them in other Tweets (Shoemark et al., 2017;
Goldman, 2017). Rather than invalidating these
results, however, this strengthens them: if this so-
ciolinguistic variation survives in an environment
which discourages the use of social markers, this
suggests that it is very robust.
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