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Abstract

In this paper we present a set of experi-
ments and analyses on predicting the gen-
der of Twitter users based on language-
independent features extracted either from
the text or the metadata of users’ tweets.
We perform our experiments on the
TwiSty dataset containing manual gen-
der annotations for users speaking six dif-
ferent languages. Our classification re-
sults show that, while the prediction model
based on language-independent features
performs worse than the bag-of-words
model when training and testing on the
same language, it regularly outperforms
the bag-of-words model when applied to
different languages, showing very stable
results across various languages. Finally
we perform a comparative analysis of fea-
ture effect sizes across the six languages
and show that differences in our features
correspond to cultural distances.

1 Introduction

Gender prediction is a well-established task in au-
thor profiling, useful for a series of downstream
analyses (Schler et al., 2006; Schwartz et al.,
2013; Bamman et al., 2014) as well as predictive
model improvements (Hovy, 2015). Most exist-
ing work on predicting gender focuses on exploit-
ing the linguistic production of the users (Kop-
pel et al., 2003; Schler et al., 2006; Kucukyil-
maz et al., 2006; Burger et al., 2011; Miller et al.,
2012; Rangel et al., 2016), just rarely using non-
linguistic information such as metadata (Plank

and Hovy, 2015) or visual information (Alowibdi
et al., 2013).

In this paper we investigate the possibility of
predicting gender of a Twitter user regardless of
the language used in his or her tweets. We per-
form our experiments on an existing dataset of
Twitter users speaking six different languages that
were manually annotated for their gender. Our
language-independent gender predictor relies on
general linguistic features, such as the usage of
punctuation, and non-linguistic features calculated
from Twitter metadata, such as the user interaction
in the form of replying, retweeting and favoriting,
time of posting, color choices, client usage etc.

The potential of a language-independent pro-
cedure for gender prediction is substantial both
for the field of natural language processing where
using extra-linguistic variables is currently gain-
ing momentum, as well as disciplines from social
sciences and the humanities working with user-
generated content, where such factors have a long
tradition. We believe that building such language-
independent procedures is the only tractable way
of moving forward given the number of different
languages used in social media and the existence
of training data only for a few high-density lan-
guages.

In the next section we briefly describe the
dataset we performed our experiments on, in Sec-
tion 3 we describe our language-independent fea-
tures, in Section 4 we give the experimental setup
of our gender prediction experiments, while in
Section 5 we present the gender prediction results,
as well as a series of analyses of the feature spaces
across languages. In Section 6 we give some con-
clusions and directions for further research.
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2 The Dataset

In our experiments we fully rely on the TwiSty
corpus (Verhoeven et al., 2016) which was devel-
oped for research in author profiling. It contains
personality (MBTI) and gender annotations for a
total of 18,168 authors posting in German, Italian,
Dutch, French, Portuguese or Spanish. The man-
ual gender annotations in the TwiSty corpus are
based on the user’s name, handle, description and
profile picture and follow the performative view of
gender, i.e., that gender is discriminated by perfor-
mances that respond to societal norms or conven-
tions (Larson, 2017). The corpus is distributed in
the form of Twitter user IDs and specific tweet IDs
of that user.

In this work we use only the user IDs and their
gender and language annotations to collect time-
lines of users through the Twitter API. For each
user we collect up to 3,200 tweets (API restriction)
and discard users with less than 100 tweets. By
doing so we collected 45 million tweets for 16,156
users across the six languages.

3 The Features

In this section we present the 51 user-level fea-
tures which we consider to be good feature candi-
dates for language-independent gender prediction.
These features follow one of the four following
feature types:

• perc - percentage of user tweets satisfying a
condition (like the percentage of tweets con-
taining emojis)

• mean - mean of a continuous tweet-level
variable (like the mean of the posting hour)

• med - median of a continuous tweet-level
variable

• var - variance of a continuous tweet-level
variable

• user - variables derived from user-level
metadata (such as the average number of
tweets published daily)

Following the perc type, we define the follow-
ing features: usage of various clients for posting
the tweets (Android, iOS, web), presence of spe-
cific textual elements (emojis, emoticons, URLs,
hashtags, mentions, commas, ellipses, question-
marks, exclamation marks) and criteria depend-
ing on tweets’ metadata (replies, posting during

working hours, posting during weekends, trun-
cated tweets, favorited tweets, quotes, retweeted
tweets).

By following the three types, mean, med and
var, we encode the following distributions in our
feature space: retweet count, favorite count, post-
ing hour, day of week the tweet was posted and
tweet length.

The last feature type, user, is used to encode
the following information: average daily number
of tweets, overall number of tweets, number of
tweets the user has favorited, number of followers,
number of friends, the ratio of follower to friend
numbers, number of lists the user is on, whether
the user has a background image defined, whether
the user has the default profile image, whether the
user has a profile description, whether the user has
a location defined, and red, green and blue color
component intensity (two-digit hexadecimal code
from the RGB color definition) of the user’s text
and background color.

4 Experimental Setup

In this section we outline the setup of our gen-
der classification experiments, whose results we
report in Section 5.1.

We train models based on standardized (zero
mean, unit variance) language-independent fea-
tures described in the previous section with sup-
port vector machines (SVMs) using a radial basis
function (RBF) kernel and optimizing the γ and C
hyperparameters via 5-fold cross-validation.

To have a reasonable point of comparison for
our language-independent models, we built bag-
of-words (BoW) models on a concatenation of all
tweets of a user by using lowercased character 5-
grams as features and an SVM with a linear kernel.

We use character 5-grams as they have proven
in our initial experiments to yield better results
than words or character n-grams of different
length. We use a linear kernel and not the RBF
one in these experiments as the number of features
is much higher than the number of instances. We
do not perform any input processing except lower-
casing as we expect useful signal for the task to be
present in non-alphabetic characters, URLs, hash-
tags, mentions etc.

The number of features in our BoW models
ranges from 6.2 million for German to 51.2 mil-
lion for Spanish.

We discriminate between in-language and
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Lang Inst. # MFC ILBoW CLBoW DE IT NL FR PT ES
DE 376 36.63 77.91 61.26 69.37 63.30 67.26 68.35 65.59 69.92
IT 429 50.96 62.46 58.66 66.98 63.91 66.76 63.73 63.47 66.12
NL 933 34.59 80.68 61.55 62.10 61.15 68.02 57.87 59.64 64.68
FR 1207 41.78 78.70 56.61 69.70 65.12 62.68 67.47 65.60 66.35
PT 3572 43.97 85.26 53.18 61.94 57.31 57.23 62.65 69.51 68.12
ES 9639 41.13 83.04 57.99 62.89 55.80 64.85 66.82 67.27 71.47

Table 1: Gender classification results on the six languages (rows), columns encoding the testing lan-
guage (Lang), number of instances (Inst. #) and the weighted F1 results on most-frequent class baseline
(MFC), in-language bag-of-words (ILBoW), average cross-language bag-of-words (CLBoW) and the six
language-independent models. Bold results outperform the corresponding BoW baseline.

cross-language experiments. In all in-language
experiments we perform 5-fold cross-validation,
while in cross-language experiments we simply
apply the model from the training language on the
test language dataset.

We use weighted F1 as our evaluation metric
and the most-frequent class baseline as our weak
baseline.

5 Results

In the first part of this section we report on the gen-
der classification results while in the second part
we perform a series of feature analyses.

5.1 Gender Classification

We report results on gender classification in Ta-
ble 1. Each of the rows represents the evalua-
tion on a specific language encoded in the first
column. The second column contains the num-
ber of instances, i.e., users available per language.
The next column encodes the most-frequent class
baseline (MFC) while the two columns that follow
contain the bag-of-words results, either in the in-
language setting (ILBoW) or the cross-language
setting (CLBoW) for which, due to space con-
straints, we report only the average results over the
five different languages.

In the remaining six columns we report the re-
sults obtained with models based on the language-
independent features trained on specific language
datasets. If the training language is the same as
the testing language, we report the 5-fold cross-
validation results. The results given in bold are
of those systems that perform better than the BoW
model with the same training and testing language.

The first observation we make is that all the
models outperform the MFC baseline signifi-
cantly. In-language BoW models perform, as ex-

pected, in all cases better than the average cross-
language BoW model. They also perform bet-
ter than most language-independent models, the
Italian one being an exception. In cases where
the training and testing language differ, in most
cases the models based on language-independent
features outperform the BoW models. We can
observe a positive effect of the training data
size on most of the BoW models since in the
three languages with less training data (first three
rows) CLBoW models outperform the language-
independent ones only in three (20%) settings,
while for the last three languages this is the case
in five (33%) settings.

Finally, the language-independent models show
much more consistent results than BoW mod-
els in the cross-lingual setting with an average
per-language variance of the cross-lingual exper-
iments of 0.001 for language-independent models
and 0.01 for BoW models.

5.2 Feature Analysis
To obtain a better understanding of the informa-
tiveness of specific features for the task at hand,
we performed a univariate analysis of each feature
in each language. On a scaled (zero mean, unit
variance) dataset of each language, we ranked the
features by the p-value of the Mann Whitney U
test.1 In Table 2 we present features ranked by the
average rank throughout our six languages. Due
to space constraints we present only the 30 high-
est ranked features.

Each feature in each language is quantified by
the effect size of the gender-conditioned distribu-
tions which we simply calculate as the difference

1The p-value quantifies the probability that we falsely re-
ject the null hypothesis that the two gender-conditioned sam-
ples were selected from populations having the same distri-
bution.
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Feature Avg rank DE IT NL FR PT ES
perc emoji 1.17 0.63 0.21 0.45 0.49 0.41 0.5
mean retweet count 11.5 0.09 0.03 0.09 0.38 0.27 0.22
red back 12.0 0.24 0.09 0.13 0.23 0.38 0.42
perc http 13.5 -0.21 -0.24 -0.25 -0.15 -0.27 -0.17
perc ios 14.0 -0.23 -0.22 -0.09 -0.19 -0.09 -0.13
var retweet count 15.17 -0.1 0.05 0.1 0.11 0.03 0.04
perc retweeted 15.33 -0.01 0.2 -0.2 0.2 0.26 0.17
perc question 16.0 -0.35 -0.13 -0.1 -0.29 -0.14 -0.11
user tweet per day 17.0 0.08 0.19 0.01 0.31 0.15 0.12
perc emoticon 18.17 -0.23 -0.25 -0.17 -0.18 -0.24 -0.1
user location 18.67 -0.17 -0.2 -0.21 -0.11 -0.17 -0.12
mean hour 19.33 0.08 0.23 0.18 0.22 -0.1 -0.02
var len text 20.0 0.25 0.24 0.2 0.24 0.01 0.08
user favour count 20.33 0.06 0.09 0.02 0.1 0.02 0.06
user tweet count 20.33 0.03 0.2 -0.01 0.23 0.13 0.09
user follow friend rat 21.5 -0.13 0.12 -0.05 -0.08 -0.04 -0.03
mean favorite count 21.5 0.16 0.09 0.02 -0.07 -0.02 -0.03
med hour 22.0 0.13 0.23 0.17 0.2 -0.01 -0.07
green back 22.17 0.2 0.04 -0.04 0.12 0.26 0.25
blue back 22.33 0.27 0.06 -0.01 0.11 0.29 0.33
perc is quote 22.83 -0.04 0.17 -0.21 0.18 0.17 0.03
perc favorited 23.33 0.31 0.16 -0.02 0.14 0.05 0.01
med retweet count 24.17 -0.08 -0.06 -0.09 0.16 0.06 0.04
var favorite count 24.17 -0.09 0.07 0.07 -0.12 -0.02 -0.03
var hour 25.17 -0.11 -0.01 -0.1 -0.14 0.21 0.05
user red text 25.83 0.15 0.05 0.09 0.22 0.13 0.16
user listed count 28.33 -0.12 -0.09 -0.09 -0.17 -0.0 -0.07
perc exclamation 28.83 0.26 0.09 0.49 -0.04 -0.04 0.14
var day 29.17 0.09 0.1 -0.0 0.14 0.12 0.12
perc hash 29.67 -0.11 -0.05 -0.03 -0.16 -0.09 -0.11

Table 2: Representation of 30 (out of 51) features with the highest average rank across languages. Each
feature in each language is represented through the difference between feature means of the female and
male subsets in a standardized dataset. Red encodes higher female mean, blue male.

in the mean of the female and the male subsam-
ple. A positive value therefore means that female
users have a higher average value of that feature
than male users, and vice versa. Let us repeat
that these calculations were performed on scaled
data, therefore these quantifications are compara-
ble across variables. To simplify the reception of
the data, we color the background of each cell ei-
ther with red (female) or blue (male) with the color
intensity corresponding to the effect size.

Such a feature representation enables a compar-
ison of various features, as well as identical fea-
tures across languages. Given the good results
of the classification task presented in the previous
subsection, we hypothesize that the effect sizes,

and especially their signs, should correspond be-
tween languages.

This hypothesis is largely confirmed, especially
on the highest ranked features. The three highest
ranked features – percentage of emoji usage, mean
retweet count and intensity of the red component
in the background color – signal that the user is
female across all the six languages. The two fea-
tures that follow – percentage of tweets contain-
ing URLs and percentage of tweets sent from an
iOS device – are indicative of the male gender,
again, across all the languages. Among the top
20 features, 5.3 out of 6 features on average have
an identical sign, while among the top 30 features
this is the case for 5.1 features.
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Figure 1: Dendrogram of the hierarchical lan-
guage clustering. Each language is represented
with feature effect sizes of all 51 language-
independent features.

Regarding the use of emojis and emoticons,
is it quite interesting that emojis are in all six
languages preferred by the female gender while
emoticons are preferred, again in all six languages,
by the male gender. Male users tend to use more
questionmarks, hashtags and share their location
across all languages, while female users tend to
produce more tweets per day, tweets of vary-
ing length, favorite more tweets and use more of
the red color component in the tweet text, again,
across all the languages.

Finally, given that there still is variation in
our feature effect sizes across languages, we in-
vestigated whether this variation follows cultural
differences between the speakers of the six lan-
guages. To investigate this matter we represented
each of the six languages as a vector of the 51 ef-
fect sizes from Table 2 and performed agglomer-
ative clustering of the six languages by using the
Euclidean distance and the complete agglomera-
tion method. The resulting dendrogram is pre-
sented in Figure 1.

The dendrogram shows that the difference be-
tween the features across languages corresponds
to the linguistic as well as cultural distance of the
cultures the languages are dominant in. We ar-
gue that the measured differences are mostly due
to cultural differences as just the small number of
punctuation-based variables, more precisely 4 out
of 51, have any linguistic merit while the rest of
the variables encodes other behavioral differences.

The two languages with the most similar feature
effect sizes are Portuguese and Spanish, this clus-
ter being expanded with French and then Italian.
At a similar distance threshold point, German and
Dutch are merged into one cluster.

Some of the variables that support such a clus-
tering outcome are (1) the percentage of tweets

that are retweeted which tends to be higher for
male users in German and Dutch and for female
users in the remaining languages, (2) the average
posting hour that is higher for male Portuguese
and Spanish users and female users in the remain-
ing languages, (3) the average number of favorites
per tweet which is higher for male users in French,
Portuguese and Spanish and female users in the
remaining languages (4) the percentage of tweets
that are quotes which is higher among male users
in German and Dutch and among female users in
the remaining languages and (5) the variance of
posting hour which is higher for female users in
Portuguese and Spanish and for male users in the
remaining languages.

6 Conclusion

In this paper we have presented a first run at the
problem of language-independent gender identi-
fication among Twitter users. We have shown
that with 51 language-independent features in
the cross-lingual setting we regularly beat the
bag-of-words baseline, and, furthermore, that the
language-independent models have a ten times
smaller F1 variance, which proves for our models
to be more robust than the bag-of-words models,
and therefore more reliably applicable to new lan-
guages.

We have analyzed the effect sizes of specific
features among languages and have shown that
our features regularly correspond across languages
which also explains why the models work reli-
ably across languages. By performing hierarchical
clustering over languages represented through fea-
ture effect sizes we have shown that the difference
in feature values across languages corresponds to
the cultural distances of the speakers of those lan-
guages.

While the results presented in this paper are
promising, there is a series of open questions that
have to be explored. The most pressing one is the
representativeness of users in the TwiSty corpus
as they are Twitter users that have self-reported
their personality test results. A way of measur-
ing this representativeness is to apply these models
to another gender prediction dataset. Further fea-
tures should also be explored (network-based, im-
age content etc.), as well as the potential of build-
ing additional language-independent author profil-
ing models, such as age or educational level pre-
dictors.
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