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Introduction

Welcome to the 2nd Workshop on Representation Learning for NLP (RepL4NLP), held on August 3,
2017 and hosted by the 55th Annual Meeting of the Association for Computational Linguistics (ACL) in
Vancouver, Canada. The workshop is sponsored by DeepMind, Facebook AI Research, and Microsoft
Research.

The 2nd Workshop on Representation Learning for NLP aims to continue the spirit of previously
successful workshops at ACL/NAACL/EACL, namely RepL4NLP at ACL’16, VSM at NAACL’15
and CVSC at ACL’13/EACL’14/ACL’15, which focused on vector space models of meaning,
compositionality, and the application of deep neural networks and spectral methods to NLP. It provides a
forum for discussing recent advances on these topics, as well as future research directions in linguistically
motivated vector-based models in NLP.
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Workshop Program

Thursday, August 3, 2017

09:30–09:45 Welcome and Opening Remarks

09:45–10:30 Keynote Session

09:45–10:30 Learning Joint Embeddings of Vision and Language
Sanja Fidler

A successful autonomous system needs to not only understand the visual world
but also communicate its understanding with humans. To make this possible, lan-
guage can serve as a natural link between high level semantic concepts and low
level visual perception. In this talk, I’ll discuss recent work in the domain of vi-
sion and language, covering topics such as image/video captioning and retrieval,
and question-answering. I’ll also talk about our recent work on task execution via
language instructions.

10:30–11:00 Coffee Break

11:00–12:30 Keynote Session

11:00–11:45 Learning Representations of Social Meaning
Jacob Eisenstein

Language plays a critical role in structuring human relationships, while marking so-
cial properties of the speaker/writer, audience, and communicative situation. With
the increasing availability of big social media datasets, computational linguists have
begun to join with sociolinguists in working to elucidate language’s social dimen-
sion. However, this promising synthesis is threatened by a theoretical mismatch
between these two disciplines. Much of the research in the emerging field of com-
putational sociolinguistics involves social-theoretical models that uncritically assign
individuals to broad categories such as man/woman, black/white, northern/southern,
and urban/rural. Meanwhile, sociolinguists have worked for decades to elaborate a
more nuanced view of identity and social meaning, but it has proven difficult to
reconcile these rich theoretical models with scalable quantitative research methods.
In this talk, I will ask whether representation learning can help to bridge this gap.
The key idea is to use learned representations to mediate between linguistic data and
socially relevant metadata. I will describe applications of this basic approach in the
context of clustering, latent variable models, and neural networks, with applications
to gender, multi-community studies, and social network analysis.
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Thursday, August 3, 2017 (continued)

11:45–12:30 Representations in the Brain
Alona Fyshe

What can the brain tell us about computationally-learned representations of words,
phrases and beyond? And what can those computational representations tell us
about the brain? In this talk I will describe several brain imaging experiments that
explore the representation of language meaning in the brain, and relate those brain
representations to computationally learned representations of language meaning.

12:30–14:00 Lunch

14:00–14:45 Keynote Session

14:00–14:45 "A million ways to say I love you" or Learning to Paraphrase with Neural Machine
Translation
Mirella Lapata

Recognizing and generating paraphrases is an important component in many nat-
ural language processing applications. A well-established technique for automati-
cally extracting paraphrases leverages bilingual corpora to find meaning-equivalent
phrases in a single language by “pivoting” over a shared translation in another lan-
guage. In the first part of the talk I will revisit bilingual pivoting in the context of
neural machine translation and present a paraphrasing model based purely on neural
networks. The proposed model represents paraphrases in a continuous space, esti-
mates the degree of semantic relatedness between text segments of arbitrary length,
and generates paraphrase candidates for any source input. In the second part of the
talk I will illustrate how neural paraphrases can be seamlessly integrated in mod-
els of question answering and summarization, achieving competitive results across
datasets and languages.

14:45–15:00 Best Paper Session
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15:00–16:30 Poster Session, including Coffee Break

Sense Contextualization in a Dependency-Based Compositional Distributional
Model
Pablo Gamallo

Context encoders as a simple but powerful extension of word2vec
Franziska Horn

Active Discriminative Text Representation Learning
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emotion, sentiment and sarcasm
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and Semantic Tagging
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