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Abstract

This paper describes the zNLP system
for the BUCC 2017 shared task. Our
system identifies parallel sentence pairs
in Chinese-English comparable corpora
by translating word-by-word Chinese sen-
tences into English, using the search en-
gine Solr to select near-parallel sentences
and then by using an SVM classifier to
identify true parallel sentences from the
previous results. It obtains an F1-score of
45% (resp. 43%) on the test (training) set.

1 Introduction

Parallel sentences are used in many natural lan-
guage processing applications, particularly for au-
tomatic terminology extraction (Lefever et al.,
2009) and statistical machine translation (Koehn,
2005; Callison-Burch et al., 2004). However, such
resources are scarce for many language pairs and
domains. Comparable corpora are sets of texts in
two or more languages that are selected according
to similar specifications, but are not translations
of each other (Sharoff et al., 2013; Morin et al.,
2015). Nevertheless, parallel sentences, i.e., sen-
tence pairs that are good translations of each other,
can occur naturally in such corpora. Therefore
many approaches have been proposed to spot par-
allel sentences in comparable corpora (Munteanu
et al., 2004; Smith et al., 2010).

Extracting parallel sentences from comparable
monolingual corpora is a very challenging task.
According to the shared task web page,' The aim
of the Building and Using Comparable Corpora
(BUCC) 2017 shared task is to quantitatively eval-
uate competing methods for extracting parallel
sentences from comparable monolingual corpora,

'nttps://comparable.limsi.fr/bucc2017/
bucc2017-task.html
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so as to give an overview on the state of the art
and to identify the best performing approaches.
More precisely, given two sentence-split monolin-
gual corpora, the task is to identify pairs of sen-
tences that are translations of each other.

The BUCC 2017 shared task on parallel sen-
tence extraction raises the following three main is-
sues. One is the cross-language problem: as one
must compare sentences across languages (here
English with German, French, Russian, or Chi-
nese), one must find a way to compare sentences in
two different languages, for instance by first trans-
lating one language into the other. Another issue
is sentence similarity: how do we define and cal-
culate sentence similarity? The last issue is the
existence of too many possible sentence combina-
tions: theoretically, for each sentence in a source
monolingual corpus, every sentence in the target
monolingual corpus could be used to generate a
source-target sentence pair for subsequent paral-
lel sentence identification, which would create a
quadratic number of candidate sentence pairs.

Previous work (Smith et al., 2010; Munteanu
and Marcu, 2005) on parallel sentence extrac-
tion from comparable corpora has used external
clues for this purpose. (Smith et al., 2010) boot-
strapped the process with document-level sentence
alignment. (Munteanu and Marcu, 2005) lever-
aged the publication date of newspaper articles to
trim down the number of candidate sentence pairs.
These selection methods are not suitable for the
BUCC 2017 shared task as no meta-information
is provided on the documents from which the cor-
pus sentences are extracted. In this context, we
test how similar methods fare without any meta-
information.

In this paper, we describe the system that
we developed for the BUCC 2017 shared task
and show that a translating-searching-classifying
three-step approach can achieve promising results
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for Chinese-English Comparable Corpora.

2 Proposed Method

To address the three problems of the BUCC 2017
shared task, we propose a method which contains
three main steps:

1. ‘Translating’ the monolingual ZH corpus into
English.

2. Searching for candidate source-target parallel
sentence pairs.

3. Classifying candidate source-target sentence
pairs to find parallel sentences.

Note that in our case, the source data is a monolin-
gual English (henceforth EN) corpus and the tar-
get data is a monolingual Chinese (henceforth ZH)
corpus.

2.1 “Translating’ the monolingual ZH corpus

into English

To obtain a translated monolingual ZH corpus, a
naive approach has been used: we use the Chinese
word segmentation tool jieba (v0.38)> for word
segmentation of all the sentences in the monolin-
gual ZH corpus; then we translate these sentences
into English word by word with Chinese-English
dictionary resources.

The reason for using jieba is that it supports
both traditional Chinese and simplified Chinese,
which suits our case as the monolingual ZH cor-
pus contains both types of Chinese characters.
Besides, jieba has been widely used and could
help users obtain good performance in their sys-
tems (Shi et al., 2016; Liu et al., 2015; Zhang et al.,
2015).

The Chinese-English dictionary resources are
CC-CEDICT?, which contains 54,170 traditional
Chinese-simplified Chinese-English entries, and
the Chinese-English Translation Lexicon Version
3.0 [LDC2002L27] (Huang et al., 2002), which
contains 115,128 simplified Chinese-English en-
tries. The merged Chinese-English dictionary
contains 196,398 traditional Chinese-English and
simplified Chinese-English entries in total. Addi-
tionally, for the words not in these two Chinese-
English dictionary resources: we keep the origi-
nal word as its own translation for the words that

https://github.com/fxsjy/jieba

https://cc-cedict.org/wiki/ (downloaded
on March 16, 2017)
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only contain ASCII characters, and the Microsoft
Translator Text API* has been used to obtain trans-
lations of the rest. If a Chinese word receives more
than one translation in this process, we keep all of
them in the translated sentence.

Note that each sentence in the monolingual ZH
corpus has a unique ID. In the translated mono-
lingual ZH corpus, each translated sentence keeps
the same ID as its original sentence.

2.2 Searching for candidate source-target
(EN-ZH) parallel sentence pairs

Apache Solr® (version 6.5.1) is used as our can-
didate source-target parallel sentence pairs search
engine. Solr is an open-source full-text search en-
gine. To rank documents for a user query, Solr
computes the score of each matching document
based on the model’s algorithm and ranks them on
their relative score (Shahi, 2015).

Here, we use the tf.idf retrieval function of Solr
and index each sentence in the translated monolin-
gual ZH corpus separately. We search each sen-
tence in the monolingual EN corpus and select
the top N results for each to generate candidate
source-target parallel sentence pairs. Then we cut
off results whose score is below a score threshold.

If N is large or the score threshold is low,
there will be too many candidate source-target
parallel sentence pairs for the next step. We
attempted to decrease the number of candidate
source-target parallel sentence pairs without sac-
rificing too much search engine’s performance. In
this purpose, we evaluated success on the training
set: the proportion of the question set for which a
correct answer can be found within the top N doc-
uments retrieved for each question, depending on
(NN, score threshold). This evaluation aims to find
the best N and score threshold parameters for Solr
that will return less candidate source-target paral-
lel sentence pairs but still with a high success at
N. We set our requirement to a success of 85%.

2.3 C(lassifying candidate source-target
parallel sentence pairs to find parallel
sentences among them

After obtaining candidate source-target parallel
sentence pairs from the previous step, we use

*nttps://azure.microsoft.com/
en-us/services/cognitive-services/
translator-text-api/

Shttp://lucene.apache.org/solr/



an SVM (Support Vector Machine) classifier® to
identify parallel sentence pairs among them. We
define the following 4 features, which can be ex-
tracted from candidate source-target parallel sen-
tence pairs:

e Source-target sentence length ratio
e Solr rank

e Solr score

e Word overlap number

When calculating the source-target sentence
length ratio, issues might be caused by cases
where one Chinese word has more than one trans-
lation. To avoid this, the target sentence length
is counted as the number of Chinese words of the
original sentence in the monolingual ZH corpus
instead of the translated one. The other three fea-
tures are extracted by using sentences in the trans-
lated monolingual ZH corpus and the monolingual
EN corpus.

The candidate source-target parallel sentence
pairs generated by using the BUCC 2017 shared
task training set serve as training data for the
SVM model. More precisely, the training data
are the candidate source-target parallel sentence
pairs generated by taking all the sentences in the
training monolingual EN corpus as queries to the
search engine in Step 2 (with the selected N and
score threshold parameters). The source-target
sentence pairs that exist in the training gold stan-
dard have been considered as positive examples,
the rest are negative examples.

After training the SVM model, we use this clas-
sifier to predict parallel sentences from the can-
didate source-target parallel sentence pairs gener-
ated by using the BUCC 2017 shared task test set.

2.4 Evaluation protocol

We perform three evaluations: two independent
evaluations on the training set for Step 2 (Search-
ing for candidate source-target parallel sentence
pairs) and Step 3 (Finding parallel sentences in
candidate source-target sentence pairs) and one
evaluation on the training and test sets for the
whole system. The first two evaluations aim to
find the best parameters and configurations of their
own part. The last one is for investigating the ef-
fectiveness and performance of the whole system.

®We use the SVC implementation of scikit-learn v0.18,
http://scikit—-learn.org/stable/

53

For the evaluation of Step 2, we use all the En-
glish sentences of the training data gold standard
as the question set. According to the success eval-
uation result, we select the parameter /V that pro-
vides the required success of 85%. Then a Solr
score threshold is calculated as the highest thresh-
old that maintains the success on top V.

To find the best configuration (kernel,
class_weight, C, gamma parameters) of the
SVM classifier, we perform a 5-fold cross-
validation on the training data. As the training
data (as well as the test data) is highly imbalanced
(the number of negative examples is around 120
times higher than the number of positive exam-
ples), the class_weight parameter, according to the
scikit-learn web page, which sets the parameter
C of class i to class-weight[i]*C for the SVM
classifier, plays an important role.

For the whole system evaluation, after obtain-
ing the final predicted source-target parallel sen-
tence pairs, we use precision, recall and F1-score
as evaluation measures:

TP

TP
P=_—--_
PP ¢

“TPYFN’

_ 2PR
~ P+R

where TP stands for the number of source-target
sentence pairs that is present in the gold standard,
a false positive FP is a pair of sentences that is not
present in the gold standard and a false negative
FN is a pair of sentences present in the gold stan-
dard but absent from systems results. We tested
three configurations:

1. The standard three-step method.

2. Setting N to 1 and replacing the classi-
fier (Step 3) with a baseline ranking method
based on the Solr score: we select the M sen-
tence pairs with the highest scores, where M
is determined according to the prior probabil-
ity of being a correct sentence pair, estimated
on the training data.

. The intersection of Configuration 1 and of
Configuration 2, with A/=10,000.

3 Results and discussion

The success obtained for the training data is shown
in Figure 1. We note that the success is close to
85% when we retrieve the top 3 target sentences
(N = 3) for each source sentence of the gold stan-
dard. If we increase IV by 1, 88,860 more neg-
ative examples (the number of monolingual EN



sentences in the training corpus) are added to the
SVM classifier’s training data, but the success im-
provement is small. We therefore decided not to
increase /N and set it to 3. Then the maximum Solr
score threshold that does not significantly change
the success when N = 3 is found to be 15.4.
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Figure 1: Study of success in the training corpus
(evaluation of Step 2)

The results obtained on the training and test
sets are presented in Table 1. They are consistent
across datasets (test and train): we did not overfit
the training set. Our best configuration of SVM
classifier for the training data, namely, kernel=rbf,
class_weight=1:8, C=1.0, gamma="auto’, achieves
nearly 0.4037 for precision, 0.4718 for recall and
0.4348 for F1-score. Replacing the classifier with
a baseline ranking method only based on the Solr
score (Run2) decreases precision, recall and F1-
score to 0.2254. This illustrates that only using the
tf.idf-based Solr score is not sufficient for the task.
Besides, as could be expected, Run 3, the intersec-
tion of Runs 1 and 2 is more precise, but incurs a
strong decrease in recall. Its recall remains higher
than that of Run 2 because it uses a higher M.

Corpus P R F
Training: Run1 0.4037 0.4718 0.4348
Training: Run 2 0.2254 0.2254 0.2254
Training: Run3  0.4416 0.4053 0.4227
Test: Run 1 0.4247 0.4815 0.4513
Test: Run 2 0.2296 0.2300 0.2298
Test: Run 3 0.4529 0.4161 0.4338

Table 1: Evaluation results: Run 1 = three steps,
Run 2 = no classifier, Run 3 = intersection

We also performed experiments without using
the Microsoft Translator Text API. In that case,
there is no big change in success. On the test set,
with the standard three-step method, this increased
recall (0.5153) but decreased precision (0.3158)

and F1-score (0.3916).

The whole system does not require external re-
sources other than a Chinese-English dictionary.
It is fast: ‘translating’ the monolingual ZH cor-
pus takes around 1 minute; searching for candidate
source-target parallel sentence pairs takes less than
5 minutes for the whole monolingual ZH corpus
in the training or test data; the final SVM classi-
fier takes around 20 minutes for training but less
than 5 minutes for feature extraction and source-
target parallel sentence pairs prediction after ob-
taining the trained SVM model. However, as the
first step’s translation is at the word level instead
of the sentence level, and for one Chinese word,
there are 4.67 English translations on average, we
may lose context information of the original words
and sentences in the monolingual ZH corpus.

4 Conclusion

In this paper we described the zZNLP system for
the BUCC 2017 shared task. We proposed a
three-step approach to parallel sentence identifi-
cation in Chinese-English Comparable Corpora
by ‘translating’ the monolingual ZH corpus into
English, filtering out candidate parallel sentence
pairs with Solr and then selecting the final paral-
lel source-target sentence pairs by using an SVM
classifier. Our system identifies parallel sen-
tences with an Fl-score of 45.13% in the test
data. The proposed method is fast and does
not rely on external resources except a Chinese-
English dictionary. The code is publicly avail-
able at https://github.com/zzcool]j/
Parallel-Sentences—-Identifier.

Potential pathways for future work include
adding more filter conditions to Step 2 (e.g sen-
tence length ratio, word overlap threshold) for can-
didate source-target parallel sentence pairs. An-
other pathway would be to add more features to
the SVM model. Also in our system, we obtain
candidate sentence pairs by searching each sen-
tence in the monolingual EN corpus after index-
ing each sentence in the translated monolingual
ZH corpus separately. We plan to do the reverse
(searching sentences in the translated monolingual
ZH corpus and indexing the monolingual EN cor-
pus) and combine the two results as our new candi-
date source-target parallel sentence pairs. We also
plan to extend our system to other language pairs
by using the relevant dictionaries or word-aligned
parallel corpora.
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