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Abstract

Question answering, the identification of
short accurate answers to users questions,
is a longstanding challenge widely stud-
ied over the last decades in the open-
domain. However, it still requires fur-
ther efforts in the biomedical domain. In
this paper, we describe our participation in
phase B of task 5b in the 2017 BioASQ
challenge using our biomedical question
answering system. Our system, dealing
with four types of questions (i.e., yes/no,
factoid, list, and summary), is based on
(1) a dictionary-based approach for gen-
erating the exact answers of yes/no ques-
tions, (2) UMLS metathesaurus and term
frequency metric for extracting the ex-
act answers of factoid and list questions,
and (3) the BM25 model and UMLS con-
cepts for retrieving the ideal answers (i.e.,
paragraph-sized summaries). Preliminary
results show that our system achieves good
and competitive results in both exact and
ideal answers extraction tasks as compared
with the participating systems.

1 Introduction

Finding accurate answers to biomedical questions
written in natural language from the biomedi-
cal literature is the key to creating high-quality
systematic reviews that support the practice of
evidence-based medicine (Kropf et al., 2017;
Wang et al., 2017; Sarrouti and Lachkar, 2017)
and improve the quality of patient care (Sarrouti
and Alaoui, 2017b). However, with the large and
increasing volume of textual data in the biomedi-
cal domain makes it difficult to absorb all relevant
information (Sarrouti and Alaoui, 2017a). Since
time and quality are of the essence in finding an-

swers to biomedical questions, developing and im-
proving question answering systems are desirable.
Question answering (QA) systems aim at directly
producing and providing short precise answers to
users questions by automatically analyzing thou-
sands of articles using information extraction and
natural language processing methods.

Although different types of QA systems have
different architectures, most of them, especially
in the biomedical domain, follow a framework in
which (1) question classification and query for-
mulation, (2) document retrieval, (3) passage re-
trieval, and (4) answer extraction components play
a vital role (Athenikos and Han, 2010; Neves and
Leser, 2015; Abacha and Zweigenbaum, 2015).

Question answering in the open-domain is a
longstanding challenge widely studied over the
last decades (Green et al., 1961; Katz et al.,
2002). However, it still remains a real challenge
in the biomedical domain. As has been exten-
sively documented in the recent research litera-
ture (Athenikos and Han, 2010), open-domain QA
is concerned with questions which were not re-
stricted to any domain, while in restricted-domain
QA such as the biomedical one, the domain of ap-
plication provides a context for the QA process.
Additionally, Athenikos and Han (2010) report the
following characteristics for QA in the biomedical
domain: (1) large-sized textual corpora, (2) highly
complex domain-specific terminology, and (3) do-
main specific format and typology of questions.

Since the launch of the biomedical QA track at
the BioASQ1 challenge (Tsatsaronis et al., 2015),
various approaches in biomedical QA have been
presented. The BioASQ challenge, within 2017
edition, comprised three tasks: (1) task 5a on
large-scale online biomedical semantic indexing,
(2) task 5b on biomedical semantic QA, and (3)

1http://bioasq.org/
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Figure 1: Overall architecture of the proposed biomedical question-answering system

task 5c on funding information extraction from
biomedical literature. Task 5b consists of two
phases: In phase A, BioASQ released questions
in English from benchmark datasets. There were
four types of questions: yes/no, factoid, list and
summary questions (Balikas et al., 2013). Partic-
ipants had to respond with relevant concepts, rel-
evant documents, relevant snippets retrieved from
the relevant documents, and relevant RDF triples.
In phase B, the released questions contained the
golden answers for the required elements (docu-
ments and snippets) of the first phase. The par-
ticipants had to answer with exact answers (e.g.,
biomedical entity, number, list of biomedical en-
tities, yes, no, etc.) as well as with ideal an-
swers (i.e., paragraph-sized summaries) (Krithara
et al., 2016). In this paper, we describe our par-
ticipation in the phase B (i.e., exact and ideal an-
swers) of task5b in the 2017 BioASQ challenge.
In our biomedical QA system, we have used (1)
a dictionary-based approach to generate the exact
answers to yes/no questions, (2) the unified med-
ical language system (UMLS) metathesaurus and
term frequency metrics for extracting the exact an-
swers of factoid and list questions, and (3) the
BM25 model and UMLS concepts for retrieving

the ideal answers. Figure 1 illustrates the generic
architecture of our biomedical QA system.

The remainder of the paper is organized as fol-
lows. Section 2 introduces related work and dis-
cussion about the main biomedical QA approaches
with a particular focus on BioASQ participants.
Section 3 describes the answer extraction meth-
ods used in our biomedical QA system. Section 4
presents the preliminary results we obtained in the
2017 BioASQ challenge. Finally, the conclusion
and future work are made in Section 5.

2 Related work

Since the launch of the BioASQ challenge (Tsat-
saronis et al., 2015), QA in the biomedical do-
main has received much attention from the re-
search community. The BioASQ challenge, which
takes place regularly every year since 2013, is an
EU-funded support action to set up a challenge
on biomedical semantic indexing and QA. Yenala
et al. (2015) have presented IIITH biomedical QA
system in BioASQ 2015 based on PubMed search
engine, leverage web search results, and domain
words. The authors have relied on the PubMed
search engine to retrieve relevant documents and
then applied their own snippet extraction meth-



ods, which is based on number of common do-
main words of the top 10 sentences of the retrieved
documents and the question. Zhang et al. (2015)
have described USTB biomedical QA system in
the 2015 BioASQ challenge. They have built a
generic retrieval model based on the sequential
dependence model, word embedding and ranking
model for document retrieval. After splitting the
top-ranked documents into sentences, the authors
then have applied the same approach for snippets
retrieval. Yang et al. (2016) have described the
OAQA system in BioASQ 4b based on NLP an-
notators, machine learning algorithms for search
result scoring, collective answer re-ranking, and
yes/no answer prediction. Schulze et al. (2016)
have presented HPI biomedical QA system based
on NLP functionality from a in-memory database
(IMDB). The authors have participated in phase
A and B of BioASQ 4b. They have used the
LexRank algorithm and biomedical entity names
for generating ideal answers. Lee et al. (2016)
have described KSAnswer biomedical QA system
that returns relevant documents and snippets in
BioASQ 4b. KSAnswer, which is participated in
phase A of task 4b in the 2016 BioASQ challenge,
retrieves candidate snippets using a cluster-based
language model. Then, it reranks the retrieved top-
N snippets using five independent similarity mod-
els based on shallow semantic analysis.

3 Methods

In this section, we describe the answer extraction
module of our biomedical QA system. Although
our biomedical QA system is composed of many
components (cf. Figure 1) which are included in
three main phases, i.e., question processing, docu-
ment processing, and answer processing, we have
only used its answer extraction module since we
have participated only in phase B (i.e., exact and
ideal answers) of task 5b in BioASQ 2017.

During phase B, BioASQ organizers released
the test set of biomedical questions along with
their relevant documents, relevant snippets, and
questions types, i.e., whether yes/no, factoid, list
or summary. For each question, each participat-
ing system may return an ideal answer, i.e., a
paragraph-sized summary of relevant information.
In the case of yes/no, factoid, and list questions,
the systems may also return exact answers; for
summary questions, no exact answers will be re-
turned. In the following sections (cf. Sections 3.1

and 3.2), we will provide a detailed description
of the proposed methods used to extract exact and
ideal answers for yes/no, factoid, list and summary
questions.

3.1 Exact answers

As it has already been described by the BioASQ
challenge, the participating systems in phase B of
task 5b may return exact answers for yes/no, fac-
toid, and list questions, while no exact answers
will be returned for summary questions.
Yes/No questions: For each yes/no question, the
exact answer of each participating system will
have be either “yes” or “no”. The decision for
the answers “yes” or “no” in our system is ob-
tained by a sentiment analysis-based approach. In-
deed, we first have used the Stanford CoreNLP
(Manning et al., 2014) for tokenization and part-
of-speech tagging one by one the N retrieved snip-
pets (s1, s2, ..., sn) from benchmark datatsets. We
then have assigned a sentiment score using the
SentiWordNet (Baccianella et al., 2010) lexical re-
source to each word in the set of retrieved snippets.
Finally, the decision for the answers “yes” or “no”
is based on the number of positive and negative
snippets.
Factoid questions:

For each factoid question, each participating
system will have to return a list of up to 5 entity
names (e.g., up to 5 names of drugs), numbers,
or similar short expressions, ordered by decreas-
ing confidence. To answer a factoid question in
our biomedical QA system, we have first mapped
both the given question and its N relevant snippets
retrieved from benchmark datasets to the UMLS
metathesaurus in order to extract a set of biomedi-
cal entity names. To do so, the MetaMap2 program
was used (Aronson, 2001). We then re-ranked the
obtained set of biomedical entity names based on
term frequency metrics, i.e., the number of times
an entity name appeared in the set of biomedical
entity names. Indeed, the biomedical entity names
appeared in the question are ignored. We finally
kept the 5 top-ranked biomedical entity names as
answers. A factoid question has one correct an-
swer, but up to five candidate answers are allowed
in BioASQ 2017.
List questions: For each list question, each par-
ticipating system will have to return a single list
of entity names, numbers, or similar short expres-

2https://metamap.nlm.nih.gov/

https://metamap.nlm.nih.gov/


sions. The proposed method used to answer list
questions in our system is similar to the one de-
scribed for factoid questions. Indeed, the exact
answer is the same of factoid questions, only the
interpretation is different for list questions: All N
top-ranked biomedical entities are considered part
of the same answer for the list question, not as
candidates. In this work, we have used the five
top-ranked (N = 5) entities as answers for list
questions.

3.2 Ideal answers

To formulate and generate the ideal answers for
a given yes/no, factoid, list or summary ques-
tion, we have used the proposed retrieval model
presented in (Sarrouti and Alaoui, 2017b). More
specifically, after retrieving the N relevant snip-
pets from benchmark datasets to a given biomed-
ical question, we have re-ranked them based on
the BM25 model as retrieval model, stemmed
words and UMLS concepts as features. First, we
have preprocessed the retrieved set of snippets, in-
cluding tokenization using the Stanford CoreNLP
(Manning et al., 2014), removing stop words3, and
applying Porter’ stemmer (Porter, 1980) to ex-
tract stemmed words. Additionally, we have used
MetaMap to map both questions and snippets to
UMLS metathesaurus concepts so as to extract
UMLS concepts. Then, we have re-ranked the set
of snippets using stemmed words and UMLS con-
cepts as features for the BM25 model. Finally, the
ideal answer is obtained by concatenating the two
top-ranked snippets.

4 Experimental results and discussion

In this section, we present the preliminary results
we obtained in BioASQ 2017. We first introduce
the evaluation metrics, then give the experimental
results, and finally discuss the results.

4.1 Evaluation metrics

The evaluation metrics used for the exact answers
in phase B of task 5b are accuracy, strict accu-
racy and lenient accuracy, mean reciprocal rank
(MRR), mean precision, mean recall, and mean
F-measure. Accuracy, MRR and F-measure are
the official measures used for evaluating the ex-
act answers of yes/no, factoid and list questions,
respectively. ROUGE-2 and ROUGE-SU4, on the

3http://www.textfixer.com/resources/
common-english-words.txt

other hand, are the main measures for an automatic
evaluation of ideal answers. Details of these eval-
uations metrics appear in (Balikas et al., 2013).

4.2 Results and discussion

Table 1 highlights the preliminary results of our
system in phase B (i.e., exact and ideal answers)
of BioASQ task 5b. More details on the results
can be found in the BioASQ web site4.

Our system performed well in the challenge
ranking as compared with the participating sys-
tems. In batch 1, it achieved the third and the fifth
position within the 15 participating systems for ex-
tracting the exact answers of list and factoid ques-
tions respectively. More specifically, our system
obtained the second and the third position when
considering results by teams, instead of each in-
dividual run. In batch 2, considering results by
teams, our system obtained the second and the
fourth position for extracting the exact answers of
list and factoid questions respectively. For yes/no
questions, our system achieved the first and the
second position respectively in batch 3 and batch
4, while it obtained the fifteenth position in batch
5.

On the other hand, for the ideal answers, our
system in terms of ROUGE-2 achieved the fourth
position as compared to the 15 and 21 participat-
ing systems in batch 1, batch 2 and batch 3 respec-
tively. While in terms of ROUGE-SU4, our sys-
tem obtained the third position in batch 1 and the
fourth position in batch 2. In batch 4 and batch 5,
our systems achieved respectively the second and
third position within the 27 participating systems
in terms of ROUGE-2 and ROUGE-SU4 when
considering results by teams, instead of each indi-
vidual run. This proves that the proposed method
could effectively identify the ideal answers to a
given biomedical question.

Overall, from the results and analysis on fives
batches of testing data of BioASQ task 5b, we can
draw a conclusion that our system is very compet-
itive as compared with the participating systems in
both exact and ideal answers tasks.

5 Conclusion and future work

In this paper, we presented the obtained results
for the answer extraction module of our biomed-
ical QA system that participated in task 5b of

4http://participants-area.bioasq.org/
results/5b/phaseB/
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Datasets
Exact answers Idial answersYes/No Factoid List

Accuracy MRR P R F ROUGE-2 ROUGE-SU4
Batch 1 0.7647 0.2033

(5/15)
0.1909 0.2658 0.2129

(3/15)
0.4943
(4/15)

0.5108 (3/15)

Batch 2 0.7778 0.0887
(10/21)

0.2400 0.3922 0.2920
(6/21)

0.4579
(4/21)

0.4583 (4/21)

Batch 3 0.8387
(1/21)

0.2212
(9/21)

0.2000 0.4151 0.2640
(6/21)

0.5566
(4/21)

0.5656 (4/21)

Batch 4 0.6207
(2/27)

0.0970
(13/27)

0.1077 0.2013 0.1369
(12/27)

0.5895
(4/27)

0.5832 (4/27)

Batch 5 0.4615
(15/25)

0.2071
(9/25)

0.2091 0.3087 0.2438
(11/25)

0.5772
(7/25)

0.5756 (7/25)

Table 1: The primarily results of our system in phase B of BioASQ task 5b. P, R, and F indicate
precision, recall, and F-measure, respectively. The values inside parameters indicate our current rank
and the total number of submissions for the batch.

the 2017 BioASQ challenge. The proposed ap-
proach is based on (1) the SentiWordNet lexi-
cal resource to generate the exact answers for
yes/questions, (2) UMLS metathesaurus and term
frequency metrics for answering factoid and list
questions, (3) our retrieval model based on UMLS
concepts and the BM25 model for generating the
ideal answers. The preliminary results show that
our system achieved good performances and is
very competitive as compared with the participat-
ing systems.

In future research, we intend to present the end-
to-end evaluations of our biomedical QA system
which includes question classification, document
retrieval, passage retrieval, and answer extraction
components.
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