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Abstract

In this paper, we examine the possibility
of using annotation projection from mul-
tiple sources for automatically obtaining
coreference annotations in the target lan-
guage. We implement a multi-source an-
notation projection algorithm and apply
it on an English-German-Russian paral-
lel corpus in order to transfer coreference
chains from two sources to the target side.
Operating in two settings — a low-resource
and a more linguistically-informed one —
we show that automatic coreference trans-
fer could benefit from combining informa-
tion from multiple languages, and assess
the quality of both the extraction and the
linking of target coreference mentions.

1 Introduction

While monolingual coreference resolution sys-
tems are being constantly improved, multilingual
coreference resolution has received much less at-
tention in the NLP community. Most of the coref-
erence systems can only work on English data and
are not ready to be adapted to other languages. De-
veloping a coreference resolution system for a new
language from scratch is challenging due to its
technical complexity and the variability of corefer-
ence phenomena in different languages, and it de-
pends on high-quality language technologies (such
as mention extraction, syntactic parsing, named
entity recognition) as well as gold standard data,
which are not available for a wide range of lan-
guages.

However, this can be alleviated by using cross-
lingual projection which allows for transferring
existing methods or resources across languages.
There have been some influential work on annota-
tion projection for different NLP tasks which per-
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formed quite well cross-lingually, e.g. for seman-
tic role labelling (Akbik et al., 2015) or syntac-
tic parsing (Lacroix et al., 2016). At the same
time, several recent studies on annotation projec-
tion for coreference have proven it to be a more
difficult task than POS tagging or syntactic pars-
ing, which is hard to be tackled by projection al-
gorithms. These works are limited to the existing
multilingual resources (mostly newswire, mostly
CoNLL 2012 (Pradhan et al., 2012)) and, surpris-
ingly, are not even able to beat a threshold of 40.0
F1 for coreference resolvers trained on projec-
tions only. The best-performing system based on
projection achieves 38.82 for English-Spanish and
37.23 for English-Portuguese F1-score (Martins,
2015), while state-of-the-art monolingual corefer-
ence systems are already able to achieve 64.21 F-
score for English (Wiseman et al., 2016). While
being quite powerful for other tasks, annotation
projection is less successful for coreference res-
olution. Therefore, our question is, how can the
quality of annotation projection be improved for
the task of coreference resolution?

In our opinion, projection from multiple source
languages can be a long-term solution, assuming
that we have access to two or more reliable coref-
erence resolvers on the source sides. Our idea is
that multi-source annotation projection for coref-
erence resolution would grant a bigger pool of
potential mentions to choose from, which can be
beneficial for overcoming language divergences.
Therefore, the main goals of this study are: (a) to
explore different strategies of multi-source projec-
tion of coreference chains on a small experimental
corpus, and (b) to evaluate the projection errors
and assess the prospects of this approach for mul-
tilingual coreference resolution.

This paper is structured as follows: The related
work is discussed in Section 2, and the dataset is
presented in Section 3. The methodology adapted
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for our experiments is explained in Section 4. We
then analyse the projection errors and evaluate the
target annotations (Section 5). Finally, Section 6
summarises the outcomes of this study, and Sec-
tion 7 concludes.

2 Related work

Annotation projection is a method of automati-
cally transferring linguistic annotations from one
language to the other in a parallel corpus. It
was first applied in the pilot work of Yarowski
et al. (2001) who used this technique to induce
POS and Named Entity taggers, NP chunkers and
morphological analyzers for different languages.
In particular, they used labelled English data and
an aligned parallel corpus to automatically create
mappings between the annotations from the source
side and the corresponding aligned words on the
target side, and exploited the resulting annotations
to train their systems.

Thereafter, projection has been widely used as
a method in cross-lingual NLP, and several stud-
ies on annotation projection targeted cross-lingual
coreference resolution. In particular, automatic
annotation transfer was first applied to coreference
chains by Postolache et al. (2006) who used a
projection method and filtering heuristics to sup-
port the creation of a coreference corpus in a new
language. The evaluation of projected annota-
tions against a small manually annotated corpus
exhibited promising 63.88 and 82.6 MUC and B-
cubed scores respectively. Subsequently, Souza
and Ordsan (2011) went one step further and made
an attempt to project automatically produced an-
notations, and used projected data to train a new
coreference resolver, which, however, resulted in
a poor coreference resolution quality due to low-
quality annotations on the source side.

The next steps in projecting coreference in-
cluded several translation-based approaches. The
difference is that the target text is first trans-
lated into the source language, on which corefer-
ence resolution is performed; after that, the source
coreference chains can be projected back to the
target side. This approach was used, for example,
by Rahman and Ng (2012) to train coreference re-
solvers for Spanish and Italian using English as the
source language, achieving an average F1 of 37.6
and 21.4 for Spanish and Italian respectively in a
low-resource scenario, and much better scores of
46.8 and 54.9 F1 using only a mention extractor.
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Similarly, Ogrodniczuk (2013) experimented with
translation-based projection for English and Pol-
ish using only a mention extractor. The evaluation
of the quality of the projected annotations on man-
ually annotated data showed 70.31 F1.

The most recent application of projection to
coreference is due to Martins (2015) who ex-
perimented with transferring automatically pro-
duced coreference chains from English to Span-
ish and Portuguese, and subsequently trained tar-
get coreference resolvers on the projected data,
combining projection with posterior regulariza-
tion. His approach shows competitive results in a
low-resource setting, with the average of 38.82 F1
for coreference resolution systems trained on pro-
jections for Spanish and 37.23 for Portuguese, as
compared to the performance of fully supervised
systems: 43.93 and 39.83 respectively.

The idea of using multiple sources for anno-
tation projection was also initially considered by
Yarowsky et al. (2001) who used multiple transla-
tions of the same text to improve the performance
of the projected annotations for several NLP tasks.
Furthermore, multi-source projection has been ex-
tensively explored for multilingual syntactic pars-
ing. The best unsupervised dependency parsers
nowadays rely on annotation projection (Rasooli
and Collins, 2015; Johannsen et al., 2016). To
our knowledge, there has been no attempt to ap-
ply multi-source annotation projection to the task
of coreference resolution so far.

3 Data

For our experiments, we have chosen a trilingual
parallel annotated coreference corpus of English,
German and Russian from (Grishina and Stede,
2015). This corpus was annotated with corefer-
ence chains according to the guidelines described
in (Grishina and Stede, 2016) which are largely
compatible to the coreference annotations of the
OntoNotes corpus (Pradhan and Xue, 2009). The
corpus is annotated with full coreference chains,
excluding singletons!. The major differences to
OntoNotes are: (a) annotation of NPs only, but not
of verbs that are coreferent with NPs, (b) inclu-
sion of appositions into the markable span and not
marking them as a separate relation, (c) marking
relative pronouns as separate markables, and (d)

"Mentions of the entities that appear in the text only once.



News Stories Total
EN DE RU EN DE RU EN DE RU
Sentences | 229 229 229 184 184 184 413 413 413
Tokens 6033 6158 5785 | 2711 2595 2307 | 8744 8753 8092
Markables | 560 586 604 466 491 471 1026 1077 1075
Chains 115 133 133 40 40 45 155 173 178

Table 1: Corpus statistics for English, German and Russian

annotation of pronominal adverbs? in German if
they co-refer with an NP.

Since the corpus was already aligned bi-
lingually for two language pairs — English-
German and English-Russian — we first align the
German-Russian corpus at the sentence level us-
ing LF Aligner’ and then select parallel sentences
present in all the three languages. This method
reduces the average number of sentences per lan-
guage by 5% and the average number of coref-
erence chains per language by 6% (as compared
to the corpus statistics published by Grishina and
Stede (2015)). Then we re-run GIZA++ word
aligner (Och and Ney, 2003) on the resulting sen-
tences for all the language combinations with Ger-
man and Russian as targets.

The statistics of the experiment corpus after se-
lecting only trilingual sentences are presented in
Table 1.

4 Experiments

Combining information coming from two or more
languages is a more challenging task as compared
to single-source projection where one just trans-
fers all the information from one language to the
other. For coreference, this task is non-trivial (as
opposed to, for instance, multi-source projection
of POS information where an intuitive majority
voting strategy could be chosen), since we can-
not operate on the token level and even not on the
mention level: We cannot implement a strategy to
choose e.g. the most frequent label for a token or
a sequence of tokens (coreferent/non-coreferent),
since they belong to mention clusters which are
not aligned on the source sides. In other words, if
mention z, belongs to chain A in the first source
language and mention ¥, belongs to chain B in
the second source language, and they are projected
onto the same mention z,, on the target side, we
do not know whether both target chains A’ and B’

2 Adverbs that are formed by combining a pronoun and a
preposition, e.g. therefor.
*https://sourceforge.net/projects/aligner/
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projected from A and B respectively and both con-
taining the mention in question are equal or not, as
we cannot rely on chain IDs which are not com-
mon across languages. Therefore, we have to op-
erate on the chain level and first compare projected
coreference chains. We treat coreference chains as
clusters, measure the similarity between them and
use this information to choose between them or
combine them together in the projection.

Projecting coreference chains (=clusters of
mentions) from more than one language, we can
have the following cases:

(a) Two chains are identical (contain all the same
mentions);

(b) Two chains are disjoint (contain no same men-
tions);

(c) Two chains overlap (contain some identical
mentions).

While cases (a) and (b) are quite straightfor-
ward, case (c¢) is more difficult since we have to
determine whether to treat these chains as being
equal or not.

Following the work of (Rasooli and Collins,
2015), we rely upon two strategies — concatenation
and voting — to process coreference chains com-
ing from two sources. Since we only have two
sources, instead of voting we implement intersec-
tion. In the case of coreference, we can enrich an-
notations from one language with the annotations
from the other one or create a completely new set
out of two projection sets. In particular, we experi-
ment with several naive methods and evaluate their
quality, and then combine them with each other in
order to find the optimal strategy.

We implement the following methods:

(1) Concatenation: Data is obtained from each
of the languages separately and then concate-
nated.

(a) add: Disjoint chains present in only
one language are added to the projected



And on the se.venth day [God] enqed [[his] work].
R
.

Uhd also vollendete [Gétt] am sieblen Tage [[seife] Werke].

Figure 1: Direct projection algorithm

chains from the other language. Typically,
we would take projected annotations for
the best-scored language and enrich them
with annotations from the less-scored lan-
guage.

unify-concatenate (u-con):
Overlapping chains from both languages
are merged together: If chain A and chain
B overlap, we concatenate the mentions
from both chains that form a new chain
AB.

(b)

(2) Intersection: Projected annotations are ob-
tained by intersecting projections coming
from two sources.

(a) intersect (int) : The intersection
of coreference chains present in both lan-

guages is chosen*.

(b) unify-intersect (u-int): The
intersection of the mentions for overlap-
ping chains is chosen: If chain A and
chain B overlap, we intersect the men-
tions from both chains that form a new

chain AB.

We use the following formula to estimate the
overlap between two coreference chains:

2|AN B|

il 1
A+ B M

where A and B are the number of mentions for
coreference chains in question. We experiment
with different values of overlap and choose the
best one for each of the methods>. For u—int, we
perform intersection of mentions for all the chains
with mention overlap over 0.05. For u-con, we

*Imagining we have more than two source languages, we
could implement a more sophisticated voting scheme

SWe use part of the corpus to determine optimal thresh-
olds and the other one to obtain the results.
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select chains with 0.5 overlap value for German
and 0.7 for Russian. If the overlap is less than
these values, we treat these chains as disjoint.

Each of the methods is applied in the following
settings:

1. Setting 1: no additional linguistic informa-
tion available. In this setting, we use only
word alignments to transfer information from
one language to the other.

Setting 2: a mention extractor is available.
Relying on the output of the MATE depen-
dency parser® (Bohnet, 2010) for German
and the MALT dependency parser’ (Nivre et
al., ) for Russian®, we automatically extract
all mentions that have nouns, pronouns or
pronominal adverbs as their heads. There-
after, we map the output of the projection al-
gorithm to the extracted mentions. We mod-
ify the mapping strategy described in (Rah-
man and Ng, 2012), mapping (a) projected
markables that are identical to the extracted
mentions, (b) projected markables that share
the same right boundary with the extracted
mentions, (¢) markables that are spanned by
the extracted mentions, (d) all other mark-
ables for which no corresponding mentions
were found. Once a markable is mapped to a
mention, we discard this mention, to ensure
that it is not mapped to any other markable.
For Russian, we skip step (b), which leads to
better scores.

As the baseline, we select a single-source pro-
jection method. We re-implement a simple direct
projection algorithm as described in (Postolache et
al., 2006) and (Grishina and Stede, 2015), and we
run it for the English-German, English-Russian,
German-Russian and Russian-German language
pairs, since we are not interested in projecting
into English. The direct projection is illustrated
in Fig.1 where coreference mentions God, his and
his work are transferred to the German side via
word alignments. Then, we run the algorithm in
the two settings described above. Note that the
projection results for setting 1 are slightly lower as
compared to the results reported in (Grishina and
Stede, 2015): we did not rely on intersective word

®https://code.google.com/archive/p/mate-tools/
"http://www.maltparser.org
8Using the model provided by Sharoff and Nivre (2011)



MUC B CEAF,, Avg.

P R Fl P R FI P R Fl P R FI
EN—DE 57.6 460 511 | 473 356 404 | 61.1 497 547 | 553 438 487
RU—DE 433 284 341 | 333 189 235 | 462 327 381 | 409 267 319
EN,RU—DE:
- add 527 46.1 49.1 | 41.5 365 386 | 53.5 512 522|492 446 46.6
-int 467 25 45|83 31 561|815 36 65722 31 55
-u-con 56.0 488 52.1 | 445 388 413|594 519 553|533 465 49.6
-u-int 647 261 367|586 187 273|657 324 43.1 | 630 257 357
EN—DE+ment | 66.7 53.1 59.0 | 548 41.6 470 | 681 553 61.1 | 63.2 500 557
RU—DE+ment: | 43.6 285 342 | 343 19.1 240 | 47.1 334 388 | 41.7 270 323
EN,RU—DE
- add+ment 60.0 53.1 562 | 47.0 427 443|579 569 572|550 509 526
- int+ment 567 36 63967 45 179|978 49 86837 43 176
-u-con+ment | 66.1 557 604 | 534 450 486 | 674 574 619 | 623 527 570
-u-int+ment | 737 29.6 417 | 68.1 21.6 313 | 73.6 361 480 | 71.8 29.1 403

Table 2: Results for German
MUC B® CEAF,, Avg.

P R Fl P R Fl P R Fl P R Fl
EN—RU 713 551 620 | 61.2 430 503 | 715 566 63.1 | 680 51.6 585
DE —RU: 591 320 413 | 468 196 273 | 573 351 433 | 544 289 373
EN,DE—RU
- add 678 555 609 | 55.8 437 488 | 648 579 610 | 628 524 569
-int 875 30 59 (8.0 43 82|80 48 90|88 40 77
-u-con 70.6 557 622 | 60.1 43.6 504 | 710 57.1 632|672 522 586
-u-int 81.6 293 429 | 748 195 306 | 77.6 355 486 | 780 281 407
EN—RU+ment | 71.6 554 623 | 61.7 432 506 | 720 571 635 | 684 524 588
DE —RU+ment | 59.2 32.0 414 | 475 197 276 | 519 354 438|549 290 376
EN,DE—RU
- add+ment 680 557 61.1 | 567 441 493 | 651 583 614|633 527 5713
- int+ment 875 24 47|80 35 66|80 39 75|88 33 63
-u-con+ment | 709 56.0 624 | 609 439 508 | 71.5 575 63.6 | 67.7 525 59.0
-u-int+ment | 822 292 429 | 764 194 30.6 | 787 357 49.0 | 79.1 28.1 40.8

Table 3: Results for Russian

alignments, since we were not interested in max-
imizing Precision at the cost of low Recall. Our
goal was to obtain balanced scores to base our ex-
periments upon.

The results for the baselines and the exper-
iments are presented in Table 2 and Table 3.
We compute the standard coreference metrics us-
ing the latest version of the CoNLL-2012 official
scorer’. We also compute the average scores for
all the coreference metrics.

5 Error analysis

We perform the error analysis by evaluating the
projection quality for each of the methods de-
scribed above. We first look at the common and
distinct chains projected from two languages, and
thereafter we evaluate the projection quality for

*https://github.com/conll/reference-coreference-scorers
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different NP types and for the mentions of differ-
ent length.

Common chains projected from two sources
(int).

To analyse the common chains projected from
two sources into German and Russian, we extract
these chains from the target annotations and dis-
card the singletons (if any). We compute the av-
erage chain length — 2.75 and 2.13 for German
and Russian respectively — and look at the types
of mentions that occur in these chains. Interest-
ingly, string match is the most frequent type, e.g.
‘Indien’ - ‘Indien’, ‘Adranucrane’ - ‘KoTopo-
ro’ - ‘Adranucrane’ (‘Afghanistan’ - ‘which’ -
‘Afghanistan’). Named Entities form 46% of all
the markables, followed by pronouns, which are
27% of all markables. Still, the Recall numbers
are too low (3.1 and 4.0 for German and Russian)
to apply this method on a small corpus.



Distinct chains added from one source to the
other (add). We examine the chains added from
the less-scored language to the best-scored one by
extracting these chains separately and computing
their Precision. The results for both languages ex-
hibit low Precision: 20.0 Precision for mention
extraction and 15.0 average Precision for corefer-
ence, and 14.0 and 7.0 for German and Russian re-
spectively. These numbers are too low to improve
the projection performance in a low-resource set-
ting.

Evaluation by NP type (u-int, u-con). In
order to evaluate the projection quality for dif-
ferent NP types, we computed the distribution
of types for the source and target annotations.
For that reason, we POS-tagged the corpus using
TreeTagger'® (Schmid, 1995) with the pre-trained
models for German and Russian. Subsequently,
we extract the gold and the projected markables
and compare them according to their types.

For German, we distinguish between the most
frequent markable types: common NPs, Named
Entities, personal, possessive, demonstrative and
relative pronouns. For Russian, we only distin-
guish between the common NPs, Named Entities
and pronouns, relying on the tagset available for
TreeTagger'!. Table 4 shows the distribution of
all markables, regardless of whether they are cor-
rect or incorrect, for both the u—int, u-con
settings. We do not show the percentage for the
markables that are not of the types described be-
low, but count them in the total numbers.

Interestingly, the percentage of NPs + Named
Entites (computed together) and pronouns for both
projections and for both methods is quite com-
parable (59.0 vs. 59.3, 54.7 vs. 58.4). However,
the percentage of common NPs and Named Enti-
ties in German and Russian (computed separately)
is not the same, the reason being different POS
tagsets for the two languages used by TreeTagger.
For Russian, a large amount of proper names were
identified as common nouns, e.g. ‘India’, ‘Mum-
bai’, ‘Hamas’ etc. For German, these were identi-
fied as Named Entities.

Based on these observations, we compute the
projection accuracy of each NP type as the num-
ber of correct markables of this type divided by the
total number of projected markables of the same
type. Table 5 shows the projection accuracy for

http://www.cis.uni-muenchen.de/ schmid/tools/Tree Tagger/

http://corpus.leeds.ac.uk/mocky/
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both settings. According to these results, in the
knowledge-lean approach, NPs are the less reli-
able projected type for German as compared to
Named Entities, which is due to the fact that most
of them lose their determiners at the alignment
stage. For Russian, both NPs and Named Entities
show similar results of over 80% with the u—int
method. With the u—con method, all the scores
are a bit lower due to lower Precision obtained by
concatenation. As one can see from columns 3
and 4, it is possible to significantly improve the
NP identification accuracy for German by using
only a mention extractor: over 17% for both meth-
ods. However, this is not the case for Russian,
where NP extraction relying on word alignment
does not produce that much noise: the improve-
ment is around 0.5-2.8%.

Pronouns exhibit the best projection accuracy
for both languages. For German, the highest
scores are achieved by the projection of posses-
sive (97.1), personal (95.1) and relative (81.8) pro-
nouns. Demonstrative pronouns show the lowest
score (50.0) due to their scarcity in the gold and
projected data. In setting 2, we can only achieve
little improvement for different pronoun types, ex-
cept for personal pronouns for German that exhibit
lower accuracy.

These results explain the better projection qual-
ity when projecting to Russian as compared to pro-
jecting to German, since all the projected types
show fair projection accuracy. Conversely, Ger-
man NPs show poorer accuracy, while constitut-
ing almost one third of all the projected markables,
which inevitably leads to lower Precision and Re-
call scores.

Evaluation by mention length (u-int). Fi-
nally, we compare mentions according to the num-
ber of tokens they consist of. Fig. 2a and Fig. 2b
show the overall amount of tokens and the num-
ber of correct tokens of this length for German
and Russian respectively in the u—int setting, in
which higher Precision results were achieved. For
German, the number of correct mentions gradually
decreases up to the length of 5; after that, only one
or no correct mentions are to be found in the target
annotations. For Russian, the situation is almost
the same, except for the mentions with length of
3, which are mostly incorrect.



unify-int u—-con

—DE# —DE% | —RU# —RU% | -=DE# —DE% | —RU# —RU%
NPs 146 29.6 286 58.8 264 284 450 522
Named Entities 145 29.4 26 0.05 245 26.3 53 6.2
Pronouns 113 233 237 27.5
-Personal pronouns 82 16.6 - - 143 15.4 - -
-Possessive pronouns 35 7.1 - - 69 7.4 - -
-Demonstrative pronouns 2 0.4 - - 5 0.5 - -
- Relative pronouns 11 2.2 - - 12 1.3 - -
Total 494 100 486 100 931 100 862 100

Table 4: Distribution of all projected markables by type for u-int and u-con methods

u—-int u-con u-int+ment u—-con+ment

—DE% | =RU% | =DE% | =RU% | =DE% | =RU% | —DE % | —RU %
NPs 534 82.5 53.0 71.8 72.0 85.3 70.1 78.3
Named Entities 91.0 92.3 82.0 88.7 95.2 92.3 84.1 88.7
Pronouns 92.0 89.9 92.9 90.3
Personal pronouns 95.1 - 95.1 - 87.8 - 92.3 -
Possessive pronouns 97.1 - 94.2 - 97.2 - 98.6 -
Demonstrative pronouns 50.0 - 40.0 - 100.0 - 40.0 -
Relative pronouns 81.8 - 83.3 - 100.0 - 100.0 -

Table 5: Projection accuracy for u—int and u—con methods

6 Discussion

Analysing the results for multi-source projection
for both target languages, one can see that the
scores achieved are quite comparable: the high-
est Precision of 83.7/85.8 for German/Russian and
the highest Recall of 52.7 for both. Looking at the
u-int method in setting 2, we still see that Preci-
sion is somewhat higher for Russian than for Ger-
man (79.1 vs. 71.8 respectively). Overall, the best
Fl-scores for both languages are 57.0/59.0 Ger-
man/Russian.

Importantly, for both target languages and in
both settings, the multi-source projection results
outperform the single-source results in terms of
Precision or Recall; however, still not both si-
multaneously. In particular, the u—con method
exhibits higher F1 scores as compared to single-
source projection (55.0 vs. 57.0 for German and
58.8 vs. 59.0 for Russian).

As for the different projection methods, the re-
sults show that the balance between Precision and
Recall scores is quite stable in both settings. In
particular, concatenating mentions in overlapping
chains (u—con) resulted in the most balanced Pre-
cision and Recall scores for both German and Rus-
sian. Furthermore, Precision can be improved in
two ways: by taking the intersection of chains
coming from two languages and by taking the in-
tersection of mentions in the overlapping chains in
two languages. While the first scenario is more un-
realistic, leading to extremely low Recall numbers,
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the second scenario returns much better results in
terms of both Precision and Recall.

Comparing our results to the most closely re-
lated work of Grishina and Stede (2015), we can
see a large improvement in the projection quality
for English-German in terms of both Precision and
Recall already in the knowledge-lean setting: best
Precision of 72.2 vs. 78.4/53.4 news/stories'? re-
spectively, and best Recall of 46.5 vs. 41.4/45.9.
In setting 2, the results are even better: 83.7 and
57.0. As for Russian, we conclude that the multi-
source approach leads to a slight improvement of
projection results in terms of Precision (best Preci-
sion of 85.8 for settings 1,2 vs. 73.9/84.6), but not
in terms of Recall (52.4 for setting 1 and 52.7 for
setting 2 vs. 58.3/59.0), which is also due to the
fact that the single-source projection performed
slightly worse in the absence of intersective align-
ments.

Interestingly, the results for single-source pro-
jection also show that different directions of pro-
jection are not equally good: Projection from En-
glish still shows the best results, while Projec-
tion from German to Russian and from Russian
to German exhibit much lower F1 numbers. In
our opinion, the fact that projection results with
language other than English as source are much
lower had a negative impact on the multi-source
projection, since adding lower-quality annotations

2Mind that stories constitute 30% of the corpus, therefore
we consider our overall results higher.
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Figure 2: Overall number of mentions and the
number of correct mentions according to the num-
ber of tokens

leads to a decrease in both Precision and Recall
scores. Therefore, concatenation of the two pro-
jections with one of them being of lower quality
results in a slight drop in Precision and does not
improve the Recall numbers significantly. Using
projections of similar quality and more languages
would result in better overall scores.

Automatic mention extraction and the mapping
of target mentions to the extracted mentions to a
high degree supported the identification of men-
tions and hence coreference scores for the English-
German language pair. For Russian, conversely,
this method only helped to a small extent, the rea-
son being already high Precision scores achieved
by projecting through word alignment. The qual-
itative analysis has shown that incorrectly identi-
fied mentions were of wrong part-of-speech (e.g.
verbs, therefore it was not possible to map them to
the automatically extracted mentions) or were no
markables in the gold annotations.

In sum, our results have shown that projecting
from two sources rather than one helps both to im-
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prove Precision and Recall. However, improving
Precision appears to be an easier task than improv-
ing Recall. Achieving higher Recall seems to be a
more difficult and expensive task as compared to
eliminating noisy alignments and ensuring correct
mention boundaries. If a potential target mention
is absent on the source sides, it can hardly be re-
covered in the resulting annotations.

7 Conclusions

In this work, we examined the multi-source ap-
proach to projecting coreference annotations in a
low-resource and a more linguistically-informed
setting by implementing a direct projection algo-
rithm and several methods for combining annota-
tions coming from two sources. Comparing our
results to a single-source approach, we observed
that the former is able to outperform the latter one,
both in terms of Precision and Recall. Specifically,
our results suggest that the concatenation of coref-
erence chains coming from two sources exhibits
the highest balanced Precision and Recall scores,
while the intersection helps to achieve the highest
Precision.

We further analyzed the errors both quantita-
tively and qualitatively, focusing on the nature of
the projected chains coming from both languages
and the projection accuracy of different corefer-
ence mention types. Our results showed that noun
phrases are more challenging for the projection al-
gorithm than pronouns, and, as a by-product, we
found that using automatic mention extraction to a
large extent supports the recovery of target mark-
ables expressed by common noun phrases for Ger-
man. However, this is not necessarily the case
for Russian, for which using higher quality word
alignments is more effective.

Having tested and assessed several methods of
two-source annotation projection, we envision our
future work on automatic annotation transfer in
combining annotations coming from more than
two source languages. Furthermore, we are inter-
ested in adapting a similar approach for project-
ing automatic annotations, which, in our opinion,
could support the creation of a large-scale coref-
erence corpus, suitable for the training of corefer-
ence resolvers in new languages.
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