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Abstract

Part of speech taggers generally per-
form well on homogeneous data sets, but
their performance often varies consider-
ably across different genres. In this pa-
per we investigate the adaptation of POS
taggers to individual genres by creating
POS tagging experts. We use topic model-
ing to determine genres automatically and
then build a tagging expert for each genre.
We use Latent Dirichlet Allocation to clus-
ter sentences into related topics, based on
which we create the training experts for
the POS tagger. Likewise, we cluster the
test sentences into the same topics and an-
notate each sentence with the correspond-
ing POS tagging expert. We show that
using topic model experts enhances the
accuracy of POS tagging by around half
a percent point on average over the ran-
dom baseline, and the 2-topic hard cluster-
ing model and the 10-topic soft clustering
model improve over the full training set.

1 Introduction

Part-of-speech (POS) tagging is the task of assign-
ing word classes to lexical items and is often con-
sidered a solved problem. However, even though
we can reach high accuracies on the Penn Tree-
bank, POS taggers are sensitive to differences in
genre (cf. e.g. (Khan et al., 2013; Miller et al.,
2007; Sggaard, 2013)). In the current research, we
investigate a novel way of adapting POS taggers
to different genres, but also to specific lexical and
syntactic characteristics of texts. We propose to
use topic modeling, an unsupervised soft cluster-
ing method that clusters documents, or sentences
in our case, into a distribution of individual top-

ics. We interpret the topics as specialized trainiﬁgo
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sets, which are used to train a POS tagging ex-
pert for each topic. Test sentences are also clus-
tered into the same topics, and each test sentence
is annotated by the corresponding POS tagging ex-
pert. We investigate different methods of convert-
ing topics into expert training sets.

Thus, our method is related to domain adap-
tation approaches (Khan et al., 2013; Miller et
al., 2007) in that it focuses on adapting to spe-
cific characteristics of texts, but it is more gener-
ally applicable because it determines the domains
and the experts automatically. It is also related
to approaches of mitigating domain effects (e.g.,
(Sggaard, 2013)), but in contrast to those methods,
we obtain individual experts that can be used and
investigated separately.

Our results show that the topic modeling experts
are sensitive to different genres (financial news vs.
medical text) as well as to smaller differences be-
tween the Wall Street sentences. On average, the
improvement over randomly selected subsets is
around 0.5-1 percent point. Our results also show
that one major difference between the POS tag-
ging experts based on topics models concerns the
treatment of unknown words. In the financial ex-
pert, such words have a much higher tendency to
be assigned to the noun class. And even though
names are one of the most difficult classes, the
error rate for them is reduced in the POS experts
based on topic models.

The remainder of the paper is structured as fol-
lows: Section 2 discusses our research questions
in more detail. Section 3 discusses related work,
and in section 4, we provide details about the data
sets, the topic modeler, and the POS tagger. In
section 5, we show the results, and in section 6,
we draw our conclusions and discuss future exten-
sions of our work.
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2 Research Questions

Our investigation into creating POS tagging ex-
perts is based on the assumption that the data that
we need to analyze is not homogeneous but rather
a collection of different text types or even syntac-
tic constructions. In one setting, we may have a
mixed set of newspaper articles, research papers,
financial reports, and weblogs to analyze. In a
different setting, we may have texts that use spe-
cialized vocabulary, such as in the biomedical do-
main or in law texts, or we could have headlines
with an elliptical sentence structure. For this rea-
son, we assume that the POS tagger can reach a
higher accuracy if we can split the data sets into
more homogeneous subsets and then train individ-
ual expert POS taggers, specialized for individual
subsets. We determine these homogeneous sub-
sets by using topic modeling. Since topic model-
ing is unsupervised, the sentences will be divided
into sets based on similarity. This similarity may
be based on similarity of content, but it can also
be based on similarity on the structural level. For
example, if we use the Penn Treebank (Marcus et
al., 1994), we could assume that one topic consists
of sentences reporting changes of the stock market
while another topic consists of sentences about the
earthquake in San Francisco. Yet, another topic
may consist of mostly questions.

Our current research concentrates on answering
the four questions described below. In this investi-
gation, we use a setting in which we perform topic
modeling jointly on the training and test data. This
is a simplification of the problem since this means
that we would have to create new experts every
time a new sentence needs to be tagged. We as-
sume that we can rerun the topic modeling includ-
ing test sentences and then match the new topics
to the ones we obtained on the training set alone.
Another approach would be to use the similarity
metrics by Plank and van Noord (2011). We will
test these hypotheses in the future.

2.1 Question 1: Do Topic Models Provide
Information from which POS Tagging
Experts can Profit?

The first question is concerned with determin-
ing whether the data splits we obtain from topic
modeling are meaningful for creating POS tag-
ging experts. In other words, do the topics that
we can generate in an unsupervised manner pro-
vide a specialization that has an effect on Pds!

tagging? In order to investigate this question, we
manually generate a two-topic corpus by combin-
ing data from the Wall Street Journal (WSJ) sec-
tion of the Penn Treebank (Marcus et al., 1994)
and from the GENIA corpus (Tateisi and Tsujii,
2004). The WSJ covers financial news while GE-
NIA uses Medline abstracts as its textual basis. As
a consequence, we have sentences from two dif-
ferent genres, but also slight variations in the POS
tagsets. The tagset used in GENIA is based on
the Penn Treebank tagset, but it uses the tags for
proper names and symbols only in very restricted
contexts. This setup allows us to test whether the
topic modeler is able to distinguish the two genres,
and whether POS tagging experts can profit from
this separation.

2.2 Question 2: Can we use Soft Clusters of
the Topic Models?

The first set of experiments uses the topics as hard
clusters, i.e., every sentence belongs to the topic
with the highest probability. This is a simplifica-
tion since a sentence can represent different top-
ics to different degrees. Thus, we now investigate
whether we can utilize the soft clustering informa-
tion directly and add every sentence to every POS
tagging expert, weighted based on the degree to
which it represents the topic of this expert. This
not only allows us to model topics in more de-
tail, it can also help combating data sparsity since
every sentence contributes to every POS expert.
The risk is that we “diffuse” the expert knowledge
too much by adding all sentences even if they are
weighted.

2.3 Question 3: Can Topic Modeling Detect
Micro-Genres?

While the previous sets of experiments used two
very different genres, the current question focuses
on data from within one genre. Can we use topic
modeling within one genre, and do the resulting
topics allow us to create POS tagging experts for
“micro”-genres? To investigate this question, we
exclusively use the WSJ data set. Our hypothesis
is that the WSJ corpus contains different newspa-
per sections, which may use different styles. Since
there is no information available from the Penn
Treebank about those section, we cannot evalu-
ate how well the topic modeler splits the sentences
into topics, but we can evaluate whether the POS
tagging experts are successful in adapting to those
micro-genres.



2.4 Question 4: Which Specialization do the
POS Tagging Experts Learn?

Here, we will take a closer look at the results from
the first question to investigate where the improve-
ments by the POS tagging experts come from.
Are all the improvements based on lower rates of
out-of-vocabulary words? For example, suppose
we have two experimental settings, both using the
same size of the training set, but in one setting, the
majority of the training set is from GENIA while
in the second setting, the training set is a mix of
GENIA and WSIJ. It is more likely that the former
will contain a wider range of biomedical vocab-
ulary than the latter. However, it is also possible
that the experts will learn different regularities, for
example with regard to how the proper name tags
are used in the two corpora. Thus, we will look at
the ratio of unknown words in the different experi-
ments and at the error rates of known and unknown
words. We will additionally look at the confusion
matrices.

3 Related Work

We are not aware of any research that directly
compares to the research presented here. The clos-
est area is domain adaptation. For this reason,
we will cover work on domain adaptation for POS
tagging here. However, more work has been done
on domain adaptation for parsing. The work in
that area seems to fall into two categories: “frus-
tratingly easy” when some annotated data from the
target domain is available (Daumé I1I, 2007) and
“frustratingly hard” if no such target data is avail-
able (Dredze et al., 2007).

For POS tagging, Clark et al. (2003) used the
results of one POS tagger on unannotated data to
inform the training of another tagger in a semi-
supervised setting using a co-training routine with
a Markov model tagger and a maximum entropy
tagger. The authors tested both agreement-based
co-training, where the sentences are added to
training only if the taggers both agree, and naive
co-training, where all sentences from one tagger
are added to the training of the other, with no
filter. Kiibler and Baucom (2011) expanded on
this method and used three different taggers to an-
notate additional data and then select those sen-
tences for which the taggers agree. They found
that adding not only complete sentences but also
sequences of words where the taggers agree re-
sults in the highest gains. Khan et al. (2013) ih22

vestigated the situation where some annotated tar-
get data is available. They focused on optimizing
the balance between source and target sentences.
They found that selecting sentences that are the
most similar to the target data results in the high-
est gains. Blitzer et al. (2006) developed structural
correspondence learning, which learns correspon-
dences between two domains in settings where a
small set of target sentences is available as well
as in an unsupervised setting. They show an im-
proved performance for POS tagging and for pars-
ing when using the adapted POS tagger.

4 Experimental Setup
4.1 Data Sets

For our experiments, we use the Wall Street Jour-
nal (WSJ) section of the Penn Treebank (Marcus
etal., 1994) and the GENIA Corpus (version 3.02)
(Tateisi and Tsujii, 2004). Both corpora use the
Penn Treebank POS tagset (Santorini, 1990) with
minor differences, as described in section 2.1.

For the WSJ corpus, we extract the POS annota-
tion from the syntactically annotated corpus. The
GENIA Corpus comprises biomedical abstracts
from Medline, and it is annotated on different lin-
guistic levels, including POS tags, syntax, corefer-
ence, and events, among others. We use the POS
tagged version. For WSJ, we use the standard data
split for parsing: using sections 02-21 as training
data and section 22 as our test set. We reserve sec-
tion 23 for future parsing expert experiments.

For questions 1, 2, and 4, we need a balanced
data set, both for the training and the test set. Since
GENIA is smaller than WSJ and has no predefined
data split, we have decided to use the same test set
size (1 700 sentences), but now taking half of the
sentences from WSJ and half from GENIA. The
remaining GENIA sentences serve as half of the
training set, and we extract the same number of
sentences from WSJ. For GENIA, we consider the
first 19 696 sentences as training set and the re-
maining 850 sentences as test set. For WSJ, the
sentences are selected randomly out of the prede-
fined training and test sets.

For question 3, we use the full WSJ training
and test set, as described above. Table 1 gives an
overview of the settings.

4.2 Topic Modeling

Probabilistic topic modeling is a class of algo-
rithms which detects the thematic structure in a



Setting Corpus | Training  Test
question 1, 2,4 | WSJ 19 696 850

GENIA | 19696 850
question 3 WSJ 39832 1700

Table 1: Overview of the data sets.

large volume of documents. Topic modeling is un-
supervised, i.e., it does not require annotated doc-
uments (Blei, 2012) but rather discovers similarity
between documents. Latent Dirichlet Allocation
(LDA) is one of the topic modeling algorithms. It
is a generative probabilistic model that approxi-
mates the underlying hidden topical structure of
a collection of texts based on the distribution of
words in the documents (Blei et al., 2003).

We use the topic modeling toolkit MAL-
LET (McCallum, 2002). The topic modeler in
MALLET implements Latent Dirichlet Allocation
(LDA), clustering documents into a predefined
number of topics. As a result, it provides differ-
ent types of information such as:

e Topic keys: The highest ranked words per
topic with their probabilities;

e Document topics: The topic distribution for
each document (i.e., the probability that a
document belongs to a given topic); and

o Topic state: This correlates all words and top-
ics.

For our experiments, we use sentences as docu-
ments. Based on the document topic information,
we then group the sentences into genre topics. We
collect all sentences from the training and test set,
cluster them via the MALLET topic modeler, and
determine for which expert(s) the sentence is rel-
evant. There are several ways of determining the
best expert, see below. Then, we separate the sen-
tences for each expert into training and test sen-
tences, based on the previously determined data
splits (see above).

We can determine experts based on hard or soft
clustering decisions: For question 1 and 3, the sen-
tences are assigned to hard topics, based on the
topic that has the highest probability in that sen-
tence. l.e., if for sentence s,, MALLET lists the
topic ¢; as the topic with the highest probability,
then s, is added to the data set of topic ¢;. In
other words, the data set of topic ¢; consists of all
sentences for which MALLET showed topic ¢; 1g3

the most likely topic. This means that the data set
sizes vary between topics.

For questions 2 and 3, we utilize the entire topic
distribution of a sentence by weighting sentences
in the training data based on their topic distribu-
tion. Since the POS tagger does not support the
weighting of training examples and since we do
not have access to the code of the POS tagger, we
simulate weighting training sentences by adding
multiple copies to the training files of the experts.
Thus, for the 2-topic experiments, a sentence with
80% probability for topic 1 will be included 80
times in the expert for topic 1 and 20 times in the
expert for topic 2. We repeat these experiments,
adding a sentence per every 10%, but rounding up
small percentages so that every sentence will be
added to every expert at least once. Thus, we use
a more fine grained topic model to mitigate data
sparseness, but we risk adding non-typical or ir-
relevant sentences to experts.

4.3 POS Tagging

For part of speech tagging, we use the TnT (Tri-
grams’n’Tags) tagger (Brants, 2000). TnT is based
on a second order Markov Model and has an elab-
orate model for guessing the POS tags for un-
known words. We use TnT mainly because of its
speed and because it allows the manual inspection
of the trained models (emission and transition fre-
quencies).

4.4 Baselines

We use two baselines. As the first baseline, we
take the complete training set when no topic mod-
eling is performed. Note that this is a very com-
petitive baseline since the topic modeling experts
have access to considerably smaller amounts of
training data. In order to avoid differences in accu-
racy resulting from different training set sizes, we
create a second baseline by splitting the sentences
randomly into the same number of groups as the
number of topics, while maintaining the equal dis-
tribution of WSJ and GENIA sentences where ap-
plicable. L.e., we assume the same number of ran-
dom “topics”, all of the same size. Thus, in the
2-topic setting with the the genres, we create two
separate training sets, each containing half of the
WSJ training set and half of the GENIA one. In
this setting, we test all experts on the whole test
set and average over the results.



2 topics 5 topics 10 topics
T. | % intrain %in test | % in train  %in test | % in train % in test
1 91.06 99.61 99.33 99.64 93.04 100
2 8.74 9.70 17.71 21.00 94.17 98.64
3 99.44 98.78 94.49 98.72
4 93.84 98.75 4.24 2.92
5 0.20 0.19 5.15 541
6 95.42 99.16
7 4.40 5.24
8 96.26 100
9 3.59 5.43
10 63.10 80.85

Table 2: Distribution of sentences from the WSJ+GENIA data set given 2, 5, and 10 topics (showing the

percentage of GENIA sentences per topic).

1 | cells cell expression il nf activation human
binding gene transcription protein kappa ab
cd ti factor alpha activity induced

2 | mr million ui year company market stock
billion share corp years shares trading presi-
dent time quarter sales government business

Table 3: Examples of words in topics for the 2-
topic experiments on the WSJ+Genia corpus.

S Experimental Results

5.1 WSJ+GENIA Experiments

In this set of experiments, we use the manually
created corpus that contains WSJ and GENIA sen-
tences in equal parts. A logical first setting is to
have the topic modeler distinguish between two
different topics, to see if these two topics corre-
spond to the two gold topics, WSJ and GENIA.
We repeat the experiment using 5 and 10 topics to
see if a finer granularity improves results. We then
use the trained POS tagging experts to annotate the
test sentences based on their assigned topic.

Investigating the topic modeler splits. The dis-
tributions of sentences in the training set and test
set resulting from topic modeling are shown in Ta-
ble 2. In the case of the 2 clusters, we see a clear
split. A vast majority of GENIA sentences are
clustered into the first topic, and less than 10% are
clustered into the second topic. In the case of 5
and 10 topics, the split is even clearer. For exam-
ple. for the 10-topic setting, topics 4, 5, 7, and
9 represent WSJ topics while the others are GE-
NIA topics. Here, the error rate is between 3%
and 6%. Both sets have one outlier, topic 2 a4

Accuracy
Setting 2 topics 5 topics 10 topics
Full training set 96.64 96.64 96.64
Random split 96.48 9592 95.49
Topic model 96.84 96.54 96.34

Table 4: Comparing the topic model experts to the
baselines on the WSJ+GENIA data set.

the 5-topic setting, and topic 10 for the 10 top-
ics, which are most likely the topics for difficult
to classify sentences. Thus, in all cases, we have
good splits, which should allow the POS tagging
experts to learn specifics of the two corpora. Ta-
ble 3 shows example words from the 2-topic ex-
periment, which show a clear separation of topics
into biomedical and financial terms.

POS tagging experiments. The results of the
POS tagging experiments for the 2-topic, 5-topic,
and the 10-topic settings are shown in Table 4.
The results show that the experts created by the
topic models outperform the randomly split mod-
els in all cases: For the 2-topic setting, we see the
smallest increase from 96.48% to 96.84%, while
the 10-topic setting reaches the largest increase,
from 95.49% to 96.34%. However, note that the
results in the 5- and 10-topic settings are slightly
lower than the ones in the 2-topic setting. This is
due to the reduced training set size.

When we compare the topic modeling experts
to the full training set, the 2-topic model reaches
an improvement over the full training set. The ac-
curacy of the 5-topic setting almost reaches that
of the full training set. Thus, even with a fifth of
the training set compared to the full set, the per-



Top. | Train. size Test size | Accuracy
1 53436 2504 96.74
2 113 033 5902 97.51
3 79 133 3974 97.48
4 89 761 7814 95.29
5 84 467 3327 92.41
6 151 562 6 363 98.02
7 141 415 4612 95.67
8 68 518 2071 96.77
9 145 224 4 425 96.70
10 25444 604 94.21

Table 5: Results for the individual topic model ex-
perts for the WSJ+GENIA data.

formance of topic models is almost at par with the
results on the full training set.

The results lead us to the conclusion that a
higher number of topics results in better experts,
as shown by the gains over the random baseline.
However, the gain of a high number of experts is
offset by the reduction of the training set.

Next, we investigate the results of the 10-topic
setting more closely: Table 5 shows the results of
this setting per topic. These results show that the
individual topics vary considerably in size, from
around 25 000 words (topic 10) to 150 000 words
(topic 6). However, contrary to expectation, there
is no direct correlation between training set size
and accuracy: Topic 10 has the lowest number
of sentences, but its expert performs better than
the topic 5 expert, which had access to more than
3 times the amount of training sentences. There
is also no clear correlation between accuracy and
WSJ or GENIA topics. While the WSJ topics 4, 5,
and 7 are at the lower end of the accuracy range,
topic 9 has a higher accuracy than GENIA topics
1 and 10 and a similar performance to topic 8.

5.2 Using Soft Clustering Information

Now we investigate soft clustering information by
adding 10 or 100 copies of the sentence to ex-
perts based on its topic distribution, in compari-
son to a hard clustering setting. Table 6 shows the
results of these experiments. For the 2-topic ex-
periments, the results indicate that the POS tagger
does not benefit from utilizing the topic distribu-
tion as there is a slight drop in the accuracy. The
reason is that for 2 topics, the separation between
WSJ and GENIA into separate topics is very clear.
Le., a sentence generally has a very high prob]a25

Accuracy
Copies | 2 topics 5 topics 10 topics
1 96.84 96.54 96.34
10 96.73 96.67 96.84
100 96.04 96.54 96.73

Table 6: Results for soft clustering on 2, 5, and 10
topics experiments

Setting Accuracy
Full training set 96.23
Random split 95.16
Topic model 95.53
Soft Clustering 96.32

Table 7: Comparing topic model experts to the
baselines on WSJ data (10 topics).

bility for its corresponding topic and thus should
only be added to that topic. Consequently, the
advantage of using experts is largely outweighed
by misclassified sentences that are added to the
wrong expert. However, soft clustering with 5 or
10 topics shows improvements over the full train-
ing baseline since the topic distribution is more
fine grained. Here, a sentence is more likely to
be included in more than one topic. Using a sen-
tence 10 times rather than 100 times seems to be a
better fit. The 10-topics, 10 copies setting reaches
the same accuracy as the hard clustering 2-topic
setting, thus showing that expert knowledge is ca-
pable of combating data sparseness.

5.3 WSJ Experiments: Creating
Micro-Topics

Here, we investigate whether we can also success-
fully use topic modeling to create POS tagging ex-
perts in cases where there is only one genre. That
is, is topic modeling only sensitive towards genre
differences or can it also detect smaller types of
variation, and can those variations be translated
into specialized POS tagging experts? We use the
WSJ corpus for this set of experiments, and we
compare an experiment with 10 topics to the two
baselines. The results of these experiments are
shown in Table 7. We see a positive effect of using
experts based on the hard clustering topic models
over the random split: Accuracy increases from
95.16% to 95.53%. Similar to the GENIA+WSJ
10-topic experiment, we also do not reach the
baseline using all training data. Per topic, there are
similar trends to the ones for the WSJ+GENIA set-



Data Set  Setting Accuracy
standard random split 95.16
standard  topic model 95.53
5-fold topic model 95.70

Table 8: Comparing the standard data split to a
random data split for WSJ data (10 topics).

ting, a large variation of topic sizes and no direct
correlation of training set size and accuracy. How-
ever, the soft clustering results show that there is
a 0.8 percent improvement over the topic models
and a small improvement over the full training set.
This reinforces the hypothesis that soft clustering
can indeed handle the data sparseness issue even
when the genres are not as clearly distinguishable
as WSJ vs. GENIA.

The differences between topic models and a
random split are less pronounced than in the case
of the combined WSJ+GENIA corpus. One expla-
nation for this may be that the topics are less dif-
ferent from each other than in the WSJ+GENIA
setting so that the POS tagging expert are not very
different from each other. Another possible expla-
nation is that this is a consequence of the way we
split the WSJ corpus into training and test sets: As
described in section 4, we use the standard split
with section 02-21 as training set and section 22
as our current test set. This means that the test set
may contain different topics from the training set,
which may generate problems in topic modeling.
To test this hypothesis, we repeat the experiment
with 10 topics, but this time, we perform a five-
fold cross-validation for POS tagging on sections
02-22. Le., we vary the test set across all sections,
to create a more homogeneous data split. The re-
sults of this experiment, in comparison to previous
results, are shown in Table 8. We reach slightly
higher results in the 5-fold cross-validation; ac-
curacy increases from 95.53% to 95.70%. This
means that the training and test set in the standard
setting are not optimally homogeneous. However,
since the difference in accuracy is rather small, the
differences between training and test set do not
seem to impact the performance of our system.

5.4 What do the Experts Learn?

In this section, we investigate the differences be-
tween the models learned based on a random split
as opposed to the models learned based on the
topic models. We concentrate on the 2 topic moti26

Random split Topic model

split 1 split 2 topic 1 topic 2

NN 335 NN 300 | NN 387 CD 227
JJ 219 1 187 | 1J 217 NNP 226
CD 151 CD 162 | CD 70 NN 132
NNP 132 NNP 162 | NNS 51 1] 104
NNS 67 NNS 69 | NNP 28 NNS 57
VBN 31 VBG 30 | FW 13 VBN 32

Table 10: The 6 most frequent POS tags assigned
to unknown words (2 topics).

els based on the WSJ+GENIA data set from sec-
tion 5.1.

First, we take a closer look at the distribution of
unknown words, and the POS taggers’ accuracy
on known and unknown words. Unknown words
are defined as those words from the test set that do
not occur in the training set. This means that the
POS tagger needs to guess the word’s possible tags
without having access to its ambiguity class. The
results for this investigation are listed in Table 9.
These results show that the percentage of unknown
words is higher by 0.76 percent points in the ran-
dom split setting. This means that the two topic
models acquire more specialized lexicons that al-
low the taggers to cover more words. A look at
the accuracies shows that, as expected, the accu-
racy for known words is higher in the topic model
setting. However, the results also show that the ac-
curacy on unknown words is significantly higher
in this setting, 85.22% for the topic model experts
vs. 83.11% for the random splits. This means that
the POS tagging models learned from the topic
model data split has acquired better models of un-
known words based on the word distribution from
the training corpora.

We then investigate which POS labels are as-
signed to unknown words in the two settings. The
6 most frequent POS tags per setting and topic are
shown in table 10. A comparison shows that for
the random split, both subsets have a very simi-
lar distribution: Unknown words are assigned one
of the following labels: noun (NN), adjective (JJ),
cardinal number (CD), proper name (NNP), plural
noun (NNS), past participle (VBN) or present par-
ticiple (VBG). The distributions for the topic mod-
els show a visibly different picture: In the second
topic (which is the WSIJ topic, see table 2), car-
dinal numbers are the most frequent class for un-
known words, followed closely by names. These
two labels are three times and ten times more fre-
quent than in topic 1. In contrast, topic 1 (GENIA)



Random split Topic model
Topic | % Unknown Known Acc. Unknown Acc. | % Unknown Known Acc. Unknown Acc.
1 4.86 97.25 83.38 3.85 98.35 85.12
2 4.79 97.06 82.84 4.29 96.29 85.31
avg. 4.83 97.16 83.11 4.07 97.33 85.22

Table 9: Unknown word rates and accuracies for known and unknown words in the WSJ+GENIA exper-

iment using 2 topics.

Random split Topic model
Gold TnT No. Gold TnT No.
NN I 141 NN I 122
1 NN 111 1 NN 104
NNP NN 93 VBD VBN 82
VBD VBN 88 NNP NNPS 70
NN NNP 66 RB IN 64
IN RB 65 IN RB 61
RB IN 62 NN NNP 53
NNP NNPS 53 VBG NN 50

Table 11: The 8 most frequent confusion sets (2
topics).

is closer to the distribution of the models based on
random sampling, but it has a higher number of
foreign words (FW), which is an indication that
some biomedical terms are not recognized as such
and are then marked as foreign words. Exam-
ples of such cases are the words “aeruginosa” and
“Leishmania”. Overall, these results corroborate
our hypothesis that the topic models learn individ-
ual characteristics of unknown words.

Finally, we consider the types of errors that the
POS taggers make by looking at confusion sets.
The 8 most frequent confusion sets under both
conditions are shown in table 11. A closer look at
the confusion sets of the two experiments shows
that the categories in the random split setting are
consistent with standard errors that POS taggers
make: These POS taggers mostly confuse nouns
(NN) with adjectives (JJ) and with names (NNP),
past tense verbs (VBD) with participles (VBN),
prepositions (IN) with adverbs (RB). One notable
difference in the topic modeling setting is that the
number of confusions between nouns (NN) and
names (NNP) (in both directions) is almost re-
duced by half in comparison to the random split
setting: 88 vs. 159 cases (note that the condition
NN NNP is not among the 8 most frequent cases
for the topic model as shown in table 11, it is thé”

12th most frequent confusion set). Names are gen-
erally difficult because they constitute an open set,
and thus not all of them will be found in the train-
ing set. For example, names that were misclas-
sified as nouns in the random split data set in-
cluded “BART”, “Jefferies”, and “Tulsa”. Thus,
a reduction of these errors means that the topic
model experts are learning characteristics that al-
low them to handle domain specific names better,
even though the respective learned model files of
the topic model setting contain considerably fewer
lexical entries.

6 Conclusion and Future Work

In our research, we have investigated whether we
can use topic modeling in order to create special-
ized subsets of POS annotated data, which can
then be used to train POS tagging experts for the
topic. Our results show that the POS tagging ex-
perts achieve higher accuracies both for a manu-
ally created mixed data set with financial news and
medical texts and for a more homogeneous data set
consisting only of financial news. The latter shows
that our system is capable of adapting to nuances
in the micro-genres within the Wall Street Journal
texts. Our analysis also shows that a significant
improvement is achieved, particularly, for proper
names. The topic model experts are almost three
times more likely to tag a name correctly than the
random split models.

We have created a flexible and fully automatic
methodology of POS tagging experts for different
genres. These experts can be extracted from a het-
erogeneous text source, without the need of having
to separate the genres manually. Additionally, we
obtain individual experts, which can be used sep-
arately. Further applications for this kind of tech-
nology can be found in adapting POS taggers to
characteristics of different speech or cognitive im-
pediments but also to the characteristics of non-
native speakers.

Our current experiments have used 2, 5, and 10



topic models. In theory, the number of topics can
be set to a higher number, thus creating more sub-
tle topics. However, as we have also shown, the
higher the number of topics, the more severe data
sparseness becomes. This can be mitigated by us-
ing training sentences for more than one topic,
based on the distribution provided by the topic
modeler. We plan on extending our work to syn-
tactic parsing, for which the differences between
genres will be more noticeable.
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