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Preface

Whenever we read a book, write a letter or perform a (web or dictionary) search, we always use lexical
items (words or more complex constructions), the expressive shorthand versions of more or less abstract
thoughts. Yet, lexemes are not only expressive means, i.e. vehicles transporting thoughts, they are also
means to conceive them. They are mediators between language and thought, allowing us to move quickly
from one idea to another, summarizing, expanding or specifying possibly underspecified thoughts. Of
course, lexemes can do a lot more, allowing us to organize, memorize and access knowledge, and even
reveal hidden meanings via information contained in the target or its surrounding words (subliminal
communication). No doubt the lexicon is a key component of language.

Lexical items are generally viewed as objects, yet when it comes to speaking, reading or writing, they
are processes, that is, they carry meaning which they convey via an abstract (part of speech) and concrete
form (phonemes, graphemes). Obviously, in order to access a lexeme (at least) its form must be stored.
This is done holistically in the case of external resources (paper or electronic dictionary), which represent
word forms as single tokens, and distributed in the case of the human brain, which decomposes the form
into syllables and phonemes. While knowing the form is important, its storage is by no means sufficient.
We may still fail to access it when needed. More importantly, when consulting a dictionary (off-line
processing) other types of knowledge are used, most prominently meta-knowledge and cognitive states.
Meta-knowledge is revealed by the fact that search is generally initiated via a close neighbor of the
target lexeme, to be continued then via one of the links connecting the source and the target (synonym,
hypernym, etc.). Cognitive states are revealed by the information given at the onset of the search. They
express the information available at that very moment. As psychologists have shown, authors always
know something concerning the eluding word. Alas, what information is available when being in this
state varies from person to person and from moment to moment. It is unpredictable knowledge. Hence
the importance of building a resource flexible enough to accommodate any of them, allowing the user to
start from anywhere and to access the target via many diverse routes.

Ironically, although – once expressed – many of these observations sound obvious, most of them have
been overlooked by the various communities dealing with the lexicon, its acquisition, usage or modeling
(e.g. lexicographers and computational linguists). Nevertheless one must admit that things have actually
changed quite a bit, and some of these changes are so deep, fast and wide-ranging that it is sometimes
hard to keep track of them, and be aware of the new problems and possibilities. As this evolution is in
full swing, and in order to contribute to its dynamism, we organize CogALex (Cognitive Aspects of the
Lexicon), whose mission is to build a bridge between the different communities. More precisely, our
goal is to provide a forum for computational lexicographers, researchers in NLP, psychologists and users
of lexical resources to share their knowledge and needs concerning the construction, organization and
use of a lexicon by people (lexical access) and machines (NLP, IR, data mining).

History, topics of interest and focus of the current workshop

Starting at Coling 2004 (Geneva) with the workshop Enhancing and Using Electronic Dictionaries,
there have been four follow-up events so far (CogALex I–IV), each co-located with Coling (Manchester,
UK, 2008; Beijing, China, 2010; Mumbai, India, 2012, and finally, Dublin, UK, 2014). Encouraged
by the enthusiasm and interest expressed by the participants of these CogALex events, we decided to
organize another edition of the workshop. Like in the past, we invited researchers to address various
unsolved problems. This time we put stronger emphasis though on relations (lexical/conceptual) and on
distributional semantics, to explore their relevance with respect to a cognitive model of the lexicon.

The interest in distributional approaches has grown considerably over the last few years, both in
computational linguistics and cognitive sciences. An additional boost has come from the recent
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popularity of deep learning and neural embeddings. While all these approaches seem to have great
potential, their added value in addressing cognitive and semantic aspects of the lexicon still needs to be
demonstrated.

We were also interested in the organization of the mental lexicon and its potential to enhance lexical
resources. Given recent advances in the neurosciences, it appears timely to seek inspiration from studies
concerning the human brain. There is also a lot to be learned from other fields using graphs and networks,
even if their object of study is something else than language, for example biology, economy or society.

As two years ago we proposed a shared task, or rather a “friendly competition”. The goal of this
year’s edition was the automatic identification of semantic relations from corpus data (see below for
details). Also, like in the past, we were interested in the enhancement of lexical resources and electronic
dictionaries, so we invited contributions from researchers involved in the building of such tools. The
idea is to discuss modifications of existing resources by taking the users’ needs and knowledge states
into account. Given the diversity of our goals we solicited papers including, but not limited to the
following topics, each of which can be considered from various viewpoints: linguistics (theoretical
or practical), neuro- or psycholinguistics (tip-of-the-tongue problem, associations), network related
sciences (sociology, economy, biology), mathematics (vector-based approaches, graph theory, small-
world problem), etc.

Organization, i.e. structure of the lexicon

• Micro- and macrostructure of the lexicon;
• Indexical categories (taxonomies, thesaurus-like topical structures, etc.);
• Distribution of information and relations between words.

The meaning of words and techniques for revealing it

• Lexical representation (holistic, decomposed);
• Meaning representation (concept based, primitives);
• Distributional semantics (count models, neural embeddings, etc.).

Analysis of the input given by a dictionary user

• What information do language producers provide when looking for a word (terms, relations)?
• What kind of relational information do they give: typed or untyped relations?
• Which relations are typically used?

Methods for crafting dictionaries or additional functions like indexes

• Manual, automatic or collaborative building of dictionaries (crowd-sourcing, serious games, etc.);
• (Semi-)automatic induction of the link type (e.g. synonym, hypernym, association, etc.);
• Extraction of associations from corpora to build semantic networks supporting navigation.

Dictionary access (navigation and search strategies)

• Search based on sound (rhymes), meaning or functionally related words (associations);
• Determination of appropriate search space based on user’s knowledge, etc.;
• Identification of typical word access strategies (navigational patterns) used by people.
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Shared task on the corpus-based identification of semantic relations

The shared task was organized by Stefan Evert, Alessandro Lenci and Enrico Santus, with the precious
help of Anna Gladkova. Its goal was the automatic identification of semantic relations from corpus data,
which has great potential: it promises an efficient and scalable solution to NLP tasks, while (possibly)
providing a cognitively plausible model for human acquisition and usage of such relations.

Semantic relations play a central role in human lexical retrieval (navigation) and the organization of
words in the lexicon, the resource within which search takes place. Hence learning about them may
shed some light on the mental lexicon and the knowledge people have when searching for a word.
Discovering whether words are semantically related and how so (which kind of relation holds between
them?) is also an important task in natural language processing (NLP) by and large, with a wide range
of applications, such as automatic thesaurus creation, natural language generation (automatic creation of
outlines), ontology learning, paraphrase generation, etc.

The aim of this “friendly competition” was not so much to find the team with the best-performing system,
as to test different distributional models and other corpus-based approaches on a challenging semantic
task, in order to gain a better understanding of their respective strengths and weaknesses.

The task was split into two subtasks:

1. Given a pair of words (e.g. dog – fruit), decide whether they are semantically related or not.

2. For each word pair (e.g. cat – animal), decide which of the following semantic relations holds
between them: synonymy, antonymy, hypernymy, meronymy, or none (random combination).

The organizers provided a data set based on WordNet and ConceptNet, which was then cleaned by native
speakers in a CrowdFlower task. The remaining word pairs were split into a training set and test set, and
evaluation was carried out in terms of precision, recall and their harmonic mean (F1). In subtask 2, the
overall score was determined as the weighted average over all four semantic relations.

Outcome of the call and a word of thanks

We received 30 submissions, of which seven were accepted as full papers with oral presentation, eight as
poster presentations, and seven as shared task papers.

We would like to take this opportunity to express our sincerest thanks to all the members of the
Programme Committee. Their expertise was invaluable to ensure a good selection of papers despite
the tight schedule. Their reviews were helpful not only for us to make the decisions, but also for the
authors, helping them to improve their work.

Last, but not least, we would like to thank Chris Biemann for having accepted to be our invited speaker.
His talk – Vectors or Graphs? On Differences of Representations for Distributional Semantic Models –
fits perfectly well in this workshop.

We hope that the work presented here will inspire you, generate fruitful discussions, and possibly lead to
new ideas, insights and collaborations.

The CogALex-V Organizers
Michael Zock, Alessandro Lenci, Stefan Evert
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